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ABSTRACT Because there is always a demand for robust fault-tolerant automotive networks, recent works
have focused particularly on replacing controller area networks (CANs) with more reliable protocols for
time-critical bandwidth-demanding in-vehicle network (IVN) systems. However, as the automobile industry
normally relies on proven technologies, an interim solution to fault-tolerance capability for CAN systems is
still essential during the transition phase to other protocols. In this paper, we propose a novel fault-tolerant
algorithm for the CAN protocol that we refer to as seamless CAN. Its operating concept is based on a high-
availability seamless redundancy (HSR) implementation inside the vehicle network’s ring structure, and the
fault tolerance is achieved by encapsulating the CAN frame inside the HSR frames and sending them in the
ring topology. The simulation results showed that seamless CAN provided better performance regarding no
frame loss in the case of link failures and up to ten times lower number of error occurrences.

INDEX TERMS High-availability seamless redundancy (HSR), fault-tolerant CAN, seamless CAN, in-
vehicle network (IVN).

I. INTRODUCTION
Ever since the creation of the first successful internal
combustion designs, vehicle technology (VT) has developed
primarily in the direction of improving the performance of
automobiles of a similar design, including faster speeds and
better fuel efficiency. But with the emergence of the Fourth
Industrial Revolution, that trend has changed drastically.
VT is innovating with the integration of cutting-edge
information and communication technology (ICT), as can be
seen in electric vehicles, self-driving automobiles, and flying
car trials [2]. As a result, ICT industries have now begun to
play an important role in the automotive industry instead of an
ancillary one. For example, unlike in the past whenmotorized
vehicles served merely as a means of transportation, nowa-
days, people can enjoy various forms of entertainment, such
as karaoke and video playback, while on board. Google and
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Apple have formed partnerships with existing automakers to
manufacture automobiles with numerous ICT advances [3]
so access to multimedia resources by passengers and a
driver (when appropriate) is merely a few touches away.
The in-vehicle infotainment system on Tesla models is so
powerful that it is even capable of delivering a smooth
state-of-the-art gaming experience [4]. More importantly,
thanks to advanced driver-assistance systems (ADAS), recent
commercial vehicles are able to operate with little to no
human input [5]. However, in order to realize this ICT
technology, the number of electronic control units (ECUs)
and various sensors (e.g., LIDAR, proximity, and airflow
sensors) embedded in vehicles has increased dramatically.
Considering the current trend, advanced automobiles are
expected to eventually contain up to hundreds of ECUs and
sensors [6].

Normally, electronic devices in the vehicles exchange
information via a shared in-vehicle network (IVN). Current
IVNs have a heterogeneous structure, which is a mixture of
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various protocols, such as controller area network (CAN),
local interconnect network (LIN), FlexRay, and media-
oriented systems transport (MOST). Such a structure makes
a vehicle’s design and maintenance work more difficult
and causes a significant rise in its weight. This is because
additional devices then require being equipped for inter-
protocol switching, resulting in a complicated wiring harness.
In addition, although CAN shows dominant usage over
other protocols, in terms of meeting the growing demand
for higher data rates, it has reached its limits in terms of
speed and bandwidth [7], [8]. These limitations mean that
in-vehicle network failures and interruptions directly linked
to fatal accidents might occur more frequently. In reality,
as more and more electronic devices are being placed inside
vehicles, the number of accidents due to sudden unin-
tended acceleration (SUA) and electronic malfunctions has
increased [9].

To address the aforementioned issue of conventional IVN
protocols, leading industries have begun to adopt other
alternatives, and due to its popularity and high compati-
bility, Ethernet is one of the prospective candidates [10].
In fact, standard Ethernet also has built-in mechanisms for
redundancy in the case of network failure. For example,
the rapid spanning tree protocol (RSTP) builds a logical
topology for the network and reserves redundant links for
faulty network situations. However, IVN systems usually
require zero recovery time, while RSTP is subject to a certain
amount of delay to reconstruct the network links between
devices. Therefore, several approaches have been proposed to
enhance the reliability of Ethernet-based networks, including
the IEEE 802.1CB standard by Time-Sensitive Networking
(TSN) Group [11]. In this standard, redundancy is realized
by making copies of the same frame and sending them over
disjointed paths, which is similar to the operation concept of
high-availability seamless redundancy (HSR) [12]. It is likely
that IEEE 802.1CB will be the next-generation protocol for
network systems inside vehicles in the future. However, HSR
has been commercialized and is now readily available on the
market; therefore, it is more convenient to take advantage of
HSR for the time being.

As mentioned earlier, traditional in-vehicle networking
protocols (e.g., CAN, FlexRay, and LIN) are expected to be
replaced by novel Ethernet-based approaches due to their
higher bandwidth performance, fault tolerance, and network
reliability. However, because CAN has long been used as a
basic protocol for IVN since its development, a large number
of automobile plant facilities have been configured to work
with this protocol. Therefore, it would possibly take a long
time for the current IVN to evolve into a complete Ethernet-
centered network, thus suggesting the need to resolve CAN’s
existing drawbacks. In this paper, we propose a new fault-
tolerant algorithm for CAN referred to as seamless CAN,
which applies HSR’s redundancy mechanism to CAN as
an interim solution during the transition period to next-
generation IVNs. The main contributions of this paper are
summarized as follows:

• A novel network structure is introduced in which the
CAN bus responsible for the communication between
CAN nodes is replaced with an HSR-based ring topol-
ogy. Our proposed scheme guarantees zero recovery
time in the event of message errors or link failures in
a CAN-based network. Because every CAN frame is
encapsulated inside a seamless CAN frame, the entire
network system becomes more reliable without any
modification of the CAN frames, hence improving its
compatibility level;

• We carried out validation to ensure that our CAN
models would work in accordance with CAN modules
implemented in real-world applications. By comparing
bit-error-rate (BER) performances adapted from experi-
ments in [13] with our results, we were able to conclude
that our models were analogous to those in the real world
and were safe for further simulation procedures;

• We conducted an assessment of our proposed scheme
against the conventional CAN protocol with several
simulation scenarios, featuring failover and BER per-
formance simulations. The preliminary results showed
that seamless CAN displayed no loss of frames in
the case of link failures and significantly better BER
performance, indicated by a lower number of bit error
occurrences.

It should be noted that this work is an extended version of
our presented conference paper [1], and we have developed
the concept of seamless CAN in a much more rigorous
manner. In fact, the conference paper is a brief introduction
to the basic working principles based on the ring-topology
network of HSR protocol. However, in this journal version,
we introduce the novel concept of seamless CAN node, which
describes in detail the essential components of the node, such
as different interface types for both CAN and HSR sides.
We also provide in detail the operation concept of seamless
CAN node to thoroughly demonstrate how the CAN bus can
be transformed into the ring architecture using an illustrative
diagram. Finally, we also describe how a conventional CAN
bit signal can be encapsulated inside an HSR frame for
implementation work.

In addition, we provide a mathematical formulation for the
ring-structure network to prove how this type of topology is
able to improve the successful transmission rate compared to
the conventional CAN bus. We also implement the proposed
scheme based on the OMNeT++ framework and validate
the simulation model based on previous real-world work
to ensure the reliability of our simulation results. In this
journal version, we further conduct thorough performance
evaluation work with numerous different scenario settings.
Finally, compared to the conference paper version, we con-
duct an extensive literature review of state-of-the-art fault-
tolerant solutions for in-vehicle network systems. Relevant
background knowledge is also provided to the readers for
a better understanding of the fundamental concepts behind
how we formulate, design, and realize the seamless CAN
mechanism.
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The rest of this paper is organized as follows. Section II
reviews the related work in the literature. In Section III,
we study the conventional CAN and HSR protocols and then
propose our seamless CAN scheme in detail. The modeling
procedures of CAN and Seamless CAN protocols are
presented in Section IV, which also includes the hypothesis
and scenarios set up for the simulation. In Section V,
we present several simulation scenarios to evaluate our
proposed scheme, and the results are extensively discussed.
Finally, Section VI concludes this paper and proposes future
work.

II. RELATED WORK
A few works have reported designing and achieving fault
tolerance for the IVN protocols especially CAN because it
is widely used in many industrial areas yet is vulnerable due
to many limitations [14]. One of which, as pointed out by
Short and Pont [15], is that CAN is a single-bus protocol,
and any bus damage may lead to a failure of the whole
IVN. For this reason, IVNs with CAN based on multi-bus
architecture have been intensively studied in the literature.
For instance, Ferreira et al. [16] repurposed the FFT-CAN
protocol by presenting a network architecture with duplicated
broadcast bus and bus guardians. In addition, the replication
of the master node and its synchronization protocol were also
proposed to ensure similar scheduling behaviors between the
primary and backup masters. However, the extended amount
of synchronization process delaymight not be suited for time-
critical IVNs.

Employing a similar dual redundancy mechanism,
Xiang-Dong et al. [17] proposed a dual CAN-bus network
architecture with its redesigned controllers based on a field-
programmable gate array (FPGA) chip. Due to the fact
that redundancy management is handled by hardware logic
circuits, this scheme is probably applicable to systems
with real-time and high-reliability requirements. In addition,
Wang et al. [18] presented a combination of analytical and
hardware fault-tolerant redundancy solutions. By using a
method of detecting resistance changes and consequently
locating the faulty parts of the entire network, the proposed
scheme further improves the robustness of CAN bus.
Interestingly enough, a simple yet effective solution was
proposed by Rufino et al. [19]. In fact, replicated CAN bus
approaches are not considered particularly cost-effective,
so this approach realizes redundancy in the physical media
of only one channel. To this end, a dedicated device is used
in conjunction with the CAN controller to implement a voting
mechanism on available redundant media interfaces.

As an IVN architecture generally involves manifold
networking protocols for various on-board applications, there
is also a need for fault-tolerant gateways that govern inter-
protocol communications. Kumar et al. [20] proposed what
they described as a ‘‘penta controller gateway’’ design that
includes four dedicated CAN and LIN controllers, which
monitor and send the health status of corresponding buses to

the single main controller. Experiments examined the low-
budget setup of the proposed solution, which demonstrated
its applicability.

In addition to the CAN bus, researchers have also
developed other protocols aimed at providing fault-tolerant
IVNs. Tien and Rhee [21] proposed a novel HSR switching
node (SwitchBox) that is capable of forwarding and filtering
unicast traffic, thus preventing unnecessary frames from
circulating in HSR networks. This approach allows the use
of HSR in any topology (e.g., ring, mesh, star) as well
as significantly improving traffic performance in an HSR
network. In fact, recent work by Kim et al. [22] proposed
a latency performance study of an HSR-based IVN that
was applied to network structure arrangements based on
different real-world vehicular function domains. Simulation
results demonstrated the appropriate numbers of ECUs for
each domain to meet the latency constraint. Therefore, HSR
was demonstrated to be efficient and reliable enough for the
strict requirements of IVNs in many Ethernet-based control
systems.

Another research work worth noting features the fault
tolerance enhancement of the traditional CAN protocol with
the aid of additional ZigBee communication functionality
as presented by Ro et al. [23]. In the proposed design,
each ECU, in addition to being connected via a shared
CAN bus as usual, also supports additional data transmission
using a ZigBee module. In the event of network faults,
disconnected ECUswill take advantage of ZigBee to continue
to communicate with other ECUs with no interruption.
Experimental results have shown that wireless transmission
duration does not affect the actuator maneuvering activity,
and thus, the approach’s performance was verified for critical
control systems.

However, none of these works have taken into consid-
eration the fact that the automotive industry mainly relies
on proven technologies, and the process of using and
transitioning from current IVN architectures to advanced
ones seems to be taking a large amount of time. Therefore,
as mentioned earlier, we suggest adopting a provisional
resolution in the interim.

III. BACKGROUND AND PROPOSAL
In this section, we first provide some background knowledge
related to the CAN and HSR protocols. Next, our proposed
approach is introduced and thoroughly demonstrated.

A. CAN OPERATION
The development of the CAN serial communication bus [24]
extends back to as early as 1983; it mainly provides stable
communication among an increasing number of electronic
devices (e.g., sensors, controllers, and actuators) inside
road vehicles. In addition to various vehicle uses [25],
CAN has also been adopted in many other industrial areas,
including agricultural equipment, elevators, and lighting
control systems. As a globally standardized protocol, CAN
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FIGURE 1. Two CAN frame formats, namely (a) standard CAN frame and
(b) extended CAN frame.

is responsible for a considerable reduction in the cabling and
wiring in car development.

Currently, there are four frame types for CAN operation:
data, remote, error, and overload. All of them support
two different types of frame formats: a standard and
extended version. While the former version supports an 11-
bit identifier, the identifier field for the extended one is
29 bits in length; recent CAN controllers are able to send and
receive both frame types for different network configurations.
The details of the two frame formats are shown in Fig. 1.
It should also be noted that in the two formats, the identifier
in either length defines the priority of the frame (or its sender
node), which is one of the important parts of the CAN basic
operating characteristics, namely arbitration.

Because nodes in a CAN network are connected to one
another via a shared two-wire bus, potential conflicts might
happen when there is more than one node trying to transmit
frames at the same time. Therefore, CAN has a bit-wise
arbitration mechanism that compares the identifier of each
sender to allow only one transmitter after the arbitration
phase: the lower the identifier of a node, the higher the
priority of its frame. In addition, as there is no destination
address field in the CAN frame, all the nodes in the
shared CAN bus have to listen to the same traffic and
select relevant frames instead. While the CAN arbitration
scheme is useful in preventing conflicts, a node with high
priority might keep sending its frames, consequently causing
large delays for lower-priority nodes as they refrain from
transmitting. To be able to operate without faults, all nodes
in the same network are supposed to be able to sample
every single bit on the CAN bus. However, due to noise and
other external factors, certain means of synchronization are
required.

In addition, the built-in error handling function enables
CAN networks to maintain high data integrity because every
frame is received and checked by all the nodes. If any errors
are detected within a frame, it will not be accepted, and a
corresponding error frame is generated by the receiving node,
leading to the frame being resent afterward [26]. However, the
CAN operation is unsecured and security implementation is
left to higher-level layers.

B. HSR OPERATION
The HSR protocol is standardized by the International
Electrotechnical Commission (IEC 62439-3 Clause 5 [12])
as a redundancy protocol for switch Ethernet networks. HSR
is particularly suited for time and data critical systems that

FIGURE 2. HSR example of unicast traffic in a single-ring topology.

demand high availability and zero switchover time in the case
of network faults. Therefore, HSR is popular, and its use can
be seen in electrical substation automation, transportation,
and power inverters. Because HSR operation relies heavily
on short frame-processing (i.e., forwarding or discarding)
latency, it usually requires a hardware implementation (e.g.,
FPGA) for switching functions inside HSR devices.

Unlike the parallel redundancy protocol (PRP) [12] that
duplicates an entire network in order to create a second
physical path from source to destination, HSR only requires a
single network to achieve redundancy. In detail, HSR mainly
employs a ring topology although it can be applied to other
network structures (e.g., connected rings or mesh topologies),
provided that there are always two paths between every pair
of nodes. An example of unicast traffic in an HSR single-ring
topology is shown in Fig. 2.

It can be seen that each node in the network is connected
to two nearby nodes, together forming a ring structure. When
a ‘‘source’’ node sends a frame, it inserts two copies of
it (i.e., the ‘‘A’’ and ‘‘B’’ frames) into the ring via two
different Ethernet ports. The ‘‘destination’’ node, in turn,
receives the ‘‘A’’ frame and passes it to the upper layer, while
simply discards the later-arriving ‘‘B’’ frame. The replica
detectionmethod can be realized using the source address and
a sequence number inside every HSR frame. These two fields,
together with the destination address, HSR tag, payload, and
checksum fields form the structure of an HSR frame as
illustrated in Fig. 6a. Thanks to this redundancy mechanism,
there is virtually no stoppage in network activity even when
there is a node or case failure. Further detailed principles and
the implementation of HSR can be found in [27] and [28].

Despite the fact that HSR is useful for network systems
with low-latency requirements, its excessive redundant traffic
might be a major limitation. That is to say, even in a situation
where the network is not faulty, duplicated and circulated
frames inside the HSR rings might impair the network
performance by reducing the actual available bandwidth
for applications. Therefore, there are a large number of
techniques that work on reducing unnecessary network
traffic [29], [30].
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FIGURE 3. Seamless CAN node’s interfaces.

C. SEAMLESS CAN
In this paper, we propose a fault-tolerant architecture based on
an HSR ring topology for an IVN system. Our architecture
is also backward compatible with CAN-based systems
because each traditional CAN ‘‘bit’’ from its source node
is encapsulated inside an HSR frame (i.e., it becomes the
payload of that HSR frame), and its copies are then inserted
into the ring, following the HSR concept. It should be noted
that because we are replacing the CAN bus with an HSR ring
and the CAN controllers inside CAN nodes transmit the bits
serially to the bus, what is actually stored in each HSR frame
is one single bit (i.e., either a ‘‘0’’ or ‘‘1’’) instead of an entire
CAN frame. To achieve this task, we introduce the concept
of a ‘‘seamless CAN node’’ with three different interfaces
in order to communicate with the CAN node and its two
neighboring ‘‘seamless CAN nodes,’’ as depicted in Fig. 3.
Fig. 4 shows the operational concept of the seamless CAN

node. When a bit is received from the CAN side’s interface
as shown in Fig. 3, the seamless CAN node will embed this
information within the payload portion of an HSR frame
and send it off in two directions via two different interfaces
on the HSR side. In addition, when a new frame arrives at
either interface on the HSR side, the sequence number of
that frame will be registered in the node memory, and the bit
information will be taken out and delivered to the CAN node
via the interface belonging to the CAN side. Similar to HSR,
frames received from the HSR side will be dropped if they
hold a sequence number that is already in the node’s record.
This concept of work provides the following fault tolerance
solutions:

1) Message fault tolerance when a frame error occurs;
2) Link fault tolerance when a link failure occurs.

Fig. 5 shows an example of seamless CAN network
topology under two different environments. In Fig. 5a, the
network activity under a healthy environment is depicted.
It is seen that after the CAN signal is encapsulated inside
the seamless CAN frame and sent in two copies, the
frame transmission activity is similar to HSR’s operation.
In contrast, there is a link failure in the network shown in
Fig. 5b. Although only one copy of the frame reaches the
destination node, the CAN node still operates without any
interruptions as activities from the seamless CAN side are
transparent to nodes on the CAN side.

FIGURE 4. Seamless CAN node’s concept of operation.

FIGURE 5. Single-ring seamless CAN network in two environments,
namely (a) healthy environment case and (b) network failure case.

The differences between CAN, CAN FD [31], and
seamless CAN are summarized in Table 1. Briefly speaking,
CAN FD is known as CAN Flexible Data-Rate, which is
a slightly enhanced version of the classic CAN protocol
with the capability to choose and adapt to slower or faster
transmission rates depending on message sizes. It is obvious
that while all the three protocols are subject to frame collision,
seamless CAN frames are less likely to be affected by
errors, thanks to the ability to recover the frame from the
other path. Meanwhile, nodes in conventional CAN and
CAN FD networks will constantly try to resend the frame
whenever a corrupted frame is detected. In addition, seam-
less CAN supports error correction for encapsulated CAN
frames.

In terms of the frame size, the standard CAN frame is
44 bits long without the data field. As it is able to carry a
payload of up to 64 bits, the CAN frame size ranges from 44 to
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TABLE 1. Comparison among CAN, CAN FD, and seamless CAN (herein
abbreviated to sCAN for brevity).

FIGURE 6. Comparison between a (a) standard HSR and (b) seamless CAN
frame.

108 bits. In contrast, without the payload field, a standard
HSR frame is 176 bits in length. In our proposed work,
as shown in Fig. 6, we place the CAN single bit in an octet,
which is then the payload of an HSR frame. In short, the
seamless CAN frame size will be either 176 bits (i.e., a frame
with an empty payload) or 184 bits (i.e., the payload length
is an octet, eight bits in length). Although the seamless CAN
frame has a larger size, it does not exert any impact on the
network performance due to Ethernet’s faster transmission
speed compared to the CAN bus.

Finally, it is note that seamless CAN makes use of
the well-known HSR protocol which is proven to provide
seamless redundancy by its nature of transmitting packets
using two separate paths and the common network topology
of HSR protocol is the ring network. Therefore, it is also
necessary to analyze the time complexity (i.e., the length
of time required to successfully deliver a data packet from
a source to a destination node) of the proposed work in
the case of a ring network. Let’s make an assumption
that the ring network consists of n nodes with n being
large enough, it is evident that a packet has to travel
n nodes to eventually get to the destination node in the
worst-case scenario (i.e., the source and destination nodes
are adjacent to each other but their direct link is not
functional). Therefore, the time complexity of seamless
CAN is O(n).

FIGURE 7. CAN node sub-modules.

IV. MODELING
A. SIMULATION MODELING
The object-oriented modular discrete event network
(OMNeT++) [32] simulation framework is used to logically
simulate

1) Standard CAN nodes that are capable of sending and
receiving CAN frames;

2) An error-inducing mechanism to test the network under
multiple scenarios;

3) Seamless CAN nodes that are able to encapsulate one
CAN signal bit inside a seamless CAN frame and send
its replicas via different paths to provide a fault-tolerant
connection for CAN nodes.

In order to achieve the configuration for a seamless CAN
frame as shown in Fig. 6b, we develop twomodules, CAN and
seamless CAN. First, the CAN module works on structuring
all the CAN frames based on several internal variables
determined by the user, with each frame holding a random or
predefined payload value. All the whole constructed frames
are later sent out bit by bit (i.e., a logical zero for the dominant
state and a logical one for the recessive state) as objects
within time-based events. The CAN module is also able to
receive frames and report whenever an error is detected.
In that case, the receiver CANmodule will drop the part of the
frame received before that error occurrence and issue a resend
request to the sender module. Fig. 7 illustrates the OMNeT++
CAN node model and its sub-modules, which are responsible
for constructing the corresponding parts of the entire CAN
frame and allow any parts of the CAN frame to be altered as
needed by the study.

The seamless CAN node (as depicted in Fig. 3) next
initially prepares a message object that represents a seamless
CAN frame with an empty payload. This module also
contains a single sub-module that is capable of encapsulating
and decapsulating the received frames. In the case of a CAN
bit being received by the CAN side’s interface, it will be
put inside the Seamless CAN frame as the payload with the
length of an octet. The module later duplicates the complete
frame and sends them across the seamless CAN side via two
separate interfaces. In contrast, when the module receives a
seamless CAN frame from any of the seamless CAN side
interfaces, it will decapsulate the frame and forward the
extracted payload to the CAN node module via the CAN side
interfaces. That is to say, the seamless CAN node module is
supposed to be able to read the CAN signal bit, and it does not
rely on a store-and-forward scheme for CAN bus activity data

7662 VOLUME 11, 2023



J. M. Rhee et al.: Seamless CAN: A Novel Fault-Tolerant Algorithm and Its Modeling

FIGURE 8. CAN bus setup in the simulation scenario.

TABLE 2. Experimental results of the CAN BER values [13].

transfer across the network, as seamless CAN frames will do
the job.

Finally, to analyze the network behavior under error-prone
environments, we develop another module that is able to
induce errors to the frame transmission based on a fixed
BER value set at the beginning of the simulation. This error
inducer module is located in the link between two adjacent
seamless CAN nodes, presuming that there is no error in the
data communication between the seamless CAN and CAN
node. The goal of this is to demonstrate the superiority of
having a fault-tolerance configuration over the conventional
CAN bus network.

B. SIMULATION VALIDATION
Before developing simulation scenarios, it is essential to
ensure that the CAN simulation model shows certain
performance behavior comparable to real-world CAN nodes.
Therefore, a testing scenario was set up as illustrated in
Fig. 8, where there were two caNshell nodes connected
directly to a canBus node. In actuality, the operation concept
is similar to a CAN bus; the sender node will prepare a
bitstream resembling a CAN frame, which later will be
pushed to the bus bit by bit before finally being delivered
to the receiver node. To reproduce the erroneous nature of
data transmission processes, the canBus node features an
error-generating mechanism based on the probability of error
occurrence (in terms of BER).

As the simulation starts, it is programmed to halt after the
receiver node has received a certain amount of data, and the
number of error flags is calculated after the entire simulation.
Based on this result, the rate between the number of occurred
errors and the total transmitted bits is then compared with the
real-world bit error readings obtained from [13] as shown in
Table 2. Specifically, Table 2 provides experimental results
of the CAN node transmission process under three real-
world environments, in which the BER value was calculated
based on the total number of bit errors and transmitted
bits.

It is obvious that the results from the aggressive envi-
ronment with the highest BER value would serve as the
best candidate for our simulation validation. However,
as OMNeT++ does have its sending buffer limitation for a

FIGURE 9. Data reception comparison between simulated and
experimental results after 25 errors at BER of 2.6e−7.

certain number of message objects, the number of transmitted
bits in the third real-world condition had to be reduced
before use. In fact, assuming that 9.79e10 transmitted
bits lead to 25 239 error bits in the aggressive scenario;
9.79e7 bits result in only 25 error bits. The simulation
is then carried out by continually transmitting data from
the sender to the receiver with a BER of 2.6e−7 until
there are 25 error occurrences; the total number of bits
received is recorded. It is evident that the simulated CAN
bus is valid only if the number of bits received in the
simulation is equal or close to that acquired from practical
experiments. For better accuracy, multiple simulation trials
were conducted to make relevant comparisons. Fig. 9 shows
the simulation validation results, where the x-axis represents
the simulation trials and the y-axis measures the amount
of data received in comparison with a single experimental
result (i.e., 9.79e7) from the aggressive environment. It was
apparent that the developed models were reliable enough for
further simulation steps since in seven trials, the average
number of received bits was approximately 9.67e7 bits, which
was acceptable as compared with 9.79e7 bits in real-world
applications.

Due to randomness, there is a certain proximity between
the simulated and the experimental results. In addition, when
an error is detected in the CAN bus during the reception of
a frame, the whole frame will be retransmitted regardless of
how much information in parts of the frame have already
been received before the error occurs. In summary, the total
number of received bits depends on

• The size of the message;
• The error position (at which bit the error occurs);
• The value of the BER;
• The number of errors occurring in a single frame.

Therefore, the number of retransmitted bits varies each
time an error occurs.

VOLUME 11, 2023 7663



J. M. Rhee et al.: Seamless CAN: A Novel Fault-Tolerant Algorithm and Its Modeling

V. PERFORMANCE EVALUATION
After verifying the simulation’s validity, we evaluated
the performance between the conventional CAN and the
proposed seamless CAN scheme in two scenarios:

• Failover capability;
• BER measure.
In each case, relevant models were developed for simula-

tion in OMNeT++ to provide a detailed comparison between
seamless CAN and CAN.

A. FAILOVER CAPABILITY
For this metric, a testing scenario was prepared to evaluate the
network performance in the case of link failure for both the
CAN and seamless CANprotocols. The network arrangement
is illustrated in Fig. 8; there is one sender node transmitting
data to a receiver node but with a different network link
structure according to the characteristic topology of each
protocol. At the beginning of the simulation, the environment
offers error-free network links between the sender and
receiver (i.e., a BER value of zero) with a certain number
of frames to be transferred, and each frame is 107 bits long.
Later in the simulation, an intentional link failure will occur
for a brief period of time, and the network will then return to
its normal state. At the end of the simulation, the total number
of frames received over time is reported. Detailed simulation
scenarios and results are thoroughly discussed as follows.

1) CAN PERFORMANCE
Fig. 10 shows the total number of CAN signal bits as
message objects received by a node over the simulation time
t measured by ‘‘sim. s’’ (simulation second) unit, including
when a link error occurs. In this simulation setup (as shown
in Fig. 8), the caNshell and caNshell3 nodes are the sender
and receiver, respectively; as there is only one receiver in
this case, a data recorder is only required to be fixed inside
the receiver node caNshell3. For every successfully received
bit, this counter increments by one. At t = 150 000 sim. s,
the canBus node simulates a link error and this lasts until
t = 350 000 sim. s. For a healthy condition without faults,
there was a linear reception of the bitstream until the link was
disrupted for 200 000 sim. s from t = 150 000 sim. s. In this
faulty situation, there was no message reaching the caNshell3
node, and its total number of received messages remained
the same at around 160 000. In other words, any messages
transmitted by the sender node caNshell are lost during this
time; only after t = 350 000 sim. s, the receiver node
began to receive messages normally again. The simulation
process finished at t = 500 000 sim. s after approximately
2900 frames were successfully received by the destination
node. However, a link failure led to roughly 2000 lost frames,
and they would need to be resent in a real-world setting.

2) SEAMLESS CAN PERFORMANCE
Different from CAN, the main topology of seamless CAN
is a ring, so even a basic network arrangement of two
nodes would include two links between them, as depicted

FIGURE 10. CAN frame reception performance in the case of link failure.

in Fig. 11. In fact, two CAN nodes, namely CAN_1 and
CAN_2, are connected to two seamless CAN nodes, SCAN_1
and SCAN_2, respectively. These two seamless CAN nodes
are connected to each other via two separate links, together
forming a ring structure. In this simulation scenario, as there
are multiple links in the network, the simulation requires
more configuration steps as follows:

• A data recorder is implemented for the SCAN_2 node in
order to monitor all the traffic even when a link failure
occurs;

• Each link is maneuvered by an error-generating module
(comprised of the Err_Ind_1 and Err_Ind_2 nodes)
that is capable of causing a link failure at a certain
simulation time t . Since there is only one single link
failure in this case, the Err_Ind_1 node will simulate a
link disconnection at t = 150 000 sim. s and it lasts until
t = 350 000 sim. s;

• The traffic between the SCAN_1 and SCAN_2 nodes
through Err_Ind_1 is assumed to have a smaller
transmission latency. This means when the two links are
both available, the frame copy sent via Err_Ind_1 node
will reach the destination node first and the later arriving
frame via Err_Ind_2 will be discarded.

Fig. 12 shows the total number of seamless CAN frames
as message objects received by the SCAN_2 node via
two different ports A and B over the simulation time t .
As mentioned previously, duplicated copies arriving at port A
will be discarded as their copies have already been received
by port B. Therefore, in the first 150 000 sim. s, the SCAN_2
node shows a linear reception of seamless CAN frames
completely via port B with no frame coming via port A.
However, at t = 150 000 sim. s, a link disruption was caused
by node Err_Ind_1, and there was an obvious zero frame
reception at port B. During this time, frames reaching port
A were no longer detected as previously received copies by
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FIGURE 11. Seamless CAN setup in the failover simulation scenario.

FIGURE 12. Seamless CAN frame reception performance in the case of
link failure.

SCAN_2, and thus, they were forwarded to the CAN_2 node
in the form of CAN signal bitstreams. The link failure lasted
until t = 350 000 sim. s, and the faster link began to deliver
frames to the destination node again. In this case, the number
of frames received via port B started to increase while the
figure for port A remained the same from t = 350 000 sim. s,
indicating that SCAN_2 was not accepting frames via port A.
However, in contrast to the CAN simulation results, the

number of lost frames in this seamless CAN scenario was
zero because all lost frames in one disconnected link were
recovered with zero delay by the other functional link. This
link fault-tolerance capability makes seamless CAN very
suitable for time and data-critical systems.

B. BER MEASURE
We consider a network M with a set N of N (N ∈ N)
nodes connected by L undirected links in a set L. In a typical
environment, each link lij ∈ L either directly or indirectly

connecting two nodes i and j (i ̸= j and i, j ∈ N ) has its own
BER value Pij. It is obvious that in a CAN bus networkMc
(shown in Fig. 8) with Nc = 2 and Lc = 1, there is only one
link l12 (the CANbus) with only one BER valueP12. This also
holds in the case of more than two nodes being connected to
the bus (i.e., Nc > 2).

Now let’s consider a simple seamless CAN network
topology Ms as depicted in Fig. 11. Because seam-
less CAN provides dual paths, for each link lij, there
is another redundant l ′ij link that also connects two
nodes i and j. Regarding Ms, there are two links, l12 and
l ′12, between nodes 1 and 2 with their BER values p12 and
p′

12, respectively. As the probability for a bit error occurrence
in one link is independent of that in another other link, the
overall BER value of all the links between nodes 1 and 2 as
P12 is given by

P12 = p12 · p′

12. (1)

In case l12 and l ′12 have the same BER value, P12 = p212 =

p′2
12. For example, if p12 = p′

12 = 10−5, the overall BER
value of link l12 is P12 = 10−10. This shows that a seamless
CAN network is less susceptible to errors compared to a
standard CAN bus with only one shared link.

In the case of a general seamless CAN ring-type network
topologyMS , a frame is still able to traverse from the source
node to some destination node via two paths, but there are
more switching nodes in between each path. It is obvious
that every pair of adjacent nodes has its own BER value,
and the overall BER value between nodes i and j as Pij has
to be computed based on all these BER values. Given that
plij = {p1, p2, p3, . . . , pnl } is the set of BER values of all
consecutive links in the ‘‘left’’ path between nodes i and j,
where nl is the number of links in the left path; the right
path also has its BER value set as prij = {p1, p2, p3, . . . , pnr },
where nr denotes the number of links. The accumulated BER
values of the left and right path (i.e., Plij and P

r
ij, respectively)

of nodes i and j can be computed by

Plij = p1 +

nl∑
u=2

(
pu

u−1∏
v=1

(1 − pv)

)
, (2)

and

Prij = p1 +

nr∑
u=2

(
pu

u−1∏
v=1

(1 − pv)

)
. (3)

From (1)–(3), the overall BER value Pij between nodes i and
j in Seamless CAN networkMS is calculated using

Pij = Plij · P
r
ij. (4)

Now consider two nodes i and j, such that they have the
equal number of n links on the left and right paths (i.e., nlij =

nrij = n), which leads to |plij| = |prij| = nwhere |•| denotes the
set’s length.Without a loss of generality, assume that prij = plij
(i.e., the BER value of every link in the two paths is equal to
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FIGURE 13. Successful transmission rate of CAN and seamless CAN
varying in BER and number of network nodes.

a value p). In this case, (2) and (3) can be rewritten as

Plij = Prij = p
n−1∑
u=0

(1 − p)u, (5)

and Pij can still be computed using (4). Using this analysis,
Fig. 13 compares the successful transmission rate, denoted
by Sij = 1 − Pij, between two nodes i and j in
the CAN and seamless CAN networks under different
environments varying in their total number of network nodes
(i.e., 2n = {2, 20, 40, 100, 200}) and BER value (i.e.,
p = {1e−7, 5e−7, 1e−6, 5e−6, 1e−5, 5e−5, 1e−4}) for
the links in each network. It was apparent that with all
link configurations, seamless CAN had a better successful
transmission rate than the CAN bus, regardless of the
environment’s high BER value as p = {5e−5, 1e−4}.
Therefore, seamless CAN is suitable for CAN’s current
applications.

With the above result, we further analyzed the performance
of CAN and seamless CAN using simulation trials as
follows. Note that every simulation further in Section V
included 90 000 CAN frames or 9 630 000 CAN signal bits
(because a frame was 107 bits long) being transmitted
from the sender to the receiver, the same set of BER
values {1e−7, 5e−7, 1e−6, 5e−6, 1e−5, 5e−5, 1e−4}, and
a record of the number of bit error occurrences at the end.

1) CAN PERFORMANCE
To demonstrate the performance of CAN under different
error-prone environments, a network setup was prepared
as shown in Fig. 8. An ensemble of six simulations was
conducted, in each of which the sender node transmits
CAN frames as a sequence of bits to the receiver node
with a different BER for the CAN bus, and the results are
shown Fig. 14.

FIGURE 14. CAN network’s bit error results under different BER values.

It was found that the lower the BER value, the lower the
number of bit errors. In particular, there was a sharp reduction
in the number of errors from 1031 to 96 as the BER value
decreased by a multiple of 10 from 1e−4 to 1e−5. This
declining trend continued until the BER value was less than
1e−7 when there was hardly any error occurrence. Note that
because CAN does not have a frame recovery mechanism,
the number of error occurrences is equivalent to the number
of dropped frames.

2) SEAMLESS CAN PERFORMANCE - DUAL-PATH
TWO-NODE
To evaluate the performance of a seamless CAN network
under environments with different BER values, a simulation
scenario was set up as depicted in Fig. 15. Specifically, there
were two connected seamless CAN nodes, namely SCAN_A
and SCAN_B, which formed a ring, and each of which was
also connected to a CAN node. CAN_A and CAN_B were the
sender and receiver, respectively. In this setup, as there were
two nodes in the network and they had two paths between
themselves, it is called a dual-path two-node network.
In addition, each of the two paths had an error-inducer node
(called Err_Ind_1 and Err_Ind_2), which were responsible
for providing random error generation based on the desired
BER value set at the beginning of the simulation. Both error
inducer nodes have the same BER value. Meanwhile, the
seamless CAN node SCAN_B indicated the different data
reception values from both interfaces, depending on the
number of error occurrences in each path.

Fig. 16 compares the number of bit errors between CAN
(obtained from Section V-B1) and seamless CAN. In general,
Seamless CAN showed a significant improvement compared
to CAN bus, and seamless CAN offered completely error-free
transmission with no detected error for any BER values.
Regarding CAN bus, in an extremely aggressive environment
with a BER equal to 1e−1, there were more than 1000 errors.
As the BER value became 5e−7 and smaller, CAN bus started

7666 VOLUME 11, 2023



J. M. Rhee et al.: Seamless CAN: A Novel Fault-Tolerant Algorithm and Its Modeling

FIGURE 15. Dual-path two-node seamless CAN network structure for
simulation scenarios.

FIGURE 16. Dual-path two-node seamless CAN bit-error results
compared with CAN bus under different BER values.

to have a relatively low number of errors. It should also be
noted that every time an error occurred in a seamless CAN
path, it was automatically recovered from the other path.
However, when two copies of the same frame were lost due
to error occurrences in both paths, this was called a ‘‘critical
error’’. Because conventional CAN had only one shared bus
for transmission, any error occurrence was a critical error.

3) SEAMLESS CAN PERFORMANCE - DUAL-PATH
MULTIPLE-NODE
We considered a seamless CAN network with more seamless
CAN nodes in a ring topology, indicating that there were
actually more CAN nodes being connected to the CAN
bus. For example, Fig. 17 depicts an in-vehicle network
with 10 CAN nodes, each of which is connected to a
seamless CAN node to collectively form a ring topology. For
readability, the seamless CAN, as well as the CAN nodes,
are not shown. Compared to the dual-path two-node network,
there were also two paths between every pair of nodes but
more than one node in each path, so this setup was referred
to as dual-path multiple-node.

Fig. 18 compares the number of bit errors of a conventional
CAN bus and seamless CAN with five different configura-
tions (i.e., 2, 20, 40, 100, and 200 nodes). When the BER was
equal to 1e−4, the CAN bus and 200-node seamless CAN
had approximately 1000 errors (1031 and 985, respectively).
However, when the BER was 1e−5, there were 96 errors
reported for the CAN bus while the figure for the 200-node

FIGURE 17. Example of a dual-path ten-node seamless CAN ring network
topology.

FIGURE 18. Dual-path multiple-node seamless CAN network’s bit-error
results in comparison with the CAN bus under different BER values and
numbers of nodes.

seamless CAN is was 10 times lower (only 11 errors).
Moreover, the other seamless CAN network sizes (ranging
from two to 100 nodes) all showed fewer errors than the CAN
bus for any BER. It was obvious seamless CAN outperformed
the CAN bus for all BER regardless of the network
size.

In summary, it is worth mentioning that in a modern
vehicle there are up to 150 integrated ECUs [33]. With our
results of up to 200 seamless CAN nodes in scenarios with
acceptable BER values, seamless CAN guarantee consistent
performance for current IVN structures with various numbers
of ECUs. In addition, because seamless CAN supports a
multi-ring topology, it is possible to divide the whole network
system into smaller connected rings to ensure seamless
CAN’s performance.
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VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed a novel fault-tolerant algorithm,
seamless CAN, for the conventional CAN bus protocol.
Our proposed scheme is based on the operating concept
of HSR to provide redundant solutions for time-critical in-
vehicle network systems. The simulation results showed that
seamless CAN had no loss of frames in the case of link
failures and significantly better BER performance, indicated
by a lower number of bit error occurrences. In addition,
the seamless CAN implementation requires no modification
to current CAN frames, which makes it a feasible interim
solution during the transition period to next-generation IVNs.

However, HSR is known for generating excessively redun-
dant traffic in a network in order to achieve seamless redun-
dancy. Therefore, our future study will focus on applying
many traffic reduction techniques [34] to improve seamless
CAN’s traffic performance. In addition, we believe that
implementing seamless CAN with our recently developed
HSR switching node SwitchBoxwill enable seamless CAN to
be applied to any network topology with reduced unnecessary
traffic. Finally, the current seamless CAN frame’s payload
portion is one octet long, and a seamless CAN node is
connected to only a CAN node. Future works may also
involve using this payload field to encapsulate multiple signal
bits from various CAN nodes to lessen the implementation
cost.
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