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ABSTRACT This study proposes a novel computational technique for specific energy loss for pulse
incidence. Our method is based on a fast inverse Laplace transform (FILT) with an electromagnetic field
solver in the complex frequency domain. Using the FILT algorithm, the specific energy loss in the complex
frequency domain can be computed and transformed into the time domain. In our method, the specific
energy loss can be computed until the desired observation time without solving the electromagnetic field
at the previous observation time. The finite-difference complex-frequency domain (FDCFD) was used for
the complex frequency domain solver. The results demonstrated that our proposed method could compute
the dissipated energy of inhomogeneous, non-dispersive lossy dielectrics.

INDEX TERMS Complex frequency domain, convolution integral, fast inverse Laplace transform, specific
energy, time-domain solver.

I. INTRODUCTION
Pulse incidence requires analysis of specific energy absorbed
in biological medium. Conventionally, energy is com-
puted using electromagnetic fields updated by time-domain
solvers, such as the finite-difference time-domain (FDTD)
method [1], [2]. Sequential computation is commonly used to
calculate specific energy, as shown in Fig. 1. In the conven-
tional method, the specific energy is calculated from the time
response of fields obtained using time-domain solvers and is
integrated. To evaluate the specific energy in the case of pulse
incidence, sequential computations must be performed until
the time response of the field becomes sufficiently small. For
efficient computation, a computational method that can eval-
uate the specific energy without obtaining the time response
is required.

A novel computational technique based on fast inverse
Laplace transform (FILT) is proposed for evaluating the
specific energy loss caused by an impinging pulse. FILT
is used as a solver for transient electromagnetic prob-
lems [3], [4], [5], [6], [7], [8]. In the proposed method, it is
directly computed without the time response of fields. This
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is useful for calculating specific energy loss after pulse-wave
irradiation because time response of specific energy is eval-
uated using a large time-step size and without evaluating the
time evolution or updating the field in space. The advantages
of the proposed method are that the solution can be computed
at a specific observation time, sequential computation is not
required, and high parallel efficiency is obtained. The objec-
tive medium is assumed to be a non-dispersive lossy medium.
Furthermore, we recently developed time-division parallel
computing for reducing the computational time of FDTD,
which is referred to as the conventional method in this paper
[9], [10], [11]. The proposed direct computational method
is required to evaluate specific energy loss in time-division
parallel computation and can contribute to speeding up the
conventional FDTD.

FILT is a numerical method for computing the inverse
Laplace transform, and it computes the transient response
with controlled accuracy. Compared with other numerical
inverse Laplace transform methods, this algorithm deter-
mines the sampling points in the complex frequency domain
[12], [13], [14], [15], [16], [17], [18], [19]. By utilizing the
Euler transformation, it is possible to reduce the number
of calculations. In addition, it can independently calculate
electromagnetic fields at arbitrary times and is suitable for
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FIGURE 1. Computation method for the specific energy loss until an
observation time. In the conventional method, it is calculated from the
time response of fields obtained using time-domain solvers and is
integrated. In the proposed method, it is directly computed, without the
time response of fields.

parallel computation [9], [10], [11]. However, the computa-
tion of the specific energy up until the observation time using
FILT has not been investigated. Hence, the time response of
the electric field or the evaluation of the convolution integral
in the complex frequency domain is required. In this study, the
specific energy loss until the observation time was obtained
by adding the function values in the complex frequency
domain.

The remainder of this paper is organized as follows. Sec-
tion II presents a direct computation method for the spe-
cific energy loss using FILT. The computational results are
described in Section III. The paper ends with a conclusion in
Section IV.

II. FORMULATION
A. SPECIFIC ENERGY LOSS
The specific energy loss SALt for lossy media until observa-
tion time t is given by the following equation [1]:

SALt (t) =
σ

ρ

t∫
0

e
(
t ′
)
· e
(
t ′
)
dt ′, (1)

where ρ is the mass density of the medium, σ is the conduc-
tivity, and e is the electric field in the time domain.

Considering the Laplace transform of (1), the specific
energy loss in the complex frequency domain SALs is
expressed as [20], [21], and [22]

SALs (s) =
σ

ρ
E ∗ E(s), (2)

where s is the complex frequency and E is the electric field
in the complex frequency domain.

E ∗ E (s) =
1
2π i

c+i∞∫
c−i∞

E (γ ) · e (s− γ ) dγ , (3)

FIGURE 2. The complex plane and poles for FILT and evaluation of the
convolutional integral. These poles indicate the sampling frequency.

where γ is the complex frequency, and c is a real number
such that the contour path of integration is in the region of
convergence of E (γ ).

B. INVERSE LAPLACE TRANSFORM FOR SPECIFIC
ENERGY LOSS IN COMPLEX FREQUENCY DOMAIN
In this section, f (t) and g(t) are considered as functions in
the time domain. F(s) andG(s) are considered as functions in
the complex frequency domain. In the FILT, the time-domain
function f (t) is numerically computed using the complex
frequency domain function F(s) as follows:

f (t) ≈
eα

t

K∑
n=1

(−1)n Im [F (sn)] . (4)

Here,

sn =
α + i (n− 0.5) π

t
, (5)

where α is the approximation parameter, and K is the trunca-
tion number.

The integration of f (t)g(t) in the time domain is expressed
as the product of 1/s and the convolution integral F ∗G (s) in
the complex frequency domain.

L

 t∫
0

f
(
t ′
)
g
(
t ′
)
dt ′

 =
1
s
F ∗ G (s) = H (s)F ∗ G (s) ,

(6)

where H (s) denotes the image function. The convolution
integral is computed to transform (6) into the time domain.
Using the FILT, the time-domain function is expressed as

L−1 [H (s)F ∗ G (s)] ≈
eα

t

K∑
m=1

(−1)m Im [F (γm) I (γm)],

(7)

where

γm =
α + i (m− 0.5) π

t
(8)
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FIGURE 3. Flowchart for computing the specific energy loss until the
observation time t using our method.

I (γm) ≈
ieα

2t

K∑
n=−K

(−1)n+1H (τn + γm)G (τn) (9)

τn =
α + i (n− 0.5) π

t
. (10)

Using (7), the specific energy loss SALt until the observation
time t can be directly computed. Image functions F (γm),
G (τn) and H (τn + γm) are required for computing (7). γm
and τn are poles in the complex frequency domain, indicating
the sampling frequency. The distribution of poles is shown
in Fig. 2 when the infinite series was truncated considering
K = 4. γm changes from 1 to K , and τn changes from
−K to K .

C. COMPUTATIONAL FLOW FOR PROPOSED METHOD
Fig. 3 shows a flowchart for computing the specific energy
loss SALt using (7). The inverse Laplace transform of complex
frequency-domain functions, including a convolution integral
and integral with respect to time, can be expressed as a
series. First, for the sampling frequency determined by FILT,
the electric field in the complex frequency domain E (sn)
is obtained using the complex-frequency-domain solver.
In this study, it is calculated using finite-difference complex-
frequency domain (FDCFD) [7]. Then, (7) is computed. Here,
F (γm) and G (τn) are calculated by substituting E (sn).

III. COMPUTATIONAL RESULTS
To verify the proposed method, it was established
that the time response of the energy could be obtained without
the time response of the electric field. The time response of
the energy was analyzed for electromagnetic-wave propa-
gation in air, as shown in Fig. 4. The source was assumed
to be a sinusoidal continuous plane wave at 2.4 GHz. The
observation point was located at the center of the analysis
area and at the same position as that of the source.

Fig. 5 depicts the time response of the total power with
respect to the observation time. The solid line indicates that
the exact solution can be obtained using ey (t) = sinωt . The
dashed line represents the FDTD results derived from the

FIGURE 4. Geometry for validating that energy can be obtained without
the time response of the electric field.

FIGURE 5. Time response of total power density for plane wave
propagation.

FIGURE 6. Convergence process for varying the truncation number K . The
relative error is computed using the exact value, and the result is at
t = 2 ns.

sequential calculation. Dots denote the results of this study.
All the results were in good agreement.

To validate the computational accuracy of our method,
Fig. 6 shows the convergence process of the relative error
for varying truncation number K of FILT. The relative error
is defined by the exact solution and our results with an
observation time of t = 2 ns. The relative error decreases
by increasing the truncation number K . Furthermore, the
approximation parameter α and the digits of the convergence
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FIGURE 7. Convergence process for varying the truncation number K with
Euler transformation. The order for Euler transformation is p = 2.

FIGURE 8. Computational model for the demonstration of our method.
The scatterer consists of a lossy dielectric with permittivity ε = εr ε0 and
conductivity σ .

value agree. However, when α = 4, sufficient convergence
cannot be confirmed, even if K > 100.
FILT is a powerful algorithm for transient analyses and

computation of instantaneous values. However, the number
of terms in (7) increases, such as the computation of an
instantaneous value with a large observation time. Euler
transformation is applied to the two series of (7) to obtain the
rapid convergence of the specific energy loss computation.

L−1 [H (s)F ∗ G (s)]

≈
eα

t

(
K∑
m=1

(−1)m Im [F (γm) I (γm)]

+

p−1∑
q=0

Apq (−1)K+1+q Im
[
F
(
γK+1+q

)
I
(
γK+1+q

)].

(11)

Here,

I (γm) =
ieα

2t

[
K∑

n=−K

(−1)n+1H (τn + γm)G (γm)

FIGURE 9. Incident waveform in the time and frequency domain. The
modulated gaussian pulse with center frequency fc = 2.45 GHz is
assumed. (a) Time domain and (b) frequency domain.

FIGURE 10. Time domain response of electric field at the observation
point. Our results and FDTD results are in good agreement.

+

p−1∑
q=0

Apq
(
(−1)n+1H

(
τK+1+q + γm

)
× G

(
γK+1+q

)
+ (−1)n+1H

(
τ−K−1−q + γm

)
× G

(
γ−K−1−q

))]

Apq = 2−p
p−q−1∑
k=0

Cmn (p, k),

where Cmn (p, k) is the binomial coefficient.
Fig. 7 shows the convergence process with the Euler trans-

formation. The order of the Euler transformation was p = 2.
Fast convergence can be achieved with all the error parame-
ters. In particular, when α = 4, sufficient convergence can be
confirmed with K > 50.

To demonstrate our proposed method, electromagnetic
scattering problems for a lossy dielectric cylinder were
solved. The computational model is shown in Fig. 8. The
medium is muscle. Relative permittivity εr = 52.729 and
conductivity σ = 1.7388 with a frequency of 2.45 GHz were
used [23]. A cylinder with a radius of 3 cm was modeled
using a staircase approximation. The same space step sizes
(0.03/50 m) for1x and1y are used. The absorbing boundary
condition is assumed to be a convolutional perfectly matched
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FIGURE 11. Time-domain response of electric energy at the observation
point. Our method can compute the electric energy until the observation
time. (a) Overall observation time and (b) enlarged view with our result of
calculating only t = 15 ns and 20 ns.

layer (CPML). The incident wave is a linearly polarized wave
in which the electric field has only a y-component.
Figs. 9(a) and (b) show the incident waveforms in the time

and frequency domains, respectively. A modulated Gaussian
pulse with center frequency fc = 2.45 GHz is assumed.
To obtain the dissipated energy up until the observation

time using (11), FDCFD was used for the complex fre-
quency domain solver [7]. Fig. 10 shows the time response
of the electric field at the observation point to verify that
FDCFD-FILT can obtain the time-domain response. The elec-
tric field in the time and complex frequency domains can
be accurately computed owing to the consistency of all the
results.

Fig. 11(a) shows the electric energy dissipated until the
observation time. Our results were derived from a previous
study [18]. Here, F (γm) is the electric field in the complex
frequency domain, which was obtained using FDCFD. The
time-step size of the FDCFD-FILT is not restricted and is
set to one-tenth of one cycle for 2.45 GHz. Compared to the
FDTD results, our results can compute the time response of
the electric energy for all observation times. Fig. 11(b) shows
an enlarged view of Fig. 11(a). Our method can compute the
electric energy up to a specific observation time without the
time response of the electric field. Hence, the energy can
be selectively computed until the specific observation times
t = 15 ns and 20 ns.

FIGURE 12. Field distribution of the electric energy until the observation
time. Our method can calculate the field distribution for a specified
observation time. (a) t = 15 ns and (b) t = 20 ns.

TABLE 1. Comparison of CPU time.

Figs. 12(a) and (b) show the dissipated electric-energy field
distributions for t = 15 and 20 ns, respectively. When the
time response of the energy at the observation point is com-
puted, as shown in Fig. 11, the electric field in the complex-
frequency region of the entire analysis region is calculated
by FDCFD. Using the FILT, the field distribution can be
calculated for a specified observation time.

Finally, the computation times were compared. Table 1
lists the CPU times of the proposed method and FDTD.
The specific absorption loss was computed at an observa-
tion time of t = 30 ns. The proposed method is faster
than the FDTD method; thus, it is suitable for parallel
computing. The complex frequency function F (sn) was
solved and computed using multiple computers. Further-
more, the specific absorption loss calculation using the pro-
posed method is also important for the parallel computation
of time-division parallel FDTD, which we recently
developed [9], [10], [11].
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IV. CONCLUSION
A computational method for time-domain electromagnetic
energy was proposed in this study. At a specific observa-
tion time, the electromagnetic energy was directly computed
without the time response of the electric field. We used the
standard FDCFD, demonstrating that the dissipated energy
of inhomogeneous, non-dispersive lossy dielectrics can be
computed. Therefore, it is necessary to apply a dispersible
medium in future studies. The results indicated that the com-
putational time can be reduced by changing the method based
on the wave equation.

APPENDIX A
FAST INVERSE LAPLACE TRANSFORM
To obtain time-domain solutions, the complex frequency-
domain function is transformed using FILT. Our algo-
rithm accurately obtains the instantaneous value at a single
moment, and the sampling complex frequency can be directly
determined from the algorithm.

The inverse Laplace transform is defined as Bromwich
integral [20], [21], [22] as follows:

f (t) =
1
2π i

l+i∞∫
l−i∞

F (s) estds, (A1)

where t is the time and F(s) is the image function of the
original time-domain function f (t). To perform a numerical
calculation of the Bromwich integral, the cosine in the hyper-
bolic function was applied to the exponential function for
approximation [3].

est ≈
eα

2 cosh (st − α)
. (A2)

Here, α is the approximation parameter.
Equation (A2) can be expanded in the following series

expansion:

eα

2 cosh (st − α)
=
eα

2

∞∑
k=−∞

(−1)k

st − [α + i (k − 0.5) π ]

(A3)

for Res < α. The singular points of (A3) can be easily
computed as

sn =
α + i (n− 0.5) π

t
, n = 0, ±1, ±2, · · · (A4)

By substituting (A3) and (A4) into the Bromwich inte-
gral and using the residue theorem, the approximated
time-domain function fap(t, α) can be evaluated using the
following equation:

fap (t, α) =
ieα

2t

∞∑
n=−∞

(−1)n+1 F (sn) . (A5)

Conventionally, FILT is performed under the following con-
ditions:

1. The image function F (s) is defined and is regular in
the right half of the s-plane (Re[s] > 0).

2. lim
s→∞

F (s) = 0.

3. F (s)∗ = F (s∗) .

Using Condition 3, the number of terms in (A5) can be
reduced by half. The final form of FILT can be obtained by
truncating the infinite series as (4).

APPENDIX B
FORMULATION FOR EQUATION (7)
Using the Bromwich integral, the product of the image func-
tion and convolution integral is transformed into the time
domain as follows:

L−1[H (s)F ∗ G (s)]

=
1
2π i

l+i∞∫
l−i∞

H (s)F ∗ G (s) estds

=
1
2π i

l+i∞∫
l−i∞

H (s)
1
2π i

c+i∞∫
c−i∞

F (γ )G (s− γ ) dγ estds

Using exp(st) = exp((s− γ )t) exp(γ t) and s− γ = τ ,

L−1[H (s)F ∗ G (s)]

=
1
2π i

l+i∞∫
l−i∞

H (s)
1
2π i

c+i∞∫
c−i∞

F (γ )G (s− γ ) e(s−γ )teρtdγ ds

=
1
2π i

l+i∞∫
l−i∞

F (γ )
1
2π i

c+i∞∫
c−i∞

H (s)G (s− γ ) e(s−γ )tdseγ tdγ

=
1
2π i

l+i∞∫
l−i∞

F (γ )
1
2π i

c+i∞∫
c−i∞

H (τ + γ )G (τ ) eτ tdτeγ tdγ .

Because the integral with respect to τ is in the Bromwich
integral form, it can be applied to the FILT algorithm. Here,
H (τ + γ )∗ ̸= H (τ ∗

+ γ ) was considered. The integral with
respect to τ can be expressed in a series form as

I (γ ) =
1
2π i

c+i∞∫
c−i∞

H (τ + γ )G (τ ) eτ tdτ

≈
ieα

2t

K∑
n=−K

(−1)n+1H (τn + γ )G (τn), (B1)

where

τn =
α + i (n− 0.5) π

t
.

The integral with respect to ρ can be computed using the
conventional FILT algorithm. Finally, L−1[H (s)F ∗ G (s)],
which includes the convolution integral, can be expanded to
a series formula as follows:

L−1[H (s)F ∗ G (s)] =
1
2π i

l+i∞∫
l−i∞

F (γ ) In (γ ) eγ tdγ
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≈
eα

t

∞∑
m=1

[
(−1)m Im [F (γm) I (γm)]

≈
eα

t

K∑
m=1

Fm, (B2)

where

γm =
α + i (m− 0.5) π

t
Fm = (−1)m Im [F (γm) I (γm)] .
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