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ABSTRACT The complexity of successive interference cancellation at the receiver’s end is a challenging
issue in conventional non-orthogonal multiple access assisted massive wireless networks. The computational
complexity of decoding increases exponentially with the number of users. Further, under realistic channel
conditions, a synchronous non-orthogonal multiple access scheme is impractical in the uplink device-
to-device communications. In this paper, an asynchronous non-orthogonal multiple access-based cyclic
triangular successive interference cancellation scheme is proposed for a massive device-to-device network.
The proposed scheme reduces the decoding complexity, energy consumption, and bit error rate of a
superimposed signal received in an outband device-to-device network. More specifically, the scheme follows
three consecutive stages; optimization, decoding, and re-transmission. In the optimization stage, a dual
Lagrangian objective function is defined to maximize the number of data symbols decoded at the receiver
by determining an optimal interference cancellation triangle, under the co-channel interference and data
rate constraints. In the decoding stage, the data in the optimal interference cancellation triangle is decoded
using a conventional triangular successive interference cancellation technique. Next, the remaining users’
data are decoded in sequential iterations of the proposed scheme, using the retransmissions from such users.
Utilizing the successive interference cancellation characteristics, the performance of the proposed device-
to-device network is defined in terms of energy efficiency, bit error rate, computational complexity, and
decoding delay metrics. Moreover, the performance of the proposed decoding scheme is compared with the
conventional triangular successive interference cancellation decoding scheme to demonstrate the superiority
of the proposed scheme.

INDEX TERMS Asynchronous non-orthogonal multiple access, cyclic triangular successive interference
cancellation, device-to-device communication network, decoding complexity, energy consumption, opti-
mization, reliability.

I. INTRODUCTION
The forthcoming beyond-5G/6G network is expected to pro-
vide reliable, error-free, and energy-efficient services with
ubiquitous connectivity [1], [2], [3]. On the other hand, the
usage of newwireless devices is also increasingmobile traffic
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by thousand times in comparison to the existing networking
systems [4]. In this context, widely used 5G Orthogonal
Multiple Access (OMA) schemes such as Orthogonal Fre-
quency Division Multiple Access (OFDMA) [5] and Code
Division Multiple Access (CDMA) [6] can support a large
number of devices by utilizing the existing network resources
effectively. Moreover, in OFDMA, the complete bandwidth
of the channel is allocated to all the sub-carriers in such a
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manner that the interference between each sub-carriers can
be minimized. Since the number of sub-carriers within the
bandwidth is limited, OFDMA suffers from spectrum limita-
tion issues in public networks.

Non-Orthogonal Multiple Access (NOMA) scheme is
included in 3GPP as a multiple access scheme for B5G/6G
[7]. This has the potential to enhance the spectral efficiency,
by allowing multiple users to simultaneously access the same
subcarrier Resource Blocks (RBs) [8]. The fundamental con-
cept of NOMA is based on superposition coding and suc-
cessive decoding where the superposition coding of multiple
users’ signals can be done over the same subcarrier with
different power levels that enables the receiver to decode
the signal by using the Successive Interference Cancellation
(SIC) technique [9], [10]. At the receiver, the SIC treatment
is applied to decode the data of the user having the strongest
channel conditions up to the last user in descending order
of Signal to Noise Ratios (SNRs). Once the strongest sig-
nal is directly decoded, the detected data is passed through
to an iterative SIC algorithm. Next, the strongest signal is
reconstructed based on the prior knowledge of Channel State
Information (CSI) and the modulation scheme used for trans-
mission. Finally, the reconstructed signal is subtracted from
the received superimposed symbol to reduce its interference
and increase accuracy in decoding the rest of the user sig-
nals. However, the SIC decoding scheme is applicable only
for time-synchronous transmissions that limits the NOMA
scheme performance, due to the negligence of the added
interference from the overlapping symbols [7], [8], [9], [10],
[11], [12], [13], [14].

In D2D networks, the users are geographically distributed
and their respective signals propagate over different paths that
encounter distinct channel effects [15]. As a consequence,
all signals arrive at the receiving terminal with varying time
offsets and hence, time-synchronous data reception is not
possible at the receiver terminal of a D2D network [16].
In [17], an Asynchronous NOMA (A-NOMA) scheme has
been proposed under the consideration that the interference
is induced by co-channel during the decoding process of the
desired user’s data symbols at the receiver terminal. There-
fore, the studies in [11], [17], [18], [19], and [20] have illus-
trated that the use of the A-NOMA scheme can improve the
decoding ability of the receiver terminal as well as enhance
the D2D network performance. Such studies claim that the
asynchrony between user signals can in-fact enhance spectral
efficiency. In [21], it has been proven that the asynchrony
in the transmission can enhance the signal detection at the
receiver terminal in an uplink A-NOMA scheme even under
equal-power asynchronous transmissions. Moreover, in [22],
it has been defined that the optimal mismatch between user
signals in an uplink A-NOMA can enhance the through-
put and energy efficiency. Authors in [18] have proposed
and experimentally implemented an A-NOMA scheme for
an uplink optical access scenario, which has a higher Bit
Error Rate (BER) reduction of one order magnitude than the
synchronous NOMA schemes. Moreover, in [19], an uplink

A-NOMAwith a sufficiently large data frame length has been
shown to outperform synchronous NOMA in terms of sum
throughput.

Other than spectral efficiency and reliabilitymetrics, one of
the main targets of future 6GD2D networks is to optimize its’
Energy Efficiency (EE) [1], [3], [23], [24], [25]. Nowadays,
massive Device-to-Device (D2D) networks are in demand
due to their key merits namely i) infrastructure-free network,
ii) ability to operate with limited resources and iii) ubiquitous
connectivity to the end-users. Indeed, a massive NOMA-
assisted D2D network conventionally suffers from high com-
plexity during the decoding phase [26], [27]. Moreover, the
authors in [28] have shown that there is an increase in decod-
ing complexity in the NOMA scheme when the number of
users increases for more than three. Thus, an increment incur
high complexity that reduce the energy efficiency of the D2D
networks. The energy consumption at mobile devices can
be higher, particularly in energy limited D2D communica-
tion scenarios such as emergency disaster scenarios, since
such devices cannot cope flexibly with energy consuming
computations [2], [29]. Additionally, limited resources for
allocation, complex SIC decoding procedure can be observed
in NOMA based massive D2D networks. Hence, it was noted
that, a reliable and an efficient A-NOMA for massive D2D
networks is understudied.

Recently, in [17], an iterative signal processing based
Triangular-SIC (T-SIC) technique has been proposed to
enhance the spectral efficiency of A-NOMA uplink transmis-
sions. Due to the triangular pattern used for decoding symbols
in T-SIC, the interference caused by multiple asynchronous
data symbols on each desired user’s symbols is considered
to enhance the symbol detection and residual interference
cancellation in D2D network. Therefore, the T-SIC technique
can also be exploited to optimize the decoding ability and
spectrum efficiency of the A-NOMA D2D network. To the
best of authors’ knowledge, it is yet not been used in D2D net-
works to date. The overall objective of this paper is to inves-
tigate and optimize the performance of massive A-NOMA
D2D transmissions under a modulation such asM -ary QAM.
The fourfold contributions of this work are summarized as
follows:

• A novel binary optimization algorithm is proposed to
decide the optimal combination of data symbols in the
received superimposed signal to be decoded under max-
imum co-channel interference and minimum data rate
constraints. The corresponding optimization problem is
a hard constraint problem due to its binary optimiza-
tion variables and non-linear constraints. Hence, such
binary variables and non-linear constraints are reformu-
lated to form continuous and linear constraints, and a
Lagrangian dual objective function is formed. Then, this
can be solved efficiently by applying the Lagrangian
dual algorithm.

• Moreover, a new Cyclic T-SIC scheme is proposed to
ensure the decoding of each user’s data in consecutive
iterations, considering also the retransmissions by the
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users whose datawere not yet decoded in a prior iteration
of optimization. Moreover, the EE and BER perfor-
mance of the Cyclic T-SIC is shown to be significant in
comparison to Conventional T-SIC (Conv T-SIC).

• The optimal trade-off between the BER and EE of the
proposed Cyclic T-SIC is studied, and compared with
conventional Conv T-SIC. The Cyclic T-SIC achieves
a higher EE and reduced BER with a lower transmit
SNR, lower received power ratio, and higher asyn-
chrony among user signals as compared to a competitive
scheme, Conv T-SIC.

• The computational complexity of the proposed Cyclic
T-SIC over n iterations is less than that of the Conv T-SIC
scheme when the error tolerance for algorithm termina-
tion, ϵ, is in the order of 10−1 magnitude. Further, the
total simulation delay is shown to be lesser in Cyclic
T-SIC than Conv T-SIC due to its reduced computational
complexity.

The remaining of this paper is organized as follows. In Sec-
tion II, the existing A-NOMA T-SIC scheme is introduced,
and in the Section III the received signal structure and the
iterative signal processing at the receiver are presented. Sec-
tion III-A presents the problem formulation and the proposed
Cyclic T-SIC scheme is presented in Section III-B. Next, the
performance analysis is given in Section IV. Furthermore,
a numerical result analysis is presented in Section V. Finally,
conclusions are drawn with remarks in Section VI.

II. SYSTEM MODEL
In this section, a D2D A-NOMA signal model and its pre-
liminaries are presented. Hence, an A-NOMA assisted D2D
network with k ∈ K geographically distributed transmitting
users, where K is the maximum number of transmitters, and
one receiving terminal, RX , within a small neighborhood is
considered as shown in Figure 1. It is assumed that there are
K NOMA users sharing each subcarrier with N subcarriers,
and K ≥ 1. It is assumed that the transmitted signals are not
aligned at the receiver, and hence the channel is symbol asyn-
chronous. Therefore, a power domain A-NOMA scheme-
assisted decoding method is applied in our proposed work
where the waveform technique used is based on Orthogonal
Frequency Division Multiplexing (OFDM) [12], [16], [17],
[19], [30], [31].

Moreover, due to the timing offset between users in
A-NOMA, inter-carrier interference (ICI) can occur and the
resultant OFDM frequency components can get distorted.
Such ICI at a subcarrier is formulated as follows. Consider
an OFDM signal at time t modeled as:

x(t) =

N∑
n=1

X [n]ejwπ fnt , (1)

where fn is the frequency of the nth subcarrier, 0 ≤ t ≤ TN
and j denotes the complex number. Moreover, TN is the sym-
bol time, and X [n] is the signal transmitted over the nth sub-
carrier. Furthermore, the frequency offset due to asynchrony

FIGURE 1. A-NOMA assisted D2D communication with a K number of
transmitters and one receiving UE.

in the A-NOMA signal will introduce a multiplicative time-
varying distortion, represented as β(t) = ej2πρ1ft , where

ρ =
δf
1f . As a result, the ICI on the m

th subcarrier is modeled

as [17]:

ICIm =

N∑
n=1,n̸=m

∫ TN

0
X [n]ej2πρ1fte−j2π31ft .dt, (2)

where the 3 gives the distance of the interfering subcarrier to
the desired subcarrier. Meanwhile, in NOMA systems Multi-
Access Interference (MAI) given in (4) is another interference
that can distort the OFDM symbol of the desired user. Also,
it is noted that in A-NOMA, the ICI is comparatively lesser
than Multi-Access Interference [17]. Hence, for this analysis,
the MAI is considered the dominant source of interference,
and one subcarrier is focused on for the analysis.

The received signal at RX for the k∗th1 user at the sth sym-
bol is given by [17],

Yk∗ [s] = hk∗ .
√
Pk∗ .Xk∗ [s] + ηk∗ [s] + n0, (3)

where Xk∗ [s] denotes the k∗th user’s sth data symbol which
is complex and output from a M-ary-QAM symbol mapper,
and Pk∗ is the transmit power of Xk∗ [s], which is same for all
symbols of k∗th user for transmission time duration. Hence,
the signal transmitted from the k∗th user at the sth symbol
can be denoted by

√
Pk∗Xk∗ [s]. The frequency response on

one subcarrier for one symbol time period is considered
flat and assumed to follow a Rayleigh distribution indepen-
dently and identically (i.i.d) [32], [33], [34]. The symbol
time is assumed to be considerably lesser than the chan-
nel coherence time. Hence, hk∗ [s] is constant for a block
of symbols during a transmission period. Further, n0 is the
Additive White Gaussian Noise (AWGN) at the receiver side
with variance σ 2 and ηk∗ [s] is the total interference to the

1k∗ indicates the desired user within a cohort of K users.
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k∗th user’s sth symbol [17].

ηk∗ [s] =

K∑
i̸=k∗

s+1∑
ς=s−1

1k∗,i[s, ς].Xi[ς ].hi.
√
Pi.ejθk∗,i , (4)

where ejθk∗,i depicts the ith user’s phasemismatch of the signal
to the k∗th and 1k∗,i denotes the symbol duration that the
ith user’s ς symbol overlap with the desired symbol, as a
percentage out of the total symbol period, Tsym. Moreover,
research works such as [35], [36], and [37] have addressed
the problem of estimating the time offset, and carrier offset
which leads to estimating 1k∗,i and θk∗,i with high reliability
in D2D communications using time of arrival measurements.

Following the standard SIC procedure, after subtracting
the reconstructed interference, η̂k∗,i[s, ς], of all overlapping
interferes’ symbols, the remaining interference cancelled sig-
nal for desired symbol is formulated in terms of desired
signal, residual interference plus noise as [17],

Ỹk∗ [s] = Yk∗ [s] −

K∑
i̸=k∗

s+1∑
ς=s−1

η̂k∗,i[s, ς],

= Xk∗ [s].hk∗

√
Pk∗ + η̃k∗ [s] + n0, (5)

where the latest residual interference to the desired symbol,
k∗[s], is modelled as [17],

η̃k∗ [s]=
K∑

i̸=k∗

s+1∑
ς=s−1

1k∗,i[s, ς].(Xi[ς ]−X̂i[ς ]).hi
√
Pi.ejθk∗,i .

(6)

Moreover, such residual interference is utilized in the
A-NOMA T-SIC scheme to improve the decoding reliability.

III. PROBLEM FORMULATION
First, the Conventional T-SIC (Conv T-SIC) scheme [17] that
can enhance the decoding performance in A-NOMA uplink
transmissions is presented. Secondly, a new Cyclic T-SIC
scheme that can be applied in A-NOMA D2D networks is
proposed.

A. CONV T-SIC DECODING SCHEME
The Conv T-SIC decoding scheme [17] is applicable at the
receiver RX terminal for a communication system containing
k ∈ K transmitters as shown in Figure 1. The T-SIC decoding
procedure is followed once an asynchronous superimposed
signal with misaligned data symbols is received at RX . First
an Interference Cancellation (IC) triangle is constructed by
exploiting the triangular pattern of data symbols detected.
The weakest symbol received out of such data symbols is
added to the IC triangle as the last symbol to be detected.
Next, the symbols that overlap with the weakest user’s sym-
bol are added to the IC triangle. Then, all the symbols that
overlaps the second weakest users’ symbols are included to
the IC triangle. This procedure is repeated until the strongest
users’ symbols are entered to the IC triangle. Once such
an IC triangle is constructed for n number of transmissions

received from k1 to kn users, the first symbol of the strongest
user, k1, is decoded. Next the consecutive symbols of k1 are
decoded. Afterwards, the first symbol of the second strongest
user, k2 is decoded by subtraction of prior estimated symbols
of k1. Then, the second symbol of the k2 user is decoded by
subtracting the prior estimated symbols belonging to k1 and
k2. Next, the first symbol of k3 user is decoded by subtracting
all the prior estimated symbols that belong to both k1, k2 from
the received signal Y . Similarly, the rest of the symbols of k3,
up to kn users are decoded by subtracting the prior symbols
estimated.

Moreover, the conventional T-SIC [17] is repeated itera-
tively between users for a fixed number of times, NT-SIC.
Specifically, the conventional T-SIC not only utilizes strong
user signals to decode weak user signals but also uses weak
user signals to decode strong user signals iteratively. In the
Conv T-SIC scheme [17], the NTSIC is within the range 1 ≤

NTSIC ≤ NTSICmax
, where it is used primarily to improve the

T-SIC accuracy in terms of BER. Furthermore, Conv T-SIC
may not be optimal for decoders, particularly in massive
D2D communication networks with energy-limited nodes. In
the forthcoming section, a Cyclic T-SIC decoding scheme is
proposed for A-NOMA to improve its decoding efficiency
in terms of factors such as energy consumption, reliability,
complexity, and delay is proposed.

B. CYCLIC T-SIC DECODING SCHEME
A Cyclic T-SIC scheme is proposed for A-NOMA D2D
decoders comprising of three stages as, i) Optimization,
ii) Decoding, and iii) Re-transmission.

1) OPTIMIZATION STAGE
Let a superimposed signal is received at the receiver termi-
nal RX . Furthermore, to conserve the decoder energy con-
sumption and reliability parameters, a binary optimization
method is used by RX as follows,

maximize
Duk

K∑
k=1

Duk (K − k + 1) (7a)

subject to Duk ∈ {0, 1}, ∀k ∈ K (7b)

Du(k+1) − Duk ≤ 0 (7c)

Duk (B log2(1 +

K−k+1∑
s=1

γk [s]) − Rmin) ≥ 0 (7d)

0 ≤

K∑
k∗=1

Duk

K∑
i̸=k∗

s+1∑
ς=s−1

Pigi1k∗,i[s, ς] ≤ Ith,

(7e)

where a decision vector of the data symbols to be decoded is
introduced as Du = [Duk ]k∈K, and Duk = 1 if the data sym-
bols of the kth user are selected to be decoded. Further, the
duration of symbol time that ith user overlap with the desired
k∗th user symbol, co-channel interference threshold, and
channel bandwidth are given by1k∗,i, Ith, B respectively. The
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transmission power of kth user, channel gain of kth user, ther-
mal noise variance, transmission power of ith user, channel
gain of ith user are given by Pk , gk , σ 2,Pi, gi, respectively.
Also, Rmin is the minimum rate threshold defined for the
communication system.

Moreover, the main aim of the optimization is to maximize
the number of decoded data symbols while minimizing the
energy consumption over computing, and hence an objective
function is formulated using Lemma 1.
Proposition 1: Duk is approximated to a binary, Duk ∈

{0, 1}, by using a difference of two convex functions/sets
constraint (Db) as follows [38]:

Db =
{
(Duk − D2

uk ) ≤ 0, if 0 ≤ Duk ≤ 1
}
,

Proof: It is observed that,

(Duk − D2
uk ) ∈ {0, 1}, (8)

for any Duk satisfying 0 ≤ Duk ≤ 1. It is noted that,
(Duk − D2

uk ) > 0 when Duk ∈ (0, 1). Thus satisfies
(Duk − D2

uk ) <= 0, which is a convex inequality, only when
Duk = 0 or Duk = 1. □
Lemma 1: The number of symbols selected from an IC

triangle per each kth user, Nsymk , is given as,

Nsymk = Duk (K − k + 1). (9)
Proof: It is observed that the total number of symbols

that is included in an IC triangle is K !. Further, the maximum
number of symbols that overlap a symbol is two, since each
data symbol is received over an equal Tsym. Hence, the total
number of symbols starting from the weakest symbol incre-
ments from 1 to K for each kth user. Thus, for each kth user
the number of symbols is (K − k + 1), where k = 1 denotes
the strongest user. Moreover, the total number of users’ data
decoded, kopt =

∑K
k=1Duk . □

Moreover, the constraint in (7d) corresponds to the mini-
mum rate, and (11f) corresponds to the maximum allowable
co-channel interference constraint. Note that the optimization
algorithm in (7a) involves non-linear constraints, such that
the optimization is a hard constrained problem. Hence, it is
reformulated by relaxing its binary variables and non-convex
constraints. Additionally, the binary constraint in (7b) is
transformed to linear constraints as given in (11b) and (11c).
Such constraint re-formulation assure that Duk is approx-
imated to a binary [39] using Proposition 1. Further, the
non-linear constraint with regard to minimum rate constraint
in (7d) is converted into a linear constraint as in (10), where
γ̃ = 2

Rmin
B − 1 [40].

Duk (σ
2
+

K∑
i=1

s+1∑
ς=s−1

Pigi1k,i[s, ς] − Pkgk (1 +
1
γ̃
)) ≤ 0.

(10)

The relaxed binary optimization with reformulated convex
constraints is given as,

maximize
Duk

K∑
k=1

Duk (K − k + 1) (11a)

subject to 0 ≤ Duk ≤ 1, ∀k ∈ K (11b)
K∑
k=1

(Duk − D2
uk ) ≤ 0 (11c)

Du(k+1) − Duk ≤ 0 (11d)

Duk (σ
2
+

K∑
i=1

s+1∑
ς=s−1

Pigi1k,i[s, ς]

− Pkgk (1 +
1
γ̃
)) ≤ 0 (11e)

0 ≤

K∑
k∗=1

Duk

K∑
i̸=k∗

s+1∑
ς=s−1

Pigi1k∗,i[s, ς] ≤ Ith,

(11f)

Moreover, the reformulated convex optimization problem
in (11a) is solved efficiently by applying the Lagrangian dual
algorithm using Proposition 2.
Proposition 2: The Lagrangian optimization problem is

formed as,

minimize
λ,δ,φ,µ

max
Du

L(Du, λ, δ, φ, µ) (12a)

subject to λ, δ, φ, µ ≽ 0. (12b)

where λ, δ, φ, µ are the Lagrangian multipliers correspond-
ing respectively to constraints in the optimization problem
in (11a).

Proof: The Lagrangian objective function of problem
in (11a) is formed as,

L(Du, λ, δ, φ, µ)

=

K∑
k=1

Duk (K − k + 1)

−

K∑
k=1

λkDuk +

K∑
k=1

λkD2
uk

−

K∑
k=1

δk (Du(k+1) − Duk )

−

K∑
k=1

φk

(
Duk (σ

2
+

K∑
i=1

s+1∑
ς=s−1

Pigi1k,i[s, ς]

−Pkgk (1 +
1
γ̃
))
)

−

( K∑
k∗=1

µkDuk

K∑
i̸=k∗

s+1∑
ς=s−1

Pigi1k∗,i[s, ς] − Ith

)
,

(13)

□
Note that the objective function as well as all the con-

straints of the dual problem are linear with respect to the
Lagrangian multipliers. Thus, the dual problem is convex
over the dual variables µ, ς which can be optimized through
one dimensional searching algorithm. Thus, the optimal Du
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can be achieved by running a gradient descent algorithm [41].
First the gradient of the Lagrangian function with respect to
Duk which is formulated as follows.

∇Duk
L = −(K − k + 1) − λk + 2λkDuk . (14)

Further, Duk can be updated as follows,

Duk
(n)

= Duk
(n−1)

+ β.∇Duk
n−1L, (15)

whereβ denotes the iteration step size ofDu. After finding the
optimal Du using the gradient descent algorithm, the optimal
λ can be achieved. Moreover, the dual function in (12a) is not
guaranteed to be differentiable. Hence, an iterative scheme
based on gradient descent algorithm is used to obtain the
optimal λ, δ, φ, δ [3] using Proposition 3.
Proposition 3: The sub-gradient of the dual function,

g(λ, δ, φ, µ) = maxDu L(Du, λ, δ, φ, µ), with respect to
λ, δ, φ, µ can be derived as,

∇λ g(λ, δ, φ, µ) =

K∑
k=1

Duk +

K∑
k=1

D2
uk , (16)

∇δ g(λ, δ, φ, µ) = Du(k+1) − Duk , (17)

∇φ g(λ, δ, φ, µ) =

K∑
k=1

(
Duk (σ

2
+

K∑
i=1

s+1∑
ς=s−1

Pigi1k,i[s, ς]

− Pkgk (1 +
1
γ̃
))
)

, (18)

∇µ g(λ, δ, φ, µ) =

K∑
k∗=1

Duk

K∑
i̸=k∗

s+1∑
ς=s−1

Pigi1k∗,i[s, ς]

− Ith. (19)
Further, the dual variable λ, δ, φ, µ can be updated

according to the following expression.

λk
(m)

= λk
(m−1)

+ α(m−1)
∇

λm−1
k
L, ∀k ∈ K , (20)

δk
(m)

= δk
(m−1)

+ α(m−1)
∇

δm−1
k
L, ∀k ∈ K , (21)

φk
(m)

= φk
(m−1)

+ α(m−1)
∇

φm−1
k
L, ∀k ∈ K , (22)

µk
(m)

= µk
(m−1)

+ α(m−1)
∇

µm−1
k
L, ∀k ∈ K , (23)

where α denotes the iteration step size of λ, δ, φ, µ. The
approach to solve the optimization problem in (7a) is sum-
marized in Algorithm 1.

2) DECODING AND RE-TRANSMISSION STAGES
Once the optimal set of data symbols is derived using the pro-
posed optimization in (11a), they are decoded using the Conv
T-SIC scheme. Next, the RX terminal repeats the process of
listening to the same subcarrier and receiving retransmissions
from the remaining users. Note that for outband D2D emer-
gency scenarios, user signal retransmissions are necessary
in order not to lose any critical data [42]. In addition, it is
assumed that the network users follow a D2D protocol such
as M-HELP [43], which is used for D2D emergency call
transmissions. AM-HELP enabled UE re-transmits their own

Algorithm 1 Optimization of T-SIC Triangle
Data: γk , 1i of each kth user
Result: Optimal Du

1 Initialize m = 0, λ(0), δ(0), φ(0), µ(0) ≽ 0
2 Set error tolerances for algorithm termination, ϵ1, ϵ2
3 repeat
4 Let p = 1; Initialize D(0)

u1 ,D(0)
u2 ,D(0)

u3 , . . . ,D(0)
uK

5 repeat
6 Run optimization problem in (11a)
7 until Duk converged, i.e ||∇Dup−1L||

2
≤ ϵ1;

8 for k = 1:K
9 Update D(p)

uk as in (15)
10 end
11 p = p+ 1
12 Update λ(m), δ(m), φ(m), δ(m) as in (16), (17), (18), (23)
13 m = m+ 1
14 until λ, δ, φ, δ converged,i.e., ||λm−1

− λm||
2

≤ ϵ2,

||δm−1
− δm||

2
≤ ϵ2, ||φm−1

− φm||
2

≤ ϵ2,
||µm−1

− µm
||
2

≤ ϵ2;
15 Return Du

data after a fixed time interval, when their data have not
been forwarded up-to a pre-defined limit, nRS , by neighbor
devices. Here, the nRS is calculated by transmitting users,
which correspond to the number of relaying of its own data by
the neighborhood. The re-transmitted data signals by trans-
mitters share the same subcarrier and are superimposed such
that it can be decoded using the optimization problem in
(11a) at the RX terminal. Correspondingly, this method is
repeated until all K user data are decoded using the proposed
optimization-assisted T-SIC.

To sum up, the procedure followed at the transmitting UEs
is given in Algorithm 2, where nRt gives the data signal
re-transmissions count.. Further, the Cyclic T-SIC scheme
performed at the RX terminal is summarized in Algorithm 3.
Moreover, the method of decoding each user data using the
proposed Cyclic T-SIC scheme is presented in Figure 2. First,
a superimposed signal comprising K user data is received
over a T0 duration. Optimization problem in (11a) is uti-
lized to derive the optimal data symbol combination which
comprises an IC triangle. Such data symbols are decoded
using the T-SIC decoding scheme. In this case, received data
symbols of some users can be left undecoded. Hence, after
a T0 duration, retransmissions from such users occur after a
tr time interval and received as superimposed signals. The
decoding procedure in Cyclic T-SIC is repeated for such
a signal received. This procedure is repeated for an arbi-
trary r number of iterations until the successful decoding of
each user data. Note that retransmissions from users are not
mandatory in scenarios where all the user data are decoded
in one Cyclic T-SIC iteration. Furthermore, the performance
analysis of such a D2D A-NOMA decoding scheme in terms
of energy efficiency, reliability, computational complexity,
and delay aspects has been understudied.
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FIGURE 2. Proposed Cyclic T-SIC decoding scheme.

Algorithm 2 At the Transmitter
Data: Relaying threshold (RSthreshold),

Retransmissions threshold, (nrth)
1 Initialize nRS = 0, nRT = 0
2 repeat
3 Listen to dedicated D2D emergency call channel
4 Re-transmitting in the same resource in next

period
5 until nRS ≥ RSthreshold or nRT ≥ nrth;

Algorithm 3At the Receiver: Cyclic T-SIC Decoding
Data: Total number of users, K , sharing same

resource
1 Initialize kopt = 0
2 repeat
3 Receive n(≤ K ) user data superimposed signal
4 Derive the optimal Du using (11a)
5 Decoding the kopt (≤ n) user data
6 until All K user data decoded ;

IV. PERFORMANCE ANALYSIS
In this section the EE, average BER, computational com-
plexity, and simulation delay of the proposed Cyclic T-SIC
method are investigated.

A. EE ANALYSIS
The EE of the A-NOMA D2D scheme can be defined as
the ratio between the total achievable rates and total power
consumption of the communication system [3]:

EE =

∑K
k=1 B. log2(1 + γk )

1
nsym∗Tsym

Ec + Pcircuit + ε
∑K

k=1 Pk
. (24)

where Ec is the total energy consumption per SIC decoding
cycle as defined in Lemma 2, Pcircuit presents the power
dissipated by user device hardware circuits [3], [40], and ε

denotes the reciprocal of the transmitter power amplifier drain
efficiency.

Lemma 2: The total energy consumption per decoding
instance is denoted by,

Ec = Et−1 − Et

= Et−1 − Emaxe
−

loge
Einitial
Efinal

nsym2NT-SIC1
−nsym1NT-SIC2

NT-SIC
∑K

k=1 Nsymk (t) ,

(25)

where Emax is the initial maximum energy in a user device,
NT-SIC is the number of repetitive times the same data symbols
are decoded, nsym1 is the number of symbols decoded at the
initial decoding and Einitial is the remaining energy after such
decoding instance. Moreover, the total number of symbols
decoded at t is nsym(t) =

∑K
k=1 Nsymk (t). Also, Et−1, Et are

the residual energy levels in the (t − 1)th and tth instances.
Further, nsym2 is the maximum number of symbols possible
to decode with Emax, and Efinal is the remaining energy at
the end of decoding such nsym2 . Further, the behavior of such
energy dissipation is illustrated in Figure 3.

FIGURE 3. Residual energy of a user device in decoding nsym number of
symbols under NT-SIC.

Proof: The energy consumption for decoding has
an exponential deterioration depending on the nsym
[44]. The remaining energy after the initial decoding
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instance is given as,

Einitial = Emaxe
−αNT-SIC1nsym1 , (26)

where α denote the attenuation of energy depending on the
receiver physical properties and processing efficiency. More-
over, the final remaining energy at the end of decoding nsym2

is,

Efinal = Emaxe
−αNT-SIC2nsym2 . (27)

From (26) and (27),

α =
loge

Einitial
Efinal

nsym2NT-SIC1 − nsym1NT-SIC2

. (28)

□
Hence, the energy consumption per T-SIC decoding cycle for
a specific

∑K
k=1 Nsymk and niter is formulated as,

Ec = Et−1 − Et ,

= Et−1 − Emaxe
−

loge
Einitial
Efinal

nsym2NT-SIC1
−nsym1NT-SIC2

NT-SIC
∑K

k=1 Nsymk (t)
.

(29)

B. BER ANALYSIS
The average theoretical BER of k∗th user data, Pbit,k∗ ,
in asynchronous transmissions can be formulated in [17] were
updated as follows. First, by considering the latest detected
symbols, the Signal to Interference Noise Ratio (SINR) of
the sth symbol of the k∗th user is expressed with respect to
η̃k∗ [s] as [17],

(γk∗ [s]|z, hk∗ , 1k∗ ) =
Pk∗gk∗

Var(η̃k∗ [s]|z, hk∗ , 1k∗ ) + σ 2 , (30)

γk∗ [s] =
Pk∗gk∗

Var(η̃k∗ [s]|z, hk∗ , 1k∗ ) + σ 2 , (31)

where z represents the latest detection status of the interfering
symbols, i.e. correct or erroneous. Further, the error proba-
bility of sth symbol detection can be presented with respect
to the (γ̃k [s]|z, hk∗ , 1k∗ [s]) as [17],

P(ek∗ [s]|z, hk∗ , 1k∗ [s])

= 1 −

(
1 − Q

(√
3.(γ̃k [s]|z, hk∗ , 1k∗ [s])

2.(M − 1)

))2

,

where, Q(·) represent the Q function andM denotes the order
in M -QAM [45].

(γ̃k [s]|z, hk∗ , 1k∗ [s]) = Var(η̃k [s]|z, 1k∗ [s]) + σ 2 > de∗k
(32)

where de∗k is half the distance between two nearest con-

stellation points given by
√

3.Pk∗hk∗
2.(M−1) [46]. Further, the

conditional error probability of the sth symbol detection can

be obtained as [17],

P(ek∗ [s]|hk∗ , 1k∗ [s])

=

22(kopt−1)∑
i=1

P(ek∗ [s]|iPz(L), hk∗ , 1k∗ [s])

·

∏
k∈kopt ,ζ∈(s−1,s+1),k ̸=k∗

Pr (L)i,k [ζ ],

where,

P(ek∗ [s]) =
1

τmax − τmin

·

∫ τmax

τmin

∫
∞

0
P(ek∗ [s]|hk∗ , 1k∗ [s])

· e−hk∗ .dhk∗ .d1k∗ [s], (33)

Pbit,k∗ =
P(ek∗ [s])
log2(M )

, (34)

where P(ek∗ [s]), P(ek∗ [s]|αk∗ , 1k∗ [s]) denote respectively,
the probability of error and conditional probability of error
on the sth symbol of the k∗th user. Also, sth symbol of
the k∗ user is the desired symbol to be detected and M is
the modulation order. Further, hk∗ denotes the magnitude
of fading for the sth symbol of the k∗th user. The 1k∗ [s]
denotes the percentage of symbol time that the overlapping
symbols of the ith user has on the sth symbol of the k∗th user.
Moreover, iPz, denotes probability of the ith permutation of
z, 1 ≤ i ≤ 22(kopt−1) and Pri,k [ζ ] denotes the probability of
detection being correct or in error.

C. COMPUTATIONAL COMPLEXITY ANALYSIS
The computational complexity of decodingK user data under
Conv T-SIC and Cyclic T-SIC are presented as follows.

1) Conv T-SIC: The total interference to the desired sym-
bol sth symbol of k∗th user, ηk∗ [s], is successively
cancelled in Conv T-SIC process and hence the maxi-
mum computational complexity depends on the num-
ber of user devices, K , which is approximately of
order O(K 2) [3].

2) Cyclic T-SIC: The decoding process of the proposed
method has a complexity of O(k2opt ), where kopt ≤ K .
On top of that, the computational complexity for the
stochastic gradient descent method based optimization
in the Cyclic T-SIC scheme is in the order of O(log( 1

ϵ
))

[3]. To sum up, the proposed Cyclic T-SIC method
has a computational complexity of O(log( 1

ϵ
)k2opt ) per

single decoding iteration. Further, it is proven from
Lemma 3 that the computational complexity in Cyclic
T-SIC scheme is lower than the Conv T-SIC scheme.

Lemma 3: The computational complexity of Cyclic T-SIC
decoding of ki users’ data over n iterations is less than that of
Conventional SIC decoding of K users’ data in one iteration
[3]. Note that ki corresponds to kopt in the ith iteration and
the sum of ki equals K .

log
(
1
ϵ

) n∑
i=1

k2i ≤ K 2, (35)

where, 0.1 < ϵ < 1, ki ≤ K and
∑n

i=1 ki = K .

6052 VOLUME 11, 2023



V. Basnayake et al.: M-Ary QAM Asynchronous-NOMA D2D Network With Cyclic Triangular-SIC Decoding Scheme

Proof: Consider

K = k1 + k2 + k3 + . . . + ki + . . . + kn−1 + kn, (36)

where ki ≤ K . Hence,

k2i ≤ K 2. (37)

Further, it can be seen that,

n∑
i=1

k2i ≤

(
n∑
i=1

ki

)2

, (38a)

n∑
i=1

k2i ≤ K 2. (38b)

Moreover,

log
(
1
ϵ

) n∑
i=1

k2i < K 2, (39)

where 0.1 ≤ ϵ < 1. □

V. ANALYSIS OF THE NUMERICAL SIMULATION RESULTS
In this Section, the numerical simulation results are pre-
sented to demonstrate the performance of the proposed sys-
tem model and the algorithm. User terminals are considered
to be randomly located within a radius of 100m to the corre-
sponding receiving UE. Also, for a Monte-Carlo simulation
analysis, 103 random A-NOMA D2D setups are considered.
Different parameters used for simulation analysis are sum-
marized in TABLE 1.2 Furthermore, the performance of both
the Conv T-SIC and Cyclic T-SIC are considered under the
condition that each IC triangle formed across the received
asynchronous NOMA signal is decoded for one iteration,
i.e., NT-SIC = 1.

TABLE 1. Simulation parameters.

2It is noteworthy that these given values can be modified to any other
values depending on the specific scenario under consideration.

FIGURE 4. Convergence of EE under the optimization algorithm in the
Cyclic T-SIC scheme against the number of iterations. Parameters: ν = 5,
Ith = 1.2 W, φ = 50%.

Figure 4 depicts that the Energy Efficiency (EE) obtained
via the proposed optimization algorithm converges to a stable
value within a fixed number of iterations. However, the con-
verging EE value decreases as theK increases.With the incre-
ment in the K , the total nsym to be decoded increases, which
considerably elevates Ec and reduces the EE. Furthermore,
the number of iterations required to converge EE increases
with the increment in K . This is mainly due to the fact that
the vector size of Du increments with K .

FIGURE 5 depicts the EE performance versus K with
Cyclic and Conv T-SIC under different Ith values. It can
be seen from the plot that EE decreases when the value K
increases. The total nsym symbols increment withK and hence
result in a higher Ec. Moreover, when the Ith increases, nsym
increases and reduces the EE. It is also noteworthy that since
Conv T-SIC is not optimizing the K , it is not impacted by
Ith. Furthermore, in Conv T-SIC, the total K data are decoded
during one decoding iteration which leads to a higher number
of computations and thereby a higher Ec compared to Cyclic
T-SIC. It is noteworthy that in Figure. 4 and Figure. 5, Cyclic
T-SIC, EE converges respectively under K = 5,K = 10 and
K = 15, to 1.3× 105, 8.3× 104 and 6.4× 104 bits per Joule
at Ith = 1.2 W . Similarly, under Conv T-SIC, EE converges
respectively under K = 5,K = 10 and K = 15, to 7 ×

104, 3.6 × 104 and 2 × 104 bits per Joule at Ith = 1.2 W .
Figure 6 depicts the variation of EE against the received

power ratio, ν. It is seen from the plot that the EE increases
as ν increments in both Cyclic and Conv T-SIC schemes. Pk
increases with the elevation of ν, which leads to the increment
in γk and the average sum throughput, which improves the
EE. Moreover, Cyclic T-SIC has a significant improvement
in comparison to Conv T-SIC, because the increment in ν

enables the optimization algorithm to derive Du easily due
to the distinct Pk levels of each user. Hence, the Du deriva-
tion enables the optimal data symbols to be decoded. Also,
a convergence in EE in the Cyclic T-SIC is observed when
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FIGURE 5. EE vs total number of users under varying interference
threshold constraints. Parameters: ν = 5, φ= 50%.

ν ≥ 5.0. This is due to the thresholds in the optimization
algorithm which limits the kopt decoded per iteration.
Furthermore, it can be seen from the Figure. 5 and Figure. 6

that Cyclic T-SIC, EE converges respectively under K =

5,K = 10 and K = 15, to 1.3 × 105, 8.3 × 104 and
6.4 × 104 bits per Joule at ν = 5. Similarly, under Conv
T-SIC, EE converges respectively under K = 5,K =

10 and K = 15, to 7 × 104, 3.6 × 104 and 2 × 104 bits
per Joule at ν = 5. In this scenario, the Cyclic T-SIC
has relative EE gains by 52.5%, 32.8%, and 38.1% com-
pared to Conv T-SIC under K = 5,K = 10, and
K = 15.

FIGURE 6. Energy efficiency vs received power ratio (ν) under varying
number of users. Parameters: Ith = 1.2 W, φ = 50%.

FIGURE 7 illustrates the variation of EE against K under
different ν values. Further, with the elevation in νs, an incre-
ment in EE of the Cyclic T-SIC is observed because Du is
derived optimally considering the significant gaps between
each k users in terms of γk .

Further, it can be observed that consistent results are
obtained in Figure. 6 and Figure. 7. In Cyclic T-SIC,
EE converges respectively under ν = 1, ν = 2 and
ν = 5, to 4 × 105, 6 × 104 and 8.3 × 104 bits per Joule at
K = 10. Similarly, under Conv T-SIC, EE converges respec-
tively under ν = 1, ν = 2 and ν = 5, to 2×104, 3.2×104 and
3.6 × 104 bits per Joule at K = 10.

FIGURE 7. Energy efficiency vs total number of users. Parameters:
Ith = 1.2 W, φ = 50 %, transmit SNR = 23 dBm.

Figure 8a depicts the average BER against K under Cyclic
T-SIC and Conv T-SIC. The BER of both schemes increment
againstK since with a higherK , the γk difference among user
data decreases. This lowers the accuracy of the received data
detection, which impacts the decoding process. Moreover,
the average BER in Cyclic T-SIC is lower than Conv T-SIC.
The main reason behind this is that the Cyclic T-SIC scheme
derives the optimal kopt to decode based on the Du derived.
The availability of distinct γk values between the user data
decoded in the Cyclic T-SIC scheme increases the accuracy
in decoding. Further, the Cyclic T-SIC decodes allK data over
successive iterations by taking into consideration of the γk of
each user data. Conversely, Conv T-SIC decodes such data in
a single iteration, which increases the BER.

Figure 8b depicts the BER against the ν for the nearest
user, middle user, and farthest user. A significant BER gap is
seen between the nearest user andmiddle user. As ν increases,
a comparable γk level difference is seen between the near user
and far user. Hence, the decoding accuracy reduces as the γk
gap increases between consecutive users. The highest γk level
is received from the nearest user. Under ν < 2, the Cyclic
T-SIC has a higher BER than Conv T-SIC. The reason being
that the when ν < 2, the interference faced by the nearest
user is higher than the estimated interference using Cyclic
T-SIC. In the proposed optimalDu of Cyclic T-SIC, only a set
of selected users are decoded assuming that the interference
from the remaining users is minimum. Hence, the decoding
error is higher than Conv T-SIC. Meanwhile, as ν ⪆ 2,
the interference from the remaining users on the near user
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FIGURE 8. BER analysis of nearest, middle, and farthest users under
Cyclic and Conv T-SIC schemes. Parameters: ν = 2, Ith = 1.2 W, transmit
SNR = 23 dBm, φ = 50%, K = 10.

is less significant and hence the decoding accuracy is high
and similar to Conv T-SIC. Furthermore, for the middle and
farthest users’ BER of Cyclic T-SIC is lesser compared to
Conv T-SIC. In the middle and farthest user case, the γk of
the consecutive users is minimum that Cyclic T-SIC decodes
the user data during a successive iteration of Cyclic decoding
utilizing the retransmissions from the transmitters. Thereby,
the γk level of the received signals from the middle and far-
thest users are sufficiently high enough during the successive
iteration since the stronger signals also do not interfere.

Figure 9a depicts the BER performance against the trans-
mit SNR under the Cyclic T-SIC and Conv T-SIC schemes.
BER in Cyclic T-SIC is lower than Conv T-SIC for the
case where transmit SNR is < 23 dBm. The optimal Du
derivation depending on the γk levels of each kth user and
Ith constraint increases the accuracy of decoding. Meanwhile
when the transmit SNR ⪆ 23 dBm, BER of Cylic T-SIC >

BER of Conv T-SIC. The difference between γk levels of
each kth user is less significant when all users transmit at
SNR ⪆ 23 dBm. Hence, The optimal Du derivation is less
accurate, thereby increasing the BER in Cyclic T-SIC.

FIGURE 9. BER and EE analysis of the proposed Cyclic T-SIC. Parameters:
Ith = 1.2 W, φ = 50%, K = 10.

Moreover, Figure 9b depicts that the EE of the proposed
system is higher than Conv T-SIC, because the optimal Du
reduces the Ec per decoding iteration. Moreover, with a lower
transmit SNR, a higher EE can be gained using Cyclic T-SIC
compared to the Conv T-SIC scheme. Jointly considering
the results obtained in Figure. 7 and Figure. 9b, following
insights can be drawn. In Cyclic T-SIC, EE converges respec-
tively under K = 5,K = 10 and K = 15, to 1.3 ×

105, 8.3 × 104 and 6.4 × 104 bits per Joule at transmit
SNR = 23 dBm. Similarly, under Conv T-SIC, EE con-
verges respectively under K = 5,K = 10 and K = 15,
to 7 × 104, 3.6 × 104 and 2 × 104 bits per Joule at transmit
SNR = 23 dBm.

Figure 10a represents the BER performance against the
relative symbol time offset, φ, between users under Cyclic
and Conv T-SIC schemes. The BER performance worsens
with the increment in φ since the co-channel interference
increases. However, the Cyclic T-SIC has a reduced BER
because of deriving the optimal Du to select nsym decoded
per iteration based on the Ith. Figure 10b, depicts that the
EE of Cyclic T-SIC is higher than Conv T-SIC, although the
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FIGURE 10. BER and EE analysis of the proposed Cyclic T-SIC against
relative symbol time offset. Parameters: Ith = 1.2 W, ν = 5, transmit
SNR = 23 dBm, K = 10.

co-channel interference between users increased with the φ.
The optimization of number of user data decoded based on the
Ith limits the kopt decoded per iteration. This results in reduc-
ing the interference among the symbols which are decoded
and improves the EE of Cyclic T-SIC compared to Conv
T-SIC. Further, it is observed that a lower BER and higher EE
can be obtained using the Cyclic T-SIC scheme, even if the
φ increases the asynchrony among the received data signals.
In addition, EE starts converging after the φ ⪆ 0.3. BER
converges since Ith and minimum rate thresholds are reached
with the K = 10 and hence the same Du is obtained, and the
nsym reaches a maximum limit.
In Cyclic T-SIC, EE converges respectively under

K = 5,K = 10 and K = 15, to 1.3 × 105, 8.3 × 104

and 6.4 × 104 bits per Joule at transmit SNR = 23 dBm
and φ = 50%, proving the consistency between results
obtained in Figure. 9b and Figure. 10b. Similarly, under Conv
T-SIC, EE converges respectively under K = 5,K = 10 and
K = 15, to 7 × 104, 3.6 × 104 and 2 × 104 bits per Joule at
transmit SNR = 23 dBm and φ = 50%.
Figure. 10b depicts the BER performance of nearest, mid-

dle, and farthest users against φ. In general, the BER perfor-
mance worsens with the increment in φ since the co-channel

FIGURE 11. Computational complexity and simulation delay of proposed
Cyclic T-SIC.

interference increases. The BER of the nearest user of both
Cyclic and Conv T-SIC schemes are nearly similar since, the
nearest user data has a significant γk level in both schemes
which increases the accuracy of decoding its data. Moreover,
the Cyclic T-SIC of both middle and farthest users have
significantly reduced BER compared to Conv T-SIC because
of decoding their data in successive iterations of Cyclic T-SIC
with the use of retransmissions. This leads to deriving the
optimal Du and selecting nsym decoded per iteration based on
the Ith.

Moreover, consistent results are obtained in Figure. 8a,
Figure. 8b, Figure. 9a and Figure. 10a under K = 10, ν = 2,
transmit SNR = 23 dBm and φ = 50%. The BER value of
respectively the nearest user, middle user, and farthest user
converges to approximately 2.2×10−7, 0.037 and 0.14 under
Cyclic T-SIC. The BER value of respectively the nearest user,
middle user, and farthest user converges approximately to
2.2 × 10−7, 0.15 and 0.68 under Conv T-SIC.

Figure 11a depicts the theoretical computational com-
plexity against K under Cyclic and Conv T-SIC schemes.
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The curve with the Cyclic T-SIC has a considerably lower
complexity compared to the Conv T-SIC. In Cyclic T-SIC,
the user data are decoded in sequential iterations, where only
kopt ≤ K data is decoded per iteration. In contrast, Conv
T-SIC decodes the total K data in a single iteration. Hence,
a complexity reduction of 56.14% by Cyclic T-SIC over
Conv T-SIC is observed in this case.

The Figure 11b depicts the total simulation delay against
K under Cyclic T-SIC and the Conv T-SIC schemes. The
average simulation delay in Cyclic T-SIC is lower than that
of Conv T-SIC. As K increases, the decoding delay increases
in Conv T-SIC decoding. In contrast, the delay is less in
Cyclic T-SIC since kopt ≤ K per decoding iteration. The
delay decreases with the successive iterations as the kopt data
decoded in such iterations decreases. Also, the Cyclic T-SIC
achieves a simulation delay reduction of 22.44% compared to
Conv T-SIC in this case. Note that the complexity reduction
of the proposed scheme is in Figure. 11a is significantly
higher than the simulation delay in Figure. 11b. Complexity
analysis is done under theoretical assumptions and in contrast
simulation delay is measured with respect to the processing
delay of the computer used. Hence, depending on the pro-
cessing speed and other hardware delays, the corresponding
decoding delay of the proposed scheme is varying as in
Figure. 11b.

VI. CONCLUSION
In this paper, we have designed a Cyclic T-SIC scheme
to reduce decoding complexity, energy consumption, and
bit error rate of a superimposed signal received in a
massive A-NOMA enabled D2D network. The proposed
scheme’s performance was verified through a computer-
based Monte-Carlo simulation analysis. The Cyclic T-SIC
showed a significant EE improvement in comparison to Conv
T-SIC. The optimization algorithm in Cyclic T-SIC enabled
the receiver terminal to derive the optimal symbols to decode
under to the co-channel interference and data rate constraints.
Further, it was observed that Cyclic T-SIC achieves a lower
BER and higher EE due to the optimization algorithm, even
if the asynchrony among the received data signals is φ ⪆
0.3. Furthermore, a convergence in EE and BER in the
Cyclic T-SIC was observed when ν ≥ 5.0 and the transmit
SNR ≥ 23 dBm due to the thresholds in the optimization
algorithm which limits the kopt decoded per iteration. Also,
the decoding complexity and delay were less in Cyclic T-SIC
since kopt ≤ K per decoding iteration. As a future direction,
investigating the performance of the proposed scheme for 5G
Ultra-Reliable LowLatency Communications (URLLC) is an
interesting extension to this work.
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