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ABSTRACT With the development of Internet networks, the PageRank algorithm, which was initially
developed to recommend important pages in Google’s web search systems, is widely used as the basis of
various ranking systems in graph processing fields. However, PageRank algorithm requires Sparse Matrix-
Vector Multiplication (SpMV) repeatedly which becomes main bottleneck for the calculation. In this study,
we present the multi-mode SpMV accelerator for half-to-single transprecision PageRank with real-world
graphs. To support transprecision, where the operation performs in half-precision (FP16) initially and
changes its precision to single-precision (FP32), the proposed multi-mode SpMV accelerator can perform
both dual FP16 mode and single FP32 mode. In dual FP16 mode, the proposed accelerator performs two
FP16 SpMV in parallel, and in single FP32 mode, it performs one FP32 SpMV with the same hardware
resources. Also, for the reduction of memory footprint, the proposed accelerator supports the Compressed
Sparse Row (CSR) format. In addition, dual-issue accumulator and multi-mode transprecision multiplier
are presented to support both FP16 and FP32 modes. Validation of the proposed transprecision PageRank
algorithm is performed with four real-world graph datasets, resulting in a low 0-4% error rate and 1.3×-1.9×
speedup compared to single-precision PageRank computation without transprecision.

INDEX TERMS Transprecision, sparsematrix vector multiplication (SpMV), PageRank (PR), floating-point
multiplier, single-precision (FP32), half-precision (FP16), graph processing.

I. INTRODUCTION
With the development of Internet communication and social
networks, large amounts of data are pouring into users.
To deal with this big data, many algorithms have been
developed to analyze and provide useful information to
users. Particularly, web search engines should quickly extract
the information that users want and display it in order
of importance. The most basic algorithm for web search,
named PageRank, was developed by Larry Page in 1998 for
Google’s search engine and is still widely used [1]. It was
initially developed for search engines working with web-
scale datasets but is now being utilized in various fields to
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rank target data from different types of datasets. PageRank
algorithm uses a dataset that displays web pages and their
relationships with connection information. With a graph
theory notation, each page is represented as a node or vertex,
and the connection of pages is represented as an edge or
link. In PageRank, nodes with many links to other nodes
would have high PageRank values. In addition, if the node
is connected to the other node with a high PageRank value,
the PageRank value of this node also would be high. The
PageRank vector is generated as the output of PageRank
calculation, representing the importance of each page. With
this output vector, the search engine can recommend the most
weighted result to the user. To this day, several algorithms
such as personalized PageRank are being developed using the
basic concept of PageRank [2], [3].
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FIGURE 1. Overall PageRank calculation flow with the proposed
multi-mode SpMV accelerator for transprecision PageRank.

Fig. 1 shows the overall calculation flow of PageRank
which can be utilized for various applications. Most rep-
resentatively, PageRank can be used for web search using
large web-scale graphs [4], [5]. Social networks are used to
analyze trends by extracting the key resources or calculating
a ranking of users [6], [7], [8]. PageRank in e-commerce
system allows users to get the appropriate recommendation of
products [9]. To analyze humanmovement, motor sensors are
used to identify the movement path based on the importance
ranking of sensors calculated by PageRank [10]. TextRank
algorithm was developed to extract keywords by obtaining
ranking for a text array based on PageRank algorithm [11].

In PageRank calculation, hyperlink matrix H is generated
to indicate the connection of each node in the network
datasets. In hyperlink matrix, a nonzero element shows that
there is a connection between the two nodes, while a zero
element indicates that there is no connection. Real-world
graphs are represented as a sparse hyperlink matrix mostly
filled with zero elements because it has very few connections
compared to a large number of nodes. During the calculation,
the sparse matrix is repeatedly multiplied with the vector, and
this process is known as Sparse Matrix-Vector Multiplication
(SpMV). Since SpMV is themain bottleneck of the PageRank
operation, it becomes an important challenge to accelerate
this operation without losing accuracy.

Recent studies suggest dedicated accelerators to optimize
SpMV operation. To reduce the memory overhead, [12]
divided the SpMV algorithm into two steps and used parallel
floating-point multipliers, focusing on high-performance
computing for large and hyper-sparse datasets. Matrix
partitioning scheme was also proposed to accelerate SpMV
operation [13]. Partitioning of the sparse matrix using
Compressed Sparse Row (CSR) format enabled parallel
computation. Changing the general precision scheme of
PageRank was effective to implement the SpMV accelerator

TABLE 1. Details of datasets from SNAP used in the evaluation.

on FPGA platform [14]. For high accuracy, PageRank is
generally calculated in a 32-bit single-precision floating-
point (FP32). To reduce the hardware overhead incurred by
FP32 operation, 20- to 26-bit fixed-point calculation scheme
was proposed, showing its efficiency on top-10 to top-50
rankings.

Also, there have been several software approaches sug-
gesting a new precision scheme for PageRank calculations.
In general, dedicated hardware accelerators are superior to
software approaches on programmable computing units, such
as CPUs and GPUs, both in terms of performance and
power consumption which leads to their wide adoption in
many digital signal processing (DSP) applications and recent
Neural Networks (NNs) [15], [16], [17]. The customized 16-
bit half-precision type with the requirement of additional
encoding and decoding process was presented and simulated
in [18]. In [19] and [20], the double-precision number
system with mantissa segmentation was proposed. The
transprecision scheme with the double-precision was applied
to PageRank for the CUDA GPU environment, which
requires more iterations to reach the target threshold. In this
work, we present FP16 to FP32 transprecision PageRank
algorithm and also provide its optimal hardware architecture
based on multi-mode SpMV accelerator with FPU resource
sharing and memory system architecture.

In our previous work, the transprecision SpMV enginewith
Coordinate (COO) format was presented, without any anal-
ysis of speedup and hardware implementation results [21].
In this work, we present the low-complexity transprecision
scheme for PageRank to support the sparse matrix efficiently
with a compressed storage format. As illustrated in Fig. 1,
the proposed transprecision scheme starts its operation with
a 16-bit half-precision floating-point (FP16) and changes to
a 32-bit single-precision floating-point (FP32) at the optimal
point. For reduced memory requirement in main memory,
the multi-mode SpMV accelerator supports executing the
transprecision algorithm with data in CSR format, with
comparison to COO format. Also, the proposed SpMV
accelerator supports two operation modes where it can
compute two FP16 SpMVs in dual FP16 mode and one FP32
SpMV in single FP32 mode. Since the proposed accelerator
can execute two FP16 multiplications in parallel, we can
achieve the speedup compared to the baseline approach
in single-precision operations saving hardware resources.
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As denoted in Table 1, we use four real-world graph datasets
with various node and edge sizes from Stanford Large
Network Datasets Collections (SNAP) [22] which is widely
used to simulate graph processing algorithms [14], [23].

The rest of this paper is organized as follows. Section II
explains the backgrounds of PageRank equations and sparse
matrix storage format, with the concept of transprecision.
In Section III, we present the data storage requirements for
transprecision PageRank. The hardware architecture of the
multi-mode SpMV accelerator is described in Section IV.
The experimental results are explained in Section V. Finally,
Section VI contains the conclusions from this work.

II. BACKGROUNDS
This section provides the fundamentals of PageRank algo-
rithm, sparse matrix storage format, and transprecision
scheme which should be considered together for the opti-
mized transprecision PageRank operation.

A. OVERVIEW OF PageRank ALGORITHM
Since the development of PageRank in 1998, it has been used
as an early basis for Google and is still applied in various
ranking algorithms. The basic concept of PageRank is that
the importance of each node is determined by the other nodes
which have an association with it. PageRank value can be
calculated as the sum of the linked nodes [24]. Based on this
concept, PageRank can be expressed in vector and matrix
notation with the power iteration method. Consider a directed
graph G = (V ,E) which has n = |V | number of vertices
and |E| number of edges. Hyperlink matrix, or weighted
adjacency matrix H ∈ Rn×n can be expressed as follows:

H [i, j] =

{
1/Oi if (vi, vj) ∈ E
0 otherwise

(1)

where Oi indicates the number of outgoing links from the
node i, vi to node j, vj. Since hyperlink matrix, H only has
the nonzero value when the node is linked to the other nodes,
it becomes the matrix with high sparsity. The PageRank
equation in each iteration can be written as follows:

PR{k+1} =
(1− α)

n
e+

α

n
ewTPR{k} +

SpMV︷ ︸︸ ︷
αHTPR{k} (2)

where PR{k} denotes the PageRank column vector in k-
th iteration [25]. At each iteration, the entire graph data
is read and calculated through (2), and these iterations are
repeated until the whole PageRank calculation is finished.
α is the damping factor, which models the situation where
the user stops clicking, generally set to 0.85 experimentally
[26]. e is a column vector whose element is all 1, while
dangling vector w is a column vector that has an element
of 0 if the node has an outgoing link and 1 if not.
In (2), the first and second terms indicate constant additions
with simple computation. However, the last term consists
of multiplication with hyperlink matrix H and PageRank
vector PR. This multiplication becomes SpMV operation

FIGURE 2. Examples of ELL, DIA, COO, and CSR formats.

and is widely known as the biggest challenge for PageRank
calculation [27].

B. SPARSE MATRIX STORAGE FORMATS
Sparse matrix is a matrix that mostly has 0 as its element.
When the sparse matrix becomes very large, it requires a
significant amount of memory to store whole data although
only a portion is non-zero values. In PageRank calculation,
if the total number of nodes in the graph is given as |V |,
a memory with a size of |V |2 is required to store all data.
Memory waste due to a huge amount of sparse memory is a
fatal problem in big data applications, which generally deal
with large datasets.

To overcome this problem, various compression formats
for the sparsematrix, such as Coordinate (COO), Compressed
Sparse Row (CSR), Compressed Sparse Column (CSC),
Ellpack (ELL), and Diagonal (DIA), are suggested [28].
Fig. 2 shows examples of four sparse matrix storage
formats. ELL format compresses the matrix in data and
column indices. It is suitable for matrices obtained from
semi-structured meshes and unstructured meshes, while the
maximum number of non-zero elements in the row needs
to be known. DIA format stores data with the offset of
each diagonal from the main diagonal, only applied to
matrices with diagonal structure usually from the application
of stencils to regular grids. COO is the most intuitive format,
storing row and column indices for all elements with nonzero
values. This format has a reduced memory requirement that
can store three times of the number of nonzero values. CSR
format contains column indices and data like COO format,
but the row indices are replaced with the pointer (ptr). The
first element of ptr contains the index of the start row. The
following elements indicate the number of data accumulated
up to the corresponding row. CSC format is the column-major
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FIGURE 3. Floating-point format and precision level of FP64, FP32, and
FP16.

version of CSR format. COO and CSR formats are widely
used since they can be applied to various types of datasets.

C. TRANSPRECISION PARADIGM
Transpresicion is a paradigm that selects an appropriate
precision type depending on the situation to reduce hardware
resources and energy consumption [29]. Even if the precision
level required as a result of a specific operation is deter-
mined already, it can be advantageous to change precision
appropriately in the middle of the operation without accuracy
degradation. Fig. 3 shows the most widely used floating-point
types, double-precision (FP64), single-precision (FP32), and
half-precision (FP16) defined in IEEE 754 standard [30].

The precision level of a floating-point value is a very
important issue for hardware complexity and accuracy where
a higher precision level can achieve better accuracy at the
cost of hardware complexity. Accordingly, it is necessary to
choose the appropriate precision level for energy-efficient
operation without resource waste. With transprecision
paradigm, since the precision changes depending on the target
operation at run-time, PageRank is a good target to apply
transprecision where the relative ranking is more important
than each exact value andwe can start the calculationwith low
precision and change to high precision at the optimal point.

III. DATA STORAGE REQUIREMENTS FOR
TRANSPRECISION PageRank
In the proposed multi-mode SpMV accelerator for transpre-
cision PageRank, the sparse matrix for SpMV operation is
stored in the main memory, usually off-chip DRAM, and
the portion of matrix data is loaded into the local buffer,
usually implemented as an on-chip SRAM. This section
compares sparse matrix storage formats for reduced memory
requirements of the main memory. Also, we analyze the
length of row index x, stored in the local buffer for the
proposed accelerator.

A. SPARSE MATRIX STORAGE FORMAT IN MAIN MEMORY
For the sparse matrix, a compressed storage format can
dramatically reduce memory requirements. Since memory-
bounded algorithms such as PageRank have the bottleneck
on memory bandwidth, a well-defined compressed storage

TABLE 2. Memory requirement comparison between COO and CSR
format.

FIGURE 4. Comparison of COO and CSR format for transprecision
PageRank.

format is an effective solution to decrease total clock cycles
for PageRank calculations as well. Among sparse matrix
storage formats introduced in Section II-B, COO and CSR
formats are widely used due to their flexibility compared to
ELL and DIA formats for specifically structured matrices.
Based on the real-world graph datasets, we analyze the
memory requirements of COO and CSR for the proposed
transprecision PageRank operation.

Fig. 4 shows the process of compressing an example raw
network dataset to COO and CSR format for transprecision
PageRank. The raw network can be expressed in hyperlink
matrix H , indicating a link between a node to node with
information of outdegrees, as explained in Section II-A.
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FIGURE 5. Histogram for the length of x index on Amazon, Twitter,
Stanford, and Pokec datasets.

HT can be compressed through COO and CSR formats as
illustrated in Fig. 4 where x, y, and val each represent the
row, column, and data of the matrix. x and y are 32-bit integer
values that indicate each index number of nodes, while val is
stored in memory with a 16-bit half-precision floating-point
number.

Table 2 shows information about the required memory
size of COO and CSR format for real-world graph datasets.
COO format requires three times the number of nonzero data
entries, known as the number of edges, for a list of three
elements: x, y, and val. In CSR format, it has the same y
and val entries as COO format, while x is replaced by ptr .
The maximum number of entries in ptr is the one more
entry to indicate the start row in addition to the number
of nodes of the graph, which leads to a reduced memory
requirement compared to COO format [31]. COO format is
only advantageous for datasets with hyper-sparsity when the
number of nodes is larger than the number of edges [32].
Since general real-world datasets have more edges than
nodes, CSR format can reduce up to 38.2% of memory size
compared to COO format. Accordingly, in this work, CSR
format is selected to reduce memory efficiently for the data
layout in the main memory.

B. ANALYSIS OF DATA IN LOCAL BUFFER
For the PageRank calculation, the portion of matrix data is
loaded from the main memory into the local buffer where
the double-buffering scheme is applied. Although the size of
the local buffer affects the overall hardware complexity, too
small-sized local buffer leads to frequent access to the main
memory, usually off-chip DRAM, incurring increased latency
and power consumption. In this work, the local buffer is
determined to have 64 entries with 32-bit width and can store
up to 128 entries for dual FP16 mode, two FP16 numbers per
single 32-bit entry. After multiplication, the results with the
same x index should be accumulated together and written to
write buffer, which can be identified from ptr values in CSR
format.

Algorithm 1 Operation Flow of Multi-Mode SpMV
With CSR Format
1 Function SpMV (ITERFP16, ITERFP32,

newPR,oldPR,CSR_graph):
2 ptr← CSR_graph.ptr; y← CSR_graph.y; val← CSR_graph.val
3 iter = 0
4 do
5 for i = 0, 2, 4, . . . to |V | − 1 do
6 newPR[ptr.x[i]] + = val[i] · oldPRy[i]
7 newPR[ptr.x[i + 1]]+ = val[i + 1] · oldPRy[i+ 1]
8 end
9 iter ++
10 iter < ITERFP16;while
11 iter = 0
12 do
13 for j = 0, 1, . . . to |V | − 1 do
14 newPR[ptr.x[j]]+ = val[j] · oldPRy[j]
15 end
16 iter ++
17 iter < ITERFP32;while

Fig. 5 shows the distribution of the length of x index where
the length of x index indicates the number of data to be
accumulated together with the same x value. As illustrated
in Fig. 5, the histogram shows a left-leaning distribution
and almost data have short x index lengths nearby 1 or 2.
Accordingly, the local buffer with 64 entries has the data
values with the different x values, that is from different
rows, for both dual FP16 mode and single FP32 mode. The
multi-mode SpMV accelerator should carefully handle the
accumulation of multiplied data with different x indices while
processing the data in the local buffer.

IV. PROPOSED MULTI-MODE SpMV ACCELERATOR
The multi-mode SpMV accelerator is proposed for transpre-
cision PageRank in that it has a huge impact on the overall
latency and hardware complexity. To operate both in dual
FP16 mode and single FP32 mode, transprecision multiplier
and dual-issue accumulator are proposed. In this section,
we explain the architecture of the proposed accelerator and
its operation for multi-mode support.

A. MULTI-MODE SpMV ARCHITECTURE FOR
TRANSPRECISION PageRank
For the transprecision PageRank calculation, both half-
precision (FP16) and single-precision (FP32) are used as
described in Algorithm 1. The last term of (2) in Section II-
A indicates SpMV operation, which aims to be accelerated
through hardware. The graph HT is stored in CSR format as
denoted in Fig. 4. The optimal number of iterations of FP16
and FP32 that minimize the number of errors and operation
cycles for each dataset, ITERFP16 and ITERFP32, can be
determined through software profiling. At first, the proposed
SpMV accelerator operates in dual FP16 mode, calculating
two FP16 multiplications at the same time. When the number
of iterations reaches ITERFP16, the operationmode changes to
single FP32 mode where one FP32 multiplication is executed
at a time during the following ITERFP32 iterations.
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FIGURE 6. Architecture of multi-mode SpMV accelerator operating (a) in dual FP16 mode and (b) in single FP32 mode.

FIGURE 7. Datapath of FP16 to FP32 converter.

Fig. 6 shows the overall architecture of the proposed
multi-mode SpMV accelerator which supports two operation
modes, dual FP16 mode and single FP32 mode. Initially,
in the main memory, data is stored in FP16 based on CSR
format. Local buffer is prepared to load data from main
memory for the next computation steps, considering the
general System-on-Chip environments with various DRAMs
such as HBM, DDR2/3/4 with different specifications and
bandwidths. With the graph data, val and previous PageRank
values, oldPR from the local buffer, themulti-modemultiplier
operates in dual FP16 or single FP32. The multiplication
results are accumulated according to the x values obtained
from ptr values, then updated as newPR to the main memory
with the write buffer.

FIGURE 8. Local buffer types. (a) Cache. (b) Double buffer (FIFO).

In dual FP16 mode, as illustrated in Fig. 6(a), data used for
the multiplier is represented in 16-bit half-precision. Since
the local buffer has 32-bit bitwidth, two 16-bit numbers in
half-precision can be stored in one write buffer entry for
multiplication. After multiplication, up to two results can be
stored in one 32-bit entry of the write buffer. When the update
of newPR ends for the given iteration, two regions for oldPR
and newPR change their roles for the next iteration. Also,
when the proposed SpMV accelerator changes its operation
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mode from dual FP16 mode to single FP32 mode, 16-bit
half-precision val and oldPR from the main memory should
be converted into 32-bit single-precision with the simple
conversion unit as shown in Fig. 7. In single FP32 mode as
illustrated in Fig. 6(b), one result frommultiplication is stored
into write buffer.

Local buffer can be implemented both in cache and double
buffer in First-In, First-Out (FIFO) types as illustrated in
Fig. 8. Cache is suitable when the same data is repeatedly
requested, so-called temporal/spatial localities, at the cost
of additional memory requirement for tag. In the proposed
architecture, data in main memory is arranged in the order
of x index of ptr and PageRank values in local buffer
corresponding to y index have little temporal/spatial localities
with the practical cache size. In the proposed architec-
ture, since data is loaded in local buffer and sequentially
transmitted to the computing unit, FIFO is preferred over
cache and implemented in the form of double buffer to
hide the long latency of data transfer from main memory
while providing the data to computing unit at the same
time.

B. MULTI-MODE TRANSPRECISION MULTIPLIER
In the proposed multi-mode SpMV accelerator, the multiplier
which can execute two FP16 multiplications in dual FP16
mode and one FP32 multiplication in single FP32 mode is
required. In a floating-point multiplier, the sign bit is gained
with XOR operation, and the exponent bit can be easily
calculated with simple addition or subtraction. However,
since the mantissa bit should be multiplied, this multiplier
becomes the biggest overhead of the floating-point multiplier.
To minimize hardware resources, we present the dual-mode
multiplier which can share the hardware resource for FP16
and FP32 as indicated in (3).

xSig = xSigH · 2
n
2 + xSigL

ySig = ySigH · 2
n
2 + ySigL

xSig · ySig = (xSigH · 2
n
2 + xSigL) · (ySigH · 2

n
2 + ySigL)

= xSigH · ySigH · 2n + xSigH · ySigL · 2
n
2

+ xSigL · ySigH · 2
n
2 + xSigL · ySigL (3)

where xSig and ySig are significands from 32-bit single-
precision floating-point numbers and the method to multiply
xSig and ySig by dividing them into higher and lower
parts is presented [33]. Significand is the extended form of
mantissa bits with 1-bit 1. In floating-point multiplication,
the significand number is multiplied instead of mantissa bits
to control overflow and underflow. Since xSig and ySig can
be expressed as the sum of higher parts and lower parts, the
multiplication of significands can be rewritten by adding the
products of divided parts.

Fig. 9 shows the datapath of the Type I and Type II
multiplier. Type I multiplier consists of one FP32 multiplier
and two FP16 multipliers. The multipliers contain status flag
logic although not indicated in Fig. 9 for simplicity. Since
the operands of the multipliers, oldPR and val are always

FIGURE 9. Datapath of Type I and Type II multiplier. (a) Type I multiplier:
two FP16 multipliers and one FP32 multiplier. (b) Type II multiplier:
multi-mode transprecision multiplier for dual FP16 mode and single FP32
mode by sharing two 12-bit multipliers.

within 0 to 1, overflow does not occur [34]. In the case of
underflow, the underflowed value is treated as 0. Since the
proposed multi-mode SpMV accelerator should be capable
of performing two FP16 multiplications at the same time,
or one FP32 multiplication, this Type I multiplier proposes
the simple method using one FP32 multiplier and two FP16
multipliers without considering hardware overhead. Type II
is a multi-mode transprecision multiplier designed according
to (3), sharing multipliers between two modes. Since the
significand of FP32 has 24-bit and FP16 has 11-bit, Type I
requires one 24-bit multiplier and two 11-bit multipliers.
In Type II, the 24-bit multiplier can be replaced by two
12-bit multipliers, while these are enough to calculate 11-bit
significands of FP16. Added multiplexers enable control
of operation modes of the multiplier, and multiplication of
2n can be easily implemented with concatenation. Type II
multiplier is finally applied in multi-mode SpMV accelerator
for transprecision multiplication, reducing hardware resource
compared to general Type I multiplier.

C. DUAL-ISSUE ACCUMULATOR
Since dual FP16 mode executes two multiplications in
parallel, the accumulator should treat results from multi-
mode transprecision multiplier at the same time. Dual results
of transprecision multiplier are named A and B, from FP16
multipliers MUL A and MUL B. The x indices of A and B
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FIGURE 10. Architecture of dual-issue accumulator. (a) x index and
length of x index of multiplier A, B output decoded from ptr in dual
FP16 mode. (b) Datapath of dual-issue accumulator per cycle in example
of (a). (c) Datapath of dual-issue accumulator in single FP32 mode.

should be different according to the analysis of data in the
local buffer as shown in Section III-B. To treat data with
different indices, dual-issue accumulator is designed to cover
all possible situations.

Fig. 10 explains the architecture of dual-issue accumulator
with some examples. Fig. 10(a) shows the example of
information prepared in CSR format. Since CSR format
consists of ptr instead of storing entire x indices, the length
of each x index can be known with subtraction of nearby
ptr value. In dual FP16 mode, two multiplier outputs, A
and B enter into the accumulator per one cycle. With this
information, x indices of A and B can be decoded in Aidx and
Bidx . In cycle 7, A and B change their value to accumulate
data with index 7 at the same position as the last cycle 6.

Fig. 10(b) shows the datapath of the dual-issue accumula-
tor using the example of Fig. 10(a). The accumulator consists
of two FP16 adders and two 16-bit registers. Inputs of adders
and registers can be selected by multiplexers. In cycles 0, 3,
4, and 5, since x indices of A and B, Aidx and Bidx are the
same, they should be added to each other. After adding A and
B, the result will be stored in the register or passed to write
buffer according to the length of the x index. If the x index
has length 2 like in cycle 0, the added result can be updated to
write buffer immediately. However, when the length is more
than 2, the accumulator should check the end of the same x
index, then store the result in the register or update to write
buffer.

In cycles 1, 2, 6, and 7, since Aidx and Bidx are different,
they should be treated separately. When the length of Aidx
and Bidx are all 1, they can directly dual-issued to write
buffer like in cycle 1. If the length is more than 1, the
value stored in the register should be added to the input
value. Added results can be updated to write buffer when the
calculation of the same index is finished. In cycle 7, values
of A and B are exchanged to accumulate value with a lower
register. Example of Fig. 10(b) covers all possible modes of
accumulator in dual FP16 mode.

Fig. 10(c) depicts the datapath of dual-issue accumulator
in single FP32 mode, reusing datapath of dual FP16 mode.
Since multiplier output of single FP32 mode has one result
per cycle, there is no need to consider various operation
modes as in FP16 mode. Two 16-bit registers can be reused to
store 32-bit single-precision numbers, while two FP16 adders
can also be reused for the FP32 adder. Since the floating-
point adder consists of exponent logic and mantissa adder
with shifter, the adder and shifter can easily work in dual
mode [35]. The results of the FP32 adder can be stored in
two registers separately or dual-issued in two 16-bit values to
write buffer.

V. EXPERIMENTAL RESULTS
For real-world graph datasets selected from SNAP as denoted
in Table 1, the proposed transprecision PageRank algorithm
is analyzed with in-house simulator in C++ language.
To support transprecision, transpoint is newly defined which
determines the time to change the precision level of operation
from FP16 to FP32. Then, threshold determines when the
iterative PageRank calculation can stop. Euclidean distance
between oldPR and newPR is used as the difference of
PageRank operation, while transpoint and threshold work
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FIGURE 11. The number of errors of top-100 ranking in single calculation.

as the control point of operation. This FP16 to FP32
transprecision PageRank is verified with a simulator in the
aspects of accuracy and speed, comparing the results of
transprecision (trans) with FP16 half-precision (half ) and
FP32 single-precision (single).

Fig. 11 shows the graph of the number of errors in
the top-100 ranking in single calculation according to the
change of threshold from 1E-3 to 1E-6. The number of
errors is determined by counting the number of different
rankings compared to the top-100 rank result of calculated
in double, which is the most precise calculation result. Then,
we selected the threshold point which has the lowest number
of errors for each dataset to analyze transpoint. For Twitter
and Pokec datasets, since threshold has a large effect on the
number of errors, the lowest threshold 1E-6 point is selected.
Stanford and Amazon datasets have similar numbers of errors
according to the threshold, with 1E-04 and 1E-05 showing the
lowest error for each.

To evaluate the throughput in PageRank calculation,
operation cycles are newly defined as the sum of the number
of iterations in single and halved value of the number of
iterations in half since two FP16 operations can be processed
at once in the proposed multi-mode SpMV accelerator. The
graphs in Fig. 12 show the number of errors, the number
of iterations in FP16 and FP32, and operation cycles with
the change of transpoint in the selected threshold point from
Fig. 11. The number of iterations is depicted in the bar graph,
indicating the proportion of half and single according to
transpoint. The optimal point is indicated with the number of
half and single iterations in ITERFP16 and ITERFP32. When
the transpoint is set nearby the threshold, the proportion of
iterations calculated in half increases. In contrast, when the
transpoint is set to 1E+0, the entire PageRank is calculated in
single.

Table 3 summarizes the number of errors in half and trans.
trans shows an extremely low number of errors compared to
half . When the entire PageRank computation is executed in
half , it can lead to convergence failure with a large number of
errors due to the low precision level of FP16. However, when
the appropriate transpoint is set near the thresholdwithout any

FIGURE 12. The number of errors, operation cycles, and half , single
portion in the number of iterations according to transpoint.

convergence failure, it maintains a similar number of errors
in single.

In PageRank calculation, the required number of floating-
point operations (FLOPs) is given by the product of the
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TABLE 3. The number of errors in half and trans.

FIGURE 13. Operation cycles comparison of trans and single.

number of iterations and twice the number of edges in
each dataset since it requires one multiplication and one
accumulation for an edge. For general-purpose CPUs and
GPUs, overall throughput for PageRank calculation depends
on the floating-point calculation capability of the computing
units. Due to the multi-mode SpMV architecture where two
FP16 operations can be processed at once, the proposed
transprecision architecture can improve the throughput of
the PageRank calculation. Fig. 13 shows the comparison
between operation cycles of trans and single. In trans, since
the operation cycles in half iterations can be halved, it shows
the result of speedup up to 1.9× compared to single. The
proposed multi-mode SpMV accelerator enables the speedup
of trans, supporting two FP16 multiplications at the same
time in dual FP16 mode.

FIGURE 14. Gate count comparison of FP64 multiplier, FP32 multiplier,
Type I and Type II multiplier.

FIGURE 15. Area-time product comparison of single and trans.

Multipliers introduced in Section IV-B are synthesized
in 28nm CMOS process at 1GHz clock frequency with
FP64 double-precision multiplier and FP32 single-precision
multiplier for comparison. As illustrated in Fig. 14, FP64
multiplier has the largest gate count of 18.1kGE (NAND2
Gate Equivalent) mainly due to a 53-bit significand number
to be multiplied. Type I multiplier consists of one FP32
multiplier and two FP16 multipliers, while Type II is multi-
mode transprecision multiplier used for the proposed SpMV
accelerator sharing 12-bit multipliers. Type II multiplier has
the lowest gate count of 3.02kGE compared to others, even
lower than the FP32 multiplier. Splitting the multiplier by
dividing the mantissa part of the floating-point number is
effective to reduce hardware resources.

The area-time product of single and trans is illustrated in
Fig. 15 where the proposed transprecision PageRank shows
the area-time product reduction of 36.7-45.7% compared to
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TABLE 4. Comparison with prior works.

the uniform single-precision system. For combinational logic,
since the power consumption is proportional to the number
of logic gates, the area-time product is a good measure of
the energy savings of the proposed architecture. Additionally,
regarding the number ofmemory accesses, which is one of the
major contributions to energy dissipation, a reduced amount
of memory accesses is required in the proposed architecture
since FP16 operations require half of the data amount from
main memory compared to FP32.

Table 4 summarizes the comparison of prior works which
designed SpMV accelerator. COO format is applied to [12]
and [14], which has an intuitive format to utilize. CSR format
is selected in this work and [13] to reduce memory size
compared to COO format for common datasets which are not
hyper-sparse. The SpMV accelerator in [14] selects 20-bit to
26-bit fixed-point precision for PageRank acceleration, while
working on the newly proposed FP16 to FP32 transprecision
scheme has shown higher accuracy.

VI. CONCLUSION
The multi-mode SpMV accelerator for transprecision PageR-
ank is proposed, operating in dual FP16 mode and single
FP32 mode. Four real-world datasets are used in CSR
sparse matrix compression format, with up to 38% memory
reduction compared to COO format. To perform two FP16
SpMV at the same time, a dual-issue accumulator and
multi-mode transprecision multiplier are designed. Hardware
resources can be reused between two operation modes to
reduce overhead. The proposed FP16 to FP32 transprecision
PageRank algorithm is verified for aspects of accuracy and
speed. Transprecision shows an extremely low number of
errors compared to FP16 half-precision, with an error rate
of 0-4%. Compared to single-precision PageRank without
transprecision, the proposed transprecision PageRank shows
1.3×-1.9× speedup.
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