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ABSTRACT COVID-19 has affectedmany people across the globe. Though vaccines are available now, early
detection of the disease plays a vital role in the better management of COVID-19 patients. An Artificial
Neural Network (ANN) powered Computer Aided Diagnosis (CAD) system can automate the detection
pipeline accounting for accurate diagnosis, overcoming the limitations of manual methods. This work
proposes a CAD system for COVID-19 that detects and classifies abnormalities in lung CT images using
Artificial Bee Colony (ABC) optimised ANN (ABCNN). The proposed ABCNN approach works by
segmenting the suspicious regions from the CT images of non-COVID and COVID patients using an ABC
optimised region growing process and extracting the texture and intensity features from those suspicious
regions. Further, an optimised ANN model whose input features, initial weights and hidden nodes are
optimised using ABC optimisation classifies those abnormal regions into COVID and non-COVID classes.
The proposed ABCNN approach is evaluated using the lung CT images collected from the public datasets.
In comparison to other available techniques, the proposed ABCNN approach achieved a high classification
accuracy of 92.37% when evaluated using a set of 470 lung CT images.

INDEX TERMS Artificial neural networks, artificial bee colony algorithm, multilayer perceptron, resilient
backpropagation, texture features, feature extraction, classification accuracy.

I. INTRODUCTION
The Novel Coronavirus disease named COVID-19 is a
dangerous one that leads to death causing severe pneumonia
in the lung regions. This novel virus started in 2019 and has
spread affecting almost all the countries around the globe
recording 427,192,984 cases till 22/02/2022 [1]. A complete
cure has not been discovered and hence early and accurate
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diagnosis can only be the remedy of COVID-19 that can
decrease the mortality rate [2]. COVID-19 contains a positive
single-stranded RNA type and, hence, it is difficult for
medical professionals to discover preventive medicine for
its mutating nature. Countries such as the United States, the
United Kingdom, China, Italy, Spain, Iran, and others have
a high death rate, particularly among the elderly. COVID-19
has been seen in bats, pigs, dogs, humans, poultry, and cats.
Common symptoms include throat pain, fever with headache,
cough, runny nose, and it mostly affects people with a weak
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immune system [3], [4]. This spreading mode of this virus
is air transmission and spreads among humans through hand
contact, mucus contact, or breath contact [5], [6].

Artificial intelligence (AI) and machine learning (ML)
have been widely used in diverse research areas, including
anomaly detection, disease diagnosis, text mining, cyber
security, etc. [7], [8], [9], [10], [11], [12], [13], [14], [15],
[16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26],
[27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37],
[38], [39], [40]. Artificial Neural Networks (ANN) has been
used in image segmentation and classification [41], [42].
Coronavirus causes severe pneumonia that can be diagnosed
using chest X-ray or lung CT scan images [43]. Many
types of research that diagnosed various deadly diseases
have successfully used Multi-Layer Perceptron (MLP) as the
prediction method [44], [45]. Appropriate selection of the
parameters of theMLP network can increase the accuracy rate
of the diagnosis. Swarm intelligence algorithms have been
widely used in the literature to fine-tune the input parameters
and also the other design parameters of an ANN model. The
input features, hidden node size, hidden layer size, learning
rate, momentum constant, and the initial weights are the
various parameters considered for optimal ANN design.

Sun et al. [46], proposed an adaptive feature selection
method for choosing contrasting features for the analysis
of COVID-19. It majorly concentrates on high-level feature
selection. It is the process of extracting location-specific
features such as where it has spread and how much it has
spread. After that, affected regions are segmented. They
have considered various features that use interlobular septal
deepening for classification. Computer Aided Diagnosing
method determines only the bilateral lobe. In this approach,
lung lobes, bilateral lungs, and pulmonary segments are
considered for better segregation. It also calculates the
distribution. To reduce the redundancy of the features,
Xgboost and the random forest method are used. The dataset
includes 1495 COVID-19 and 1027 pneumonia patient
details. It achieves 91.79% accuracy. Carvalho et al. [47]
designed the system for the diagnosis of COVID-19. CT-
images are taken as input. For classification, CNN and
XGBoost are used. This approach involves i) generation of
CT photographs ii) eradication of feature which uses CNN
iii) class of images which makes use of XGBoost and iv)
affirmation of outcomes which includes metrics typically
utilised in CAD systems. The technique proposed used CNN
for the utilisation of features in CT images and XGBoost for
grouping. 708 CT images are collected. In that data set, 312-
COVID-19 and 396 non-COVID. It focuses mostly on the
binary class. In general, to train the deep convolution neural
network architecture, we need massive volume of CT images.
As 708 CT-images are not sufficient to train CNN, they
used pretrained models for feature extraction and eXtreme
Gradient Boosting (XGBoost) for classification. This tech-
nique produced 95.07% accuracy. Wang et al. [48], proposed
an automated system for extracting pneumonia lesions from

CT images. Splitting of images is very essential for correct
prediction, which requires follow-ups. Specifically, deep
learning helps in performing this kind of image splitting.
But, it requires a large volume of high quality annotations.
If the quantity of the data set is minimal, then training
the CNN seems to be backbreaking. Hence, a novel noise-
robust framework was proposed which learns from the noisy
labels for segmentation tasks. It presents the discrepancy
between foreground and background pixels and labels, which
are noisy in general. In which, the advanced COVID-19
Pneumonia lesion segmentation network (COPLE-Net) is
used to increase information gain. It combines the uses of
max polling and average pooling as well as down sampling.
It minimises information loss compared to simple max
pooling. For experimentation, it utilises the CT images
of 558 Corona patients. Wang et al. [49] presented an
enfeebled supervised system for coronavirus segregation and
localization of lesions from chest CT. It really works on
the extraction of images part. For every patient, the lung
vicinity became segmented by utilising a pretained UNet;
then the 3-D lung vicinity became segmented and fed right
into a 3-D deep neural technique to find out the chance of
occurrence of the coronavirus. 499 CT scan images have
been utilised for training. For testing, 131 CT volumes
have been used. 1.93 seconds are taken by the system to
determine each patient’s CT volume, which uses a dedicated
graphics processing unit. Authors have adapted the 3-D deep
convolution neural community to identify COVID-19 from
CT volumes. It directs CT extent and 3-D lung as input.
The 3-D lung masks are generated through pretrained U-
Net. DeCoVNet consists of three phases, namely: network
stem to preserve rich local visual information; the next
phase is a 3D residual block to extract the features; the last
phase is a progressive classifier, which classifies whether the
person is affected by COVID-19 or not. El-Sayed et al. [50]
proposed inventive feature selection and voting classifier
algorithms, especially for the coronavirus. Diagnosis plays
a vital role in providing timely and suitable treatment. In this
approach, numerous deep learning algorithms (PSO, CNN,
and GuidedWhale Optimisation algorithm) are experimented
with. A novel voting approach is implemented to overcome
individual classifier incompatibilities. Sakib et al. [51]
proposed a deep learning-based chest radiograph type system
for accurately distinguishing COVID-19 cases. A novel
data set is prepared, including normal, pneumonia, and
COVID-19 cases. The Posteroanterior (PA) chest view is
chosen as a feature for classification which improves the
quantity of the data set. A data augmentation for radiographic
images algorithm is used to generate the augmented data.
For the classification of COVID-19, Rajaraman et al. [52]
employed excellent deep learning ensemble techniques.
It uses chest X-rays as a data set. The data set combines
X-ray images of bacterial pneumonia, COVID, and viral
infection.Numerous pruning models are combined through
ensemble techniques. It results in better classification with
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an accuracy of 99.01%. For recognising COVID-19 from
CT-images, Mishra et al. [53] employed deep convolution
neural network architecture. A decision fusion-based strategy
is applied in this case. To get at the final prediction, it checks
a number of deep learning models. The goal of this model
is to diminish the bias of individual approaches via major
voting approaches. They experimented with different models
like VGG 16, Inception V3, ResNet50, Dense Net 121, and
Dense Net201. Specificity, accuracy, sensitivity, precision,
recall, and F1-Score are taken as performance metrics.
Singh et al. [54] Multi-objective differential evolution based
convolution neural networks are implemented to classify the
patients affected by COVID-19. CT images are taken as a
data set. It focused only on binary classification. A multi-
objective differential evolution based convolution neural
network is used for classification. In this approach, stride,
kernel size, activation functions, kernel type, padding, hidden
layer, etc. are considered as parameters to train the machine.
Numerous deep convolution neural network architectures
such as CNN, ANN, and ANFIS are being experimented with
to get accurate classification. Goel et al. [55] have proposed
deep network architectures for finding the infections caused
by COVID-19 using CT images. The random forest algorithm
uses the features derived from the auto encoder and grey
level co-occurrence matrix for efficient and fast detection of
COVID-19. The data set includes 2482 CT images,among
which 1252 images are those of the victims tested positive
for the COVID-19 infection and 1230 images are from
individuals tested negative for the coronavirus. Auto encoders
are used to recreate the given image. Encoders are used for
dimensionality reduction. It also tries to reduce overfitting.
GLCM is utilised for texture evaluation due to the fact that
it is able to estimate the quality of the image with respect
to second order statistics. The pixel relationships are studied
by using a grey level co-occurrence matrix. Jain et al. [56]
presented a model for COVID-19 exposure and analysis on
chest X-ray images. Post Anterior (PA) vision of chest X-ray
images is considered to classify the diseases. For comparative
analysis, Inception V3, Xception, and ResNet models are
furnished for comparison. The data set includes 6432 chest
x-ray samples, of which 5467 were applied for preparation
and 965 images were used for validation. In this study, the
Xception model earned better accuracy (97.97%) than other
models. A few recent applications of optimization algorithms
are given in [83], [84], [85], and [86]. The contributions of the
paper are as follows:

• This paper introduces a CAD system called the ABCNN
approach for the detection and classification of the
COVID-19 disease.

• This paper uses a publicly available dataset that contains
lung CT scan images of COVID-19 cases (COVID
pneumonia) and non-COVID-19 (normal pneumonia or
other infections).

• The proposed system uses a swarm intelligent optimi-
sation variant inspired by the foraging behaviour of
honey bees called the Artificial Bee Colony (ABC)

optimisation technique for the generation of the optimal
threshold for a region-growing segmentation process,
input features, hidden nodes, and the initial weights for
a feed-forward neural network that is trained and tested
over a set of COVID-19 and non-COVID-19 cases.

• The proposed system first preprocesses the lung CT
images using a Wiener filter and then segments the lung
regions.

• Further, rectangular patches of the areas of Regions of
Interest (ROI) are cropped from the infected regions.

• Then a region-growing segmentation process whose
thresholds are optimised using an ABC optimisation
process is used for accurately segmenting the infected
portions from the rectangular patches.

• Texture and histogram-based intensity features are
extracted from the infected regions and an appropriate
set of features is selected, which acts as the input feature
set for the classification process.

• Further, the ABCNN approach uses a fine-tuned ANN
model for the classification of the COVID-19 and non-
COVID-19 cases.

This paper is summarised as follows: A review of some
relatedworks that have used variousmachine learningmodels
is described in section II. Section III handles the detailed
description of the proposed ABCNN approach. Section
IV has the experimental analysis and assessment section
followed by the conclusion in section V.

II. STATE-OF-THE-ART
An automatic diagnosis system for COVID-19 disease is
proposed [57]. The CT lung images were collected from three
different hospitals. These images contain infection regions
of COVID-19, viral pneumonia, and other normal regions.
The infectious regions are extracted using a 3D deep learning
model. The type of infection and the confidence score are
evaluated using the bayesian function. The proposed system
attained an accuracy of 86.7% when tested on a set of 618 CT
lung samples.

A diagnosis system for the feature extraction and clas-
sification of COVID-19, pneumonia, and normal lung CT
images of 316 patients is proposed [58]. The CT lung images
are preprocessed for the noise removal process. Histogram
based thresholding is done for the extraction of lung portions.
Each lung portion undergoes a feature extraction process
where a set of deep learning features and entropy features are
extracted. Further, a long short-term memory (LSTM) neural
network is used to classify the lung portions as COVID-19,
pneumonia, and normally based by taking the input features
as input.

A neural system called COVNet, which is an automatic
detection system for the detection of COVID-19, is pro-
posed [59]. This system is evaluated using a dataset collected
from 6 different hospitals that contains 4356 CT images
of the chest belonging to 3,322 patients. The sensitivity
and specificity for COVID-19 detections are 90% and
96% respectively. The proposed system uses a supervised
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convolution neural network that uses ResNet50. This system
takes CT image slices as input where CNN features are
extracted from each of the slices and integrated using a max-
polling operation. These features are fed to the connected
layer to calculate a probability score.

A model for automatic COVID-19 diagnosis with the help
of chest X-ray images is proposed [60]. This proposed system
is used for binary and multiple class classification. The
accuracy rate is 98.08% for COVID-19 and normal binary
classification, where the accuracy rate is 87.02% for the
classification of COVID-19, normal, and pneumonia multi-
class classification. The proposed system used 17 convolution
layers with filtering in each layer. This system is publicly
available on GitHub for the initial screening and is available
to radiologists.

A model based on deep learning is introduced for the
diagnosis of COVID-19, which was evaluated on a dataset
containing 1,119 CT pathogen images that contain cases of
COVID-19 and viral pneumonia [61]. The region of interest
is first extracted and then randomly selected. A convolutional
neural network is used to extract the graphical features and
a fully connected neural network is used for classification
purposes. The testing accuracy reached 79.3% with a
sensitivity of 0.67 and a specificity of 0.83.

A Convolutional Neural Network based model for the
diagnosis of COVID-19 called DeCoVNet is proposed [62].
The proposed system works in different stages involving
2D-UNet preprocessing, DeCoVNet preprocessing, and Data
Augmentation. The lung region is extracted with the help
of Unet and then a 3D deep neural network is utilised to
predict COVID-19 infectious. The proposed system obtained
a ROC of 0.959 AUC. The sensitivity of the proposed system
is 90.7% and its specificity is 91.1%.

A deep learning model is proposed for coronavirus
diagnosis using chest X-rays [63]. The system uses a
fuzzy color technique for the preprocessing and the dataset
with the stacked images is used for training the deep
learning networks called SqueezeNet and MobileNetV2,
where the significant features are selected using social mimic
optimisation. The SVM is used as the classifier that classifies
the images as pneumonia, normal, and coronavirus affected.
The classification rate achieved is 99.27%.

Amachine learningmethod for the detection of COVID-19
is proposed using lung CT images is proposed [64]. A total
of four patches of different sizes were extracted from
the image, and a feature extraction process was done
by deriving the texture features. An SVM classifier is
used for the classification of the patches as COVID-19
pneumonia and other viral pneumonia using 2, 5 and 10-
fold cross-validations. The classification accuracy attained
is 99.68%.

A deep learning method called DeepPneumonia was
developed for the diagnosis of COVID-19 [65]. The proposed
system is evaluated using the CT images collected from
88 patients with COVID-19, 101 patients with bacterial
pneumonia, and 86 healthy people. The regions of the

lungs were extracted and the blacks were filled. The Details
Relation Extraction neural network (DRE-Net) is further used
to extract the K details of the CT images to obtain image
predictions. Then, using the image predictions, the patient
level diagnosis is achieved. The proposed system achieved
a 0.95 AUC and 0.96 sensitivity.

A deep neural learning system is proposed for the auto-
matic segmentation of the infected regions of COVID-19 [66].
The system is evaluated using a publicly available dataset of
lung CT images. The proposed system is developed using the
U-Net architecture. An aggregated residual transformation is
used to increase the efficiency of U-Net. The proposed system
with augmentation showed an accuracy of 79% and without
augmentation of 70% when evaluated using 110 CT slices of
60 patients.

III. DETAILED DESCRIPTION OF PROPOSED ABCNN
APPROACH
The proposed ABCNN system is composed of major
steps such as image preprocessing to enhance the image
quality, ROI extraction for finding out the infected portions,
feature extraction for deriving the texture and intensity
features, feature selection that selects the significant features,
and classification to diagnose. The implementation of the
ABCNN approach follows a simple and purely wrapper-
based approach without the involvement of any statistical
screening such as F-score, information gain, etc., on the
dataset used. The work proposed in this paper using ABC
optimisation for simultaneously optimising the segmentation,
feature selection, and classification processes is novel.
Figure2 shows the block diagram of the proposed fully
automated ABCNN diagnosis system.

The input dataset is the lung CT scan image dataset. The
total set is subdivided into three subsets. The first set obtains
the 50% samples that can be used for training. The next
25% samples are utilised for validation and the rest of 25%
is utilised for testing. The proposed approach derives the
optimal set of input features using the ABC optimisation
technique. Then optimal features are collected from the three
subsets, eliminating the rest of the features. The optimal
features from the training set are utilised for ANN classifier
training. The optimal solutions (initial weights and hidden
node size) generated by ABC are used as the initial parameter
settings of ANN. The ANN error is calculated with the help
of the validation set. The training of ANN is stopped if the
validation error increases for six iterations continuously. The
fitness of trained ANN is calculated using Equation (7 & 8).
The ANN with high fitness (best) is selected and tested using
the testing set with optimal feature subsets.

Solution representation is given in Figure1. A bit gives the
random initial weights, in which 2A different initial weights
can be explored. B bits give the hidden node size so that 2B

hidden node size can be explored. C bits give the feature bits
that represent the total features. If a feature is selected, then
the ‘C’ bit is one; otherwise, it’s zero. D bits represent the
threshold values where 2D threshold values can be explored.
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FIGURE 1. Initial solution representation.

A. IMAGE ACQUISITION
The proposed ABCNN approach uses the lung CT scan
images, which are abnormal. These images acquired contain
infectious regions of COVID-19 pneumonia and COVID-19
(normal, bacterial pneumonia, and other infections). A set
of 470 CT lung images were acquired from [67] which is
a publicly available data set that contains CT lung images
collected from patients suspected of various lung infections.
The proposed work uses 275 lung CT scan images of
COVID-19 and 195 lung CT images of non-COVID-19
from [67]. These images are used by the ABCNN approach
for training, validation, and testing for segmentation and
classification purposes. The sample images from the data
set with the radiologist’s markings in arrows and circles that
show the infected regions are shown in Figure 3.

B. PRE-PROCESSING
The preprocessing step removes unwanted noise, which
enhances the image quality. The Wiener filter is used to
remove noise where the edges and the fine details of the lungs
are preserved. These filters are used for the over-smoothing
of the image. Original and Wiener filtered images are shown
in Figure 4. Wiener filtering calculates the local mean and
variance of the local neighbourhood of every pixel. Further,
pixel-wise linear filtering is done using Equation 1.

Z (x, y) = m+
(v2 − n2)

v2
∗ (J (x, y) − m) (1)

Z represents the filtered image; J represents the original
image; m and v represent the mean and variance of the local
neighborhood, respectively, and n represents variance related
to noise.

C. EXTRACTION OF REGION OF INTEREST (ROI)
The region of interest in extraction consists of two stages.
The first stage involves the extraction of the lung region
from the lung CT image acquired, where the second stage
involves the extraction of the infected regions from the lung
portions. The ABCNN approach incorporates the extraction
of ROI only on the abnormal images. The entire set of images
is fed as the input to an ANN classifier with the texture
features of those images as the input. The ANN then classifies
those images as normal and abnormal. Further, the abnormal
images are considered for the ROI extraction process where
histogram-based thresholding is used for the extraction
of lungs and the optimal thresholds are generated for a
region-growing process for the segmentation of the infected
regions.

1) EXTRACTION OF LUNG REGIONS
Preprocessing extracts the useful regions (lung regions)
without losing their quality. The lung regions of a CT lung
scan image are superimposed on its background. The ROI
(lung region) consists of the infected and background region
information. This extraction stage separates the lung regions
from their background using a global thresholding technique
in the lung CT. Let us take a lung CT image Z (x, y),
which consists of two lung regions with the infected portions
around a dark background. The lung region can be extracted
from its background using a threshold T represented using
Equation 2.

Z (x, y) =

{
j if j(x, y) > T
0 if j(x, y) ≤ T

(2)

Any point (x, y) on the image for which J (x, y) > T
is considered as the lung region. The other pixel points are
considered background regions. The appropriate thresholds
are chosen from the histogram of the lung CT image.
A histogram-based on intensity is constructed for the image,
and a local threshold is selected by analysing the intensity
levels of the local region around a pixel. The lungs are
segmented and further processing is done on the lung regions.
Figure 5 shows the binary and grey lung regions obtained.

2) EXTRACTION OF THE INFECTED REGION
The segmentation of the infected region separates the infected
portions from the lung region of the COVID-19 CT scan
image. Two commonly used segmentation methods for
non-trivial images are region-based segmentation methods
based on similarity detection, such as region growing, and
boundary-based segmentation methods based on disconti-
nuity detection, such as thresholding and gradient edge
detection, in which discontinuities are detected and linked
to form region boundaries. The proposed ABCNN approach
uses an optimised region growing method for segmenting
the infected portions of the lung region. Figure 6 shows
the infected region after extraction. The procedure for the
proposed ABC optimised region growing process is as
follows.

Step 1. Input the abnormal segmented lung section of the
CT image.

Step 2. Generate the optimised threshold by ABC algo-
rithm represented by α.

Step 3. Let α be considered as the seed point for the
proposed region growing process.

Step 4. Add the four neighborhood pixels.
Step 5. Evaluate distance (β) between new neighbor pixels

mean intensity and region mean intensity.
Step 6. Perform region growing process if α ≤ β and

include the neighbor pixel nearest to the region
mean intensity if the new pixel is not included
already and save new pixel coordinates.

Step 7. Save the new region mean and return to Step 2.
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FIGURE 2. The proposed architecture of ABCNN approach.

FIGURE 3. Samples of lung CT scan images.

Step 8. Perform region growing till every similar pixel is
grouped.

Considering the fact that the infected parts in the lung
region do not share the same intensity levels, choosing a
constant threshold to segment the infected parts using region-
wide growth leads to inaccuracy in the segmentation of the
infected parts. As a result, an automated method is necessary
for the estimation of an appropriate threshold. To end
this, a metaheuristic swarm intelligence-based technique

FIGURE 4. Original and wiener filtered images of lung CT images.

inspired using the foraging of honey bees called Artificial
Bee Colony introduced in 2005 by karaboga and used for
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FIGURE 5. Lung extraction from filtered CT images. The filtered CT lung
image is seen in the left, the binary lung extraction from the filtered CT
lung image is in the middle and the gray level lung extraction of the
filtered CT lung image is on the right.

FIGURE 6. Infected region detection from raw CT lung image through
region of interest extraction.

various applications as demonstrated in [68] and [69] is
utilised for the generation of a dynamic threshold instead of

using a static threshold throughout the segmentation process.
ABC is a stochastic search process and has been proved to
solve multidimensional problems and real-time optimisation
problems. It is robust and simple, with a minimum number of
control parameters. The algorithmic steps for the generation
of the optimal threshold using ABC optimisation that can be
used in the segmentation of the infected regions are described
as follows.
Step 1: Initialization (Generate possible thresholds): Each

food source represents a possible threshold that is
randomly produced in the range [-10, 10] using
Equation 3.

E lk = E lk + random(0, 1) ∗ (E lmax − E lmin) (3)

E lk is the k th food source with parameter l and
k = 1, 2, . . . ., S, where S represents maximum
food sources. l = 1, 2, . . . ., d , where ‘d’ gives the
dimension indicating the number of parameters of
the optimisation problem. E lmin and E

l
max gives the

minimum and maximum bound of l th parameter of
the optimisation problem respectively.

Step 2: Quality Evaluation of food source (Evaluate seg-
mentation process): The fitness values for each
food source Ek are identified using Equation4.

fitness = X × Y (
X∑
i=1

Y∑
j=1

Mij ⊕ Tij) (4)

here X × Y represents the size of the image, (i, j)
gives the location of the pixel of the manually
segmented binary image and the binary image
segmented using the proposed ABC optimised
region growing. Equation 4 gives the unequal
pixels in the manual and segmented images by the
proposed approach. Subtracting the produced value
of Equation 4 from the total size of the image
X × Y , the equal pixels in compared images can
be obtained.

Step 3: Employed bee Phase (Search for a better local
optimal threshold): Food sources representing
the possible solution (threshold) are assigned to
employee bees. Employee bees use Equation 5 and
search for neighborhood food sources around the
current food sources E lk .

V l
k = E lk + random(−1, 1) ∗ (E lk − E lv) (5)

here, Ed represents a random food source where
v ∈ 1, 2 . . . , S. ‘k’ is a random integer and l =

1, 2 . . . , d and ‘v’ is not equal to ‘k’ for proper
exploitation. If the quality of V l

k is higher than E lk
then bee eliminates E lk saving V

l
k , or vice versa.

Step 4: Onlooker Bee Phase (Generating a local opti-
mal threshold): Information regarding the selected
food sources is shared with the onlooker bees.
The probability value Zi of each food source
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TABLE 1. Texture and intensity features extracted.

received from the employee bee is calculated using
Equation 6.

Zk =
fitness(Ak )∑N
k=1 fitness(Ak )

(6)

The quality of the food source Ak is represented
as fitness(Ak ). The value Zk of food source is
compared with a random (0,1). Food sources with
a Zi value greater than random (0,1) are selected by
the onlooker bees.

Step 5: Food source memorization (Save the optimal
threshold generated): Food source with high
fitness(Ek ) is memorized.

Step 6: Scout Bee Phase (Generating new thresholds for
the next iteration in search of a global optimal
threshold): In this phase, food sources that are
not improved for certain iterations are identified
and replaced by a randomly generated food source
using Equation 3.

3) FEATURE EXTRACTION
In this proposed work, features indicating the intensity
histogram and texture features are extracted from the
segmented infectious regions to indicate the characteristics
of segmented infectious regions. In comparison to the rest
of the regions in CT images, infected portions appear with
high intensity levels. The COVID-19 infected portions of the
lungs have an erratic texture compared to other infectious
regions of the lungs. Hence, textural features are extracted
using a gray-level co-occurrence matrix (GLCM) and gray-
level run-length matrix (GLRLM) that contains the second-
order statistical information regarding the neighbouring
pixels of the image. The extracted features are given
in Table 1.

D. FEATURE SELECTION AND CLASSIFICATION
The proposed ABCNN approach performs optimal feature
set selection and ANN design parameter selection, such
as initial weights and hidden node size. Feature selection
selects appropriate features from features that are extracted.
It improves classification accuracy, decreasing the computa-
tional cost [70]. Feature selection is an optimisation problem
that searches for solutions in a large set of solution spaces
(different features). Appropriate initial weights and hidden
node size may prevent the ANN from being overtrained or
undertrained and improve the convergence of the training
process. Due to the importance of simultaneous optimisation
of ANN design parameters and feature selection process
and because of the complex design issues of ANN, ANN
topology optimisation can be hybridised with a powerful
swarm metaheuristic optimisation, such as ABC, because of
its powerful local and global search capabilities in finding out
global optimal solutions. The steps for implementation of the
proposed work are explained as follows.

Step 1: Initialization (Generating the possible feature set,
initial weights, and hidden node size):
Each Food source represents a possible set of
features, initial weights, and hidden node size that
are randomly produced using Equation1.

Step 2: Decoding process: Decode each solution obtained
for selecting the optimal feature subset, initial
weights, and hidden node size. Only the selected
features are utilised and the remaining are elimi-
nated from training, validation, and testing dataset.

Step 3: Training process: Using the MLP design parame-
ters obtained from step 2, such as input features,
initial weights, and hidden node size, the training
process is executed using the training set. The
problems of over-training MLP are avoided by
monitoring the validation set error while the
training process is executed. The training is stopped
if the NN error on the validation set increases for six
iterations continuously.

Step 4: Quality Evaluation of food source (Evaluating the
ANN): The fitness values for each food source Ek
identified using NNerror = (Qmax − Qmin/s ∗

t)
∑s

i=1
∑t

j=1(X
i
j − Y ij ). ANN fitness is calculated

using Equation 8. A higher NN error represents low
fitness ANN.

NNerror = (Qmax − Qmin/s ∗ t)
s∑
i=1

t∑
j=1

(X ij − Y ij )

(7)

Fitness = (1/NNerror) (8)

‘s’ and ‘t’ represents the size of output nodes
and validation sample size, respectively. Qmax and
Qmin give the maximum and minimum output
(actual),respectively. Y ji and X

j
i give the maximum

and minimum output (actual),respectively.
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Step 5: Employed bee Phase (Searching for a better local
optimal input features, initial weights, and hidden
node size): Food sources representing the possible
solution (initial weights, hidden node size, and
input features) are assigned to employee bees.
Employee bees use Equation3 and search for
neighborhood food sources V l

k around the current
food sources E lk .They perform a greedy selection
between V l

k and E
l
k to select the better one.

Step 6: Onlooker Bee Phase (Generating local optimal
input features, initial weights, and hidden node
size): The food sources that are selected by the
employee bees is evaluated using Equation 6. Then,
a better food source (initial weights, hidden node
size, and input features) that are selected are again
exploited using the Equation 5.

Step 7: Food source memorization (Save the optimal input
features, initial weights, and hidden node size
generated): Food source with high fitness(Ak ) using
Equation 8 is memorized.

Step 8: Scout Bee Phase (Generating new input features,
initial weights, and hidden node size for the next
iteration in search of a globally optimal solution):
In this phase, food sources that are not improved
for certain iterations are identified and replaced by
a randomly generated food source using Equation
3.

Step 9: Final network and performance calculation: Iter-
ations are evaluated until the final generation is
attained. The solutions with the best fitness will
be selected in the final generation. Using the test
data set, the ANN accuracy and complexity are
evaluated. The proposed approach calculates the
ANN complexity (number of connections) using
the following equation.

Con = O ∗ P+ P ∗ Q+ P+ Q (9)

where ‘O’ gives input features (size), ‘P’ indicates
hidden node size, and ‘Q’ indicates output nodes
(size). TheMLPwith fewer connections guarantees
the least complexity.

IV. PERFORMANCE EVALUATION OF THE PROPOSED
ABCNN APPROACH
To evaluate the performance of the proposed ABCNN
approach on COVID-19 diagnosis, a total of 470 CT scan
images, of which 275 CT COVID-19 images and 195 non-
COVID images collected from [67] were used for training,
testing, and validation purposes. The images undergo the
texture feature extraction process and are fed into an ANN
classifier where they are classified as normal and abnormal.
Then, after the extraction of lung regions from the abnormal
images, patches containing the infected regions are cropped
and fed as the input to the ABCNN approach. The results
acquired are presented as segmentation and classification
performance for the proposed ABCNN approach.

TABLE 2. Parameter settings of ANN.

TABLE 3. Parameter settings of ABC.

TABLE 4. Segmentation results of the ABCNN approach as seen in
Figure 7.

A. PARAMETER SETTINGS AND EXPERIMENTAL
SETUP
The proposed methodology is implemented using MATLAB
(software MATLAB version R2019a) on a PC with the
following characteristics: The Intel Pentium i5 8th generation
processor, 8 GB of RAM, and the Windows-10 operating
system. The neural network toolbox is used for backpropaga-
tion training. The training parameters for the implementation
of backpropagation are the default. The winner-takes-all
approach is used for classification at output nodes. The
parameter settings of the ANN are shown in Table 2. The
number of input nodes is set equal to the input feature size,
which is 20, and the number of output nodes is set to two,
representing the COVID-19 and COVID-19 classifications.
The initial weights (A) in terms of number of bits is set
as 15 where 2A different combinations of initial weights
can be explored. The hidden node size (B) is set as two,
which indicates that it indicates 2B different combinations
of hidden node sizes can be explored. The input feature size
(C) in terms of the number of bits is set at 20, where the
value ‘1’ indicates the feature is turned on or ‘0’ indicates
the feature is turned off. Fifty percent of the total dataset
is taken for training purposes. That comes to 235 images.
The remaining fifty percent is divided equally and used for
validation and testing purposes. The ABC parameter settings
are shown in Table 3. The ABC parameters, such as the size
of the bees, are selected as 30 based on the solution space
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TABLE 5. Performance evaluation of the proposed ABCNN approach.

TABLE 6. Confusion matrix of the proposed ABCNN approach for ten runs.

considered. The number of employee bees is set equal to
the number of onlooker bees following the standard ABC
algorithm. The maximum number of iterations is set at
30 considering the computational time. The number of runs is
set as 10, where for each iteration size, ten independent runs
were executed and the mean accuracy and complexity were
calculated.

B. SEGMENTATION PERFORMANCE
OF PROPOSED ABCNN
Accuracy based on segmentation results indicates the
eventual success or failure of the segmentation process.
To evaluate the performance of the segmentation of the
proposed ABCNN approach, DICE and Jaccard are used.
DICE represents the degree of overlap between two binary
images [71] and Jaccard indicates the degree of similar-
ity [72]. These are defined using Equations 10 and 11 in
which X and Y indicate the manually segmented infected
regions and output image of the optimised region growing
segmentation method respectively.

DICE(X ,Y ) =
2|X ∩ Y |

|X | + |Y |
(10)

Jaccard = |X ∩ Y |/|X ∪ Y | (11)

The segmentation method of the proposed ABCNN approach
is applied to the images shown in Figure 7. Examples of
segmented portions were shown in Figure 7. The first column
shows pre-segmented portions, the middle portion shows
ABCNN-based automatic segmentation, which is (Auto-
segmented) portions which are segmented by the proposed
ABCNN, and the right shows manually segmented portions.
Their segmentation results are shown in Table 4.

FIGURE 7. Examples of segmented portions. Left shows pre-segmented
portions, middle shows ABCNN-based automatic segmented
(Auto-segmented) portions, and right shows manually segmented
(Man-segmented) portions.

TABLE 7. Performance of ABCNN based on different metrics.

TABLE 8. Performance of ABCNN-RP based on feature selection.

C. CLASSIFICATION PERFORMANCE OF PROPOSED
ABCNN CONCERNING ACCURACY, COMPLEXITY, AND
COMPUTATIONAL TIME
The proposed ABCNN approach is investigated for genera-
tion sizes of 10, 20, and 30. The number of connections and
classification accuracy were calculated for ten independent
runs. The backpropagation approaches such as resilient
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FIGURE 8. Performance of the proposed method. (A) Convergence of Validation error for ABCNN. (B) Performance of ABCNN in terms of classification
accuracy. (C) Evolution of the number of connections of ABCNN for different generations. (D) Evolution of hidden node count with feature selection for
ABCNN over different generations.

TABLE 9. Confusion matrix of ABCNN-RP for the best network with selected features.

TABLE 10. Performance of ABCNN-RP based on computational time.

backpropagation (RP), Levenberg-Marquardt (RM), and
momentum-based Gradient Decent (GD) give significant
changes in the accuracy and complexity of an ANN model

when investigated using the same dataset. Hence, the
proposed ABCNN approach is evaluated using RP, LM, and
GD, respectively, as given in Table 5. The main aim of
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TABLE 11. Performance of ABCNN-RP based on accuracy.

FIGURE 9. Performance comparison in terms of accuracy with other
evolutionary methods (top) and other ABC-based hybrid algorithms.

the ABCNN approach is to build an ANN network with an
optimal input feature set, initial weights, and hidden node
size with less network error, complexity, and computational
time. The convergence of validation errors for the ABCNN
approach is shown in Figure 8A. The figure shows that
ABCNN-RP has produced fewer errors during validation than
ABCNN-LM and ABCNN-GD.

ABCNN-RP achieved high classification accuracy (mean)
of 92.37% for ten runs at a generation size of 20. Followed
by ABCNN-RP, ABCNN-GD achieved a high accuracy of
89.83% at generation 30. Next to ABCNN-GD, ABCNN-
LM achieved 90.67% at generation 30. The accuracy attained
by ABCNN-RP is 2.83% more than ABCNN-GD and 1.87%
more than ABCNN-LM. The average number of connections
(average) for ABCNN-RP is 17.25 in the 20th generation
size. Followed by ABCNN-RP, ABCNN-GD produced
19.03 mean connections at 30th generation size. Next to
ABCNN-GD, ABCNN-LM produced 20.21 mean connec-
tions at 30th generation size. ABCNN-RP has generated a less

complex ANN compared to the other two variants. ABCNN-
RP achieved a complexity of 9.35% less than ABCNN-
GD and 14.65% less than ABCNN-LM. Figure 8B depicts
the classification accuracy over various runs for different
generation sizes for the proposed ABCNN approach.

Figure 8B provides the number of connections used by the
ABCNN approach at different generation sizes. According
to Figure 8C, ABCNN-RP has utilised fewer connections,
leading to a low-complexity network followed by ABCNN-
GD and ABCNN-LM. The least number of connections is
by ABCNN-RP, which has 15 connections that are 11.76%
less than ABCNN-GD and 16.67% less than ABCNN-LM.
Figure 8D shows hidden nodes used by the ABCNN approach
over different generation sizes.

Table 6 shows the classification performance of the
proposed ABCNN approach in using the confusion matrix
in terms of True Positive (TP), True Negative (TN), False
Positive (FP), and False Negative (FN). A total of 800 COVID
cases and 300 non-COVID cases were investigated for ten
independent runs.

ABCNN-RP has high sensitivity and specificity, followed
by ABCNN-GD and ABCNN-LM, according to Table 7.
In Table 8, the performance of ABCNN-RP in terms of the
feature selection process is noted since it achieved higher
classification accuracy with a low-complexity network. The
ABCNN optimised ANN with Feature Selection (FS) has
enhanced classification accuracy with low complexity when
compared to without FS. Table 9 shows the confusion matrix
of ABCNN with RP with the optimally selected feature
subsets.

The proposed ABCNN optimised ANN performance
concerning computational time is shown in Table 10. The
ABCNN-LM requires less computational time than GD and
LM. Figure 9 (top) shows the comparison of our ABCNN
approach that is based on Artificial Bee Colony optimisation
(ABC) with the other swarm intelligent approaches. Because
of their extensive global and local search capabilities,
we compared the Bat Algorithm (BA), Bacterial Foraging
Optimization (BFO), Ant Colony Optimization (ACO),
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DragonflyAlgorithm (DA), and Particle SwarmOptimization
(PSO). The algorithms considered for comparison are
executed using ANN merged with RP using the images
collected from [67] similar to our proposed approach. Each
algorithm is evaluated for independent 10 runs for 10, 20, and
30 generations, and the highest accuracy achieved is taken
and comparedwith the proposedABCNN approach. ABCNN
achieves high accuracy that is 3.24%, 2.9%, 6.82%, 8.45%,
2.1% more than BA, BFO, ACO, DA, and PSO, respectively.

Figure9 (bottom) shows a comparison of the ABCNN
approach on the same dataset with other existing classifiers.
The proposed ABCNN has been implemented on various
classifiers with the optimal threshold selection for the
segmentation process using region growing and also for
the feature selection process. We eliminated the process of
optimal parameter selection while we executed the classifiers
such as SVM, Navie Bayes (NB), Random Forest (RF), and
Decision Tree (DT). The proposed ABCNN approach has an
accuracy increase of 4.41%, 7.94%, 8.83%, and 5.96% when
compared to SVM, NB, RF, and DT, respectively.

Table 11 shows a comparison of the recent COVID-19
diagnosis schemes tested under various datasets involving
lung CT and X-ray images with proposed ABCNN. From
Table 11, it is evident that the proposed ABCNN has
outperformed the COVID-19 diagnosis schemes taken for
comparison.

V. CONCLUSION
This paper introduces a computer-aided diagnosis approach
based on ABC optimisation called ABCNN. This approach
is applied to the lung CT images for segmentation and
classification of the abnormal portions. The main strength
of the approach lies in its simplicity through a wrapper-
based approach and also in deriving optimal parameters for an
accurate segmentation and classification process. The com-
putational complexity may be a little high when compared
to non-optimized models. The proposed method follows a
concurrent feature selection and parameter tuning process.
The performance of ABCNN is investigated with various
backpropagation algorithms such as RP, LM, and GD using
a publicly available lung CT dataset that contains COVID
and non-COVID cases. It is concluded that the ABCNN-
RP achieved higher accuracy and low complexity than the
ANN network. The proposed ABCNN showed promising
results when compared with existing work. A comparison of
ABCNN with existing swarm intelligent approaches proved
better results. In the future, the proposed framework can
be applied to the segmentation and classification of high-
dimensional COVID-19 datasets by including deep learning
models in cloud-based e-Healthcare application servers
supporting IoMT.
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