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ABSTRACT The imbalanced classification problem has always been one of the important challenges in
neural network and machine learning. As an effective method to deal with imbalanced classification prob-
lems, the synthetic minority oversampling technique (SMOTE) has its disadvantage: Some noise samples
may participate in the process of synthesizing new samples; As a result, the new synthetic sample lacks its
rationality, which will reduce the classification performances of the network. To remedy this shortcoming,
two novel improved SMOTEmethod are proposed in this paper: Center point SMOTE (CP-SMOTE) method
and Inner and outer SMOTE (IO-SMOTE)method. TheCP-SMOTEmethod generates new samples based on
finding several center points, then linearly combining the minority samples with their corresponding center
points. The IO-SMOTE method divides minority samples into inner and outer samples, and then uses inner
samples as much as possible in the subsequent process of generating new samples. Numerical experiments
are conducted to prove that compared with no-sampling and conventional SMOTEmethods, the CP-SMOTE
and IO-SMOTE methods can achieve better classification performances.

INDEX TERMS Imbalanced classification problems, IO-SMOTE method, CP-SMOTE method, machine
learning.

I. INTRODUCTION
For general balanced classification problems, the conven-
tional neural networks can achieve good classification results.
However, in the real world, there are lots of imbalanced
problems, such as transaction fraud, cancer diagnosis [1], [2],
virus script judgment, and so on. As far as cancer diagnosis
is concerned, the number of cancer patients must be small.
But it is precisely that these few cancer patients are the most
important research objects. At this time, the original neural
networks [3] are no longer able to obtain satisfactory clas-
sification results, especially for those minority samples. The
reason for this result is that too few minority samples make
the networks unable to learn the dataset efficiently. Therefore,
how to deal with imbalanced problems is an important issue
in machine learning.
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The approaches to dealing with the imbalanced prob-
lems roughly come from two directions: algorithm improve-
ment [4], [5] and data processing. The algorithm improve-
ment includes feature selection [6], cost-sensitive [7], and
integrated learning. And one of the effective data processing
is resampling method [8], which includes undersampling [9]
and oversampling methods [10]. Undersampling method is to
remove some samples in the majority class to make the num-
ber of positive and negative samples balanced, and then train
the network. The random undersampling (RUS) method [11]
is one of the simpler undersampling methods. As the name
suggests, the RUSmethod is to randomly select some samples
from the majority Smajor to form a sample set E ; And then
remove the sample set E from Smajor to obtain a new data set
Sminor +Smajor −E . The RUSmethod achieves the purpose of
modifying the sample distribution by changing the proportion
of the majority samples, so as to make the samples more
balanced. However, it also has some disadvantages. Since
the sample number of the new dataset is less than that of
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the original dataset, some information will be lost. That is,
deleting the majority samples might cause the classifier to
lose important information about the majority class.

In order to overcome the shortcomings of the under-
sampling method, researchers have proposed oversampling
method [12], [13]. And the basic idea of the oversampling
method is to add some minority samples to make the number
of positive and negative samples balanced. The simplest ran-
dom oversampling (ROS) method [14] is to randomly select
some samples from the minority samples Sminor , and generate
a sample set E by copying the selected samples, then add
them to Sminor to obtain a new minority class set Sminor + E .
However, for the ROS method, the complexity increases in
the process of training the networks due to the duplication of
the minority samples. On the other hand, it is easy to cause
over-fitting problems, because the ROS method is simply a
copy process of the initial samples, which is not conducive to
the generalization performance of the network.

In order to solve the over-fitting problem [15] caused by
the ROS method, and simultaneously ensure the dataset is
balanced, Chawla [16] proposed a synthetic minority over-
sampling technique (SMOTE) method. The basic idea of the
SMOTE method is as follows: For each minority sample xi,
randomly choose a sample x ′

i from its neighbor (x ′
i is also a

minority sample); Then randomly select a point on the line
between xi and x ′

i as the new synthetic minority sample.
Based on the SMOTE method, many researchers have

made improvements and achieved better classification
results. Borderline SMOTE [17] oversampling process is to
divide theminority samples into three categories: safe, danger
and noise. And then, only the danger samples are employed
to generate the novel samples. Radius SMOTE first selects
a minority sample xi and calculates a radius according to
the k-nearest neighbor. Then take xi as the center and ran-
domly find several points so that their distance to xi is less
than the radius. The R-SMOTE method [18] eliminates the
limitation of generating minority class instance distribution
and improves the classification accuracy of minority class.
ADASYN [19] was proposed to generate new minority class
samples near the original samples that were misclassified
based on the k-nearest neighbor classifier.

For the original SMOTE method, some noise samples
might participate in the process of synthesizing new sam-
ples. Thus, the new synthetic sample lacks its rational-
ity, which will reduce the classification performances of
the classifier. The purpose of this paper is to propose two
novel improved SMOTEmethods: Center point SMOTE (CP-
SMOTE) method and Inner and outer SMOTE (IO-SMOTE)
method. The novel CP-SMOTE method generates new sam-
ples according to finding several center points, and making
a linear combination of the minority samples and their cor-
responding center points. As another alternative method to
avoid noise samples, the IO-SMOTE method divides minor-
ity samples into inner and outer parts, and then uses inner
samples asmuch as possible in the subsequent process of gen-
erating new samples. The numerical experiments are carried

out to compare the CP-SMOTE and IO-SMOTE methods
with the no-sampling and conventional SMOTE methods.
According to comparing the classification accuracy rate, pre-
diction rate, recall rate, F1-measure and some other indica-
tors, the CP-SMOTE and IO-SMOTEmethods have their own
advantages, and on the whole, these two methods are much
better than the SMOTE method.

The remaining chapters of this paper are organized as
follows: The descriptions of the CP-SMOTE and IO-SMOTE
methods are given in Section II. And in Section III, some
numerical experiments on four datasets and corresponding
analysis are carried out after we show the experiment setting.
At last, the conclusion is presented in Section IV.

II. CP-SMOTE AND IO-SMOTE METHODS
A. CP-SMOTE METHOD (CENTER POINT SMOTE METHOD)
For solving the imbalanced classification problem, the con-
ventional SMOTE method synthesize several minority points
to balance the number of various samples. However, this
method blurs the boundary between themajority andminority
samples. As shown in Fig. 1, suppose that A is chosen to be an
oversampling point, then randomly select point B among the
k-nearest neighbor points of A, and randomly generate point
C on the connection line between pointA andB. However, it is
not difficult to see that the neighbor points of C are majority
points, and even point C itself might be a majority sample.
Therefore, the new sample synthesized by SMOTE method
is an extremely unreasonable sample point, which will cause
a particularly large error in the subsequent network training
and affect the performances of the classifier.

To overcome the above-mentioned shortcomings of the
SMOTE method, we propose a new center point-SMOTE
(CP-SMOTE) method. First, the k-clustering method [20],
[21] is used to find several regions of the minority sample
distribution. For each region, calculate the Euclidean center
point of all the minority points in the region where they are
located. If this distance is less than the distance of any major-
ity sample point to the center point, then randomly select a
new point between the minority sample point and the center
point; Otherwise, the minority sample point is abandoned.

As shown in Fig. 2, find the two regions where the minority
sample is located. For the right region, we calculate the
distances of the center point O to all points in this region,
and calculate the closest distance d of all the majority sample
points to O. For each minority sample D, if the distance
betweenD andO is less than d , then we randomly synthesize
a point between D and O; otherwise, D does not participate
in synthesizing new sample points. For the left region, the
similar process is applied again.

The process is given in Algorithm 1:

Step 1: Divide the imbalanced dataset into majority
class samples and minority class samples.
Step 2: The k-clustering method is employed
to find n regions and corresponding center
point {O1,O2, . . . ,On} of the minority sample
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FIGURE 1. Special case of SMOTE method. The stars, circles and square denote the minority samples,
majority samples and new synthetic sample, respectively.

FIGURE 2. CP-SMOTE method. The stars, circles and triangle denote the minority samples, majority
samples and center point, respectively.

distribution, where Oi =
1
m

∑m
j=1Dij, Dij is the j-th

point in i-th region.
Step 3: For i = 1 to i = n, calculate the closest
distance di of all the majority sample points to the
points Oi.
Step 4: For each minority class sample P, calculate
the distance dis of this sample to its corresponding
center point.
Step 5: Compare dis with its corresponding di.
If dis < di, then synthesize a point in the following
criterion:

Pnew = ηP+ (1 − η)Oi, (1)

where 0 < η < 1. Otherwise, the point P does not
participate in synthesizing new sample points.
Step 6: Put the dataset obtained in steps 2-5 and
the original sample set together, and then train the
networks.

B. IO-SMOTE METHOD (INNER AND OUTER SMOTE
METHOD)
Given an imbalanced dataset including theminority (positive)
setM and the majority (negative) set N , |M | < |N |. Here |M |

and |N | denote the number ofM and N , respectively.

For each point x ∈ M , it can be obviously classified into
positive class if most neighbor of x is positive. In this case,
we call the point x inner point. On the other hand, if most
neighbor of x are negative points, the class of point x is not
easy to give and point x is denoted by outer point. Therefore,
the minority set M is divided into two parts: inner point set
and outer point set. Here, the k-nearest neighbor method is
applied to find the neighbors of point x. Specifically, select
two fixed positive integer c1 and c2, where c1 < c2. For
any x ∈ M , if there exists c ∈ [c1, c2] such that the number
of positive points in the adjacent points of x exceeds half of
|M |, then point x is an inner point. Otherwise, point x is an
outer point. As shown in Fig. 3, for the minority sample x1,
only one of the six-nearest neighbors is the minority sample,
so x1 is an outer point; On the contrary, for x2, five of the
six-nearest neighbors are minority samples, so x2 is an inner
point.

The process is given in Algorithm 2:
Step 1: Divide the imbalanced dataset into majority
set N and minority setM .
Step 2: Divide the minority set M into two parts:
Inner set inner and outer set outer .
Step 3: In the case of inner ̸= ∅ and outer ̸= ∅,
for each point x ∈ inner then find point y ∈ outer

5818 VOLUME 11, 2023



Y. Bao, S. Yang: Two Novel SMOTE Methods for Solving Imbalanced Classification Problems

FIGURE 3. IO-SMOTE method. The stars and circles denote the minority and majority samples,
respectively. x1 is an outer point, x2 is an inner point.

closest to the point x. IO-SMOTE method synthe-
sizes a new point z in the following criterion:

z = ηx + (1 − η)y, (2)

where 0 < η < 1. In this way, the point number
that the IO-SMOTE method synthesizes is equal to
the inner point number.
Step 4: For the case inner ̸= ∅ or outer ̸= ∅,
randomly choose three point x1, x2 and x3 from the
minority set M . IO-SMOTE method synthesizes a
new point z in the following criterion:

z = η2x1 + (1 − η2)y, (3)

where

y = η1x2 + (1 − η1)x3, (4)

where 0 < η1, η2 < 1.
Step 5: Put the dataset obtained in steps 3-4 and the
original sample set together, and train the networks.

III. NUMERICAL EXPERIMENTS
To verify the validity of the CP-SMOTE and IO-SMOTE
methods, we compare them with no-sampling and SMOTE
methods on four real classification problems: ecoli1, yeast1,
yeast3 and newthyroid1.

A. EXPERIMENT SETTINGS
In our experiments, five-fold cross validation technology will
be used [22], [23], [24], [25]. For details, the dataset is equally
divided into five parts, and the learning process is conducted
twenty times. For each time of the training process, each part
takes turns as the test set, while the rest as the training set. The
above process is repeated twenty times. After adding them all
together, one hundred classification results are achieved for
each method-data pair. The contents in Tabs. 1-3 are obtained
by averaging the corresponding 100 results.

We evaluate the class of a sample according to the actual
output: If the actual output is less than 0.50, then we regard
it as approximately equal to 0 and classify this sample into

negative class; Otherwise, if the actual output is more than
0.50, then we regard it as approximately equal to 1 and
classify this sample into positive class. Here, the sigmoidal
function is employed as activation function:

g(x) =
1

1 + e−x
. (5)

The experiment process is given in Algorithm 3:
Step 1: Input the imbalanced dataset, the minority
(positive) set M = {mj|mj ∈ Rn, j = 1, . . . ,M}

and the majority (negative) set N = {nj|nj ∈

Rn, j = 1, . . . ,N }.
Step 2: The above four methods are applied to
generate positive samples Q to balance the num-
ber of positive samples and negative samples,
respectively.
Step 3: Five-fold cross validation technology: 8 =

M ∪ N ∪ Q = {(xj, oj)|xj ∈ Rn, oj = 0 or 1, j =

1, . . . ,T } is equally divided into five parts:
81, . . ., 85.
Step 4: For i = 1 to i = 5, do Step 4 to Step 7. Let
8i be the test samples, while 8 \ 8i is the training
samples.
Step 5: Train an FNN with the datasets generated
by each of the above-mentioned four methods, and
test the performances of these four networks.
Step 6: Train an ELM with the datasets generated
by each of the above-mentioned four methods, and
test the performances of these four networks.
Step 7: Repeat the above procedure Steps 3-6 twenty
times.
Step 8: Compare the one hundred experimental
results of these four methods.

B. EXPERIMENTAL RESULTS
For these four different datasets, the SMOTE, IO-SMOTE,
and CP-SMOTE methods are respectively applied to over-
sample the minority class samples. For newly generated sam-
ples, their characteristics are high-dimensional. To visualize
these points, the PCA technique [26], [27] is employed
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FIGURE 4. Discrete point models based on four oversampling methods in two-dimension. Red plus sign represents minority sample points, blue dots
denote majority samples, green snowflakes are newly generated samples.

to reduce the dimensionality of the sample points in the
n-dimensional to two-dimensional space. The distributions of
these points are shown in Fig. 4, where blue represents the
majority sample points, red represents the minority sample
points, and green represents the synthetic sample points.
Obviously, compared with the SMOTE method, the new syn-
thetic sample points of the IO-SMOTE and CP-SMOTE are
more compact, especially the CP-SMOTE method. For the
CP-SMOTE method, the new synthetic sample points rarely
appear near the class boundary, which will make the error
smaller in the learning process.

Furthermore, the feedforward neural network (FNN) [28]
and extreme learning machine (ELM) [29], [30] are
employed to train the original dataset and the new

datasets obtained by the above three oversampling meth-
ods (cf. Tabs. 1-2). According to these two tables, the
IO-SMOTE and CP-SMOTE methods are both better than
the no-sampling and SMOTE methods in terms of training
and test accuracies. Moreover, the classification accuracies of
the CP-SMOTE method are slightly higher than those of the
IO-SMOTE method.

At the same time, we compared the error function in
the neural network model (cf. Fig. 5). It can be seen that
the dataset without oversampling processing has the largest
error, while the dataset with SMOTE method has a signifi-
cant improvement. In addition, the errors of these two novel
SMOTE methods are both obviously better than that of the
SMOTE method.
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FIGURE 5. Error functions based on four oversampling methods for four datasets.

TABLE 1. Classification accuracies for four oversampling methods in ELM.

For the purpose of evaluating the error in the learn-
ing process of these four methods, besides the classifica-
tion accuracy, we also compare the following five criteria:
prediction rate (PR), recalling rate (RR) [31], F1-measure
[32], the standard deviation (σ ) [33] and the root mean square

TABLE 2. Classification accuracies for four oversampling methods in FNN.

error (RMSE) [34]. The specific calculation formulae are as
follows:

PR :=
TP

TP+ FP
,

RR :=
TP

TP+ FN
,
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TABLE 3. Five classification criteria for four datasets.

σ :=

√√√√ 1
S − 1

S−1∑
i=1

(yi − yi)2,

RMSE :=

√√√√ 1
S

S∑
i=1

(yi − ti)2,

F1 − measure :=
2 × PR× RR
PR+ RR

.

And Tab. 3 shows the prediction rate, recall rate,
F1-measure, σ and RMSE of these four methods. In these
four datasets, the IO-SMOTE and CP-SMOTE methods both
have better performances than the no-sampling and SMOTE
methods on all these five criteria. Furthermore, in the datasets
of Ecoli1, Yeast1 and Yeast3, the CP-SMOTE method per-
forms better than IO-SMOTEmethod; And for the rest dataset
of Newthyroid1, these two methods have their own advan-
tages under different evaluation criteria. Combined with the
classification accuracies, the ranking of these four oversam-
pling methods is: CP-SMOTE>IO-SMOTE>SMOTE >No-
sampling. SMOTE and these two proposed methods are over-
sampling methods and do not involve network structure. Only
ELM and FNN networks are enough in experiments. In fact,
we will obtain similar results under other network models.

IV. CONCLUSION
This paper proposes two novel improved SMOTEmethods to
generate new samples: Center point SMOTE (CP-SMOTE)
method and Inner and outer SMOTE (IO-SMOTE) method.
The CP-SMOTE method generates new samples according
to finding several center points, and then making a linear
combination of the minority samples and their corresponding

center points; The IO-SMOTE method divides minority sam-
ples into inner and outer samples, and then uses inner samples
as much as possible in the subsequent process of generating
new samples. Most of the samples generated by these two
methods are far away from the classification boundary, which
will make error smaller in the process of training the network.

Experiments are conducted for solving four classifica-
tion problems. The experimental results reveal that the
IO-SMOTE and CP-SMOTE methods both have better per-
formances than the traditional SMOTE method.
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