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ABSTRACT At present, visual saliency prediction algorithms have been developed more and more mature,
but most of the current saliency prediction algorithms are aimed at natural images. Due to the inconsistency
of elements and features between natural images and advertising images, the existing saliency prediction
algorithms show poor robustness and low inference speed to advertising images, which severely limits its
commercial application in advertising design and evaluation. In view of this, a saliency prediction algorithm
for advertisement images is proposed in this paper. In the feature extraction stage, two text candidate regions
based on intensity feature and improved MESR algorithm are first obtained and further integrated to produce
a two-dimensional text confidence score. Meanwhile, a saliency confidence score is also obtained by an
improved natural image saliency prediction network. Then, the score level fusion strategy was adopted to
fuse the two confidence scores to get the final saliency prediction map. The experimental results show
that the proposed model has good accuracy and robustness in advertising images, as well as the most
remarkable inference speed, which can meet the demand for real-time performance of advertising image
saliency prediction, leading to great practical and commercial value.

INDEX TERMS Saliency prediction, eye-gaze assessment, advertising image, score level fusion.

I. INTRODUCTION

Advertising is a core industry in today’s digital world,
and consumers are constantly overwhelmed by advertising
images, which have become an indispensable part of
televisions, web pages, posters, magazines, etc. Getting
consumers’ attention is a challenge advertisers are grappling
with. To evaluate the advertising effectiveness is one of
the most fundamental tasks in marketing. The purpose of
advertising image saliency prediction is to estimate the most
compelling position in an advertisement, which provides
clues for further exploration of consumer intentions and
behaviors. At the same time, it is also greatly beneficial to
print advertisement design, image retrieval [1], product rec-
ommendation, advertisement evaluation, marketing strategy,
and other cases.
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In this digital age, consumers are often inundated with
advertisements. Companies are adopting aggressive mar-
keting strategies to aggressively market their products and
gain an advantage over their competitors. A key part of
this strategy, however, is audience measurement. When the
company is able to thoroughly evaluate the effectiveness
of its marketing strategy, it is likely to have a greater
impact on potential customers. Therefore, measuring the
effectiveness of advertising is an important task when
determining the impact of a product. Traditionally, this can
be done by collecting human feedback, namely free eye-gaze
assessments.

Using saliency prediction to measure the expected audi-
ence response to an advertisement will enable companies to
improve their design during the production stage. Therefore,
a thorough analysis of human attention mechanisms can
help companies redesign advertising to ensure maximum
attention to key components, such as products, company
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logos, etc. Although saliency prediction is an effective tool
for this kind of practical market analysis, the applicability
of existing models is limited. Advanced models such as
deep convolutional networks require a large number of
image saliency datasets and a highly configured platform,
while traditional saliency models do not properly consider
multi-level features, resulting in weak predictive ability.
In addition, most of the current saliency prediction methods
are aimed at natural scene images. As advertisement images
are designed to attract customers’ attention, they have unique
characteristics, so saliency models trained on natural images
are not robust to advertisement images.

To solve the above problems, a saliency prediction method
of advertising images based on score level fusion is proposed.
Firstly, the global saliency features on the advertising image
dataset are fine-tuned based on the pre-trained model of
natural saliency images. In addition, the text detection
algorithm is used to identify the text region in the advertising
image, and then the regions of the advertising image are
Gaussian blurred and normalized to get the text features.
Finally, the saliency features and text features are fused by the
confidence scores, which is helpful to improve the robustness
of saliency algorithm in advertising image prediction. It is
worth mentioning that compared with the methods based
on convolutional neural network, this method has faster
speed and can meet the real-time requirements in advertising
applications.

Il. SALIENCY MODEL FOR NATURAL IMAGES

Since the ground-breaking bottom-up attention model is put
forward by Treisman and Gelade in 1980, a large number of
saliency prediction algorithms have emerged from the atten-
tion model to the saliency prediction model. In the following
sections, the development of saliency prediction models will
be briefly reviewed, and these models can be divided into two
stages. The first stage is saliency detection algorithms based
on traditional scale-space features such as intensity, color,
and direction. In the second stage, with the innovation and
development of deep neural networks, saliency algorithms
based on deep learning have mushroomed like mushrooms,
greatly enriching the research content and application in the
field of visual saliency detection and prediction.

Inspired by Koch and Ullman [3], the first computational
model is defined by Itti et al. [2] for saliency prediction.
In his method, a set of separate feature vectors representing
low-level features such as color, intensity, and orientation
are combined into a global saliency map. Following his
pioneering work, lots of methods incorporate complementary
low-level features according to different principles, such as
using Support Vector Machines (SVM) to combine multiple
features with trainable weights at the score level. In addition,
using semantic classifiers to detect higher-level semantic
information, such as faces, people, and cars, can also be
applied to improve the accuracy of saliency prediction
methods.
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The success of Convolutional Neural Network (CNN)
in large-scale object semantic recognition [4], [5], [6], [7]
has brought a wave of new saliency models, whose
performance is significantly better than that of traditional
saliency models based on manual features. Researchers used
existing CNN for scene recognition training and re-used
them for saliency prediction. These models are trained in
an end-to-end manner, effectively defining saliency as a
regression problem. To compensate for the lack of sufficiently
large scale gaze datasets, we pre-trained the deep saliency
model on large image datasets and then fine-tuned it
on small-scale eye movement or click datasets. In this
process, saliency method applies the semantic information
that has been learned from CNN to saliency features,
which greatly improves the performance of saliency feature
extraction.

eDN [8] is the first time to introduce CNN into the field
of visual saliency. Motivated by the characteristics of the
biological hierarchy, multiple network layers with abun-
dant parameters are constructed. Then, the hyperparameter
optimization method is used to find independent models
with significant prediction, and linear SVM is trained to
combine them into a single model. Next, DeepGaze I [9]
is proposed to use a relatively deep CNN (pre-trained
AlexNet) for saliency prediction. The output of the con-
volutional layer is used to create and train a linear model
to calculate the saliency of the image. In the latter period,
DeepGaze II [10] based on DeepGaze I [9] is introduced.
Moreover, the model further explores the unique influence
of low-level and high-level features on saliency prediction
performance.

SalGAN [11] is first constructed by using a Generative
Adversarial Network (GAN) in the field of saliency pre-
diction. It consists of two modules, a generation module,
and a discrimination module. The generator learns by using
backpropagation of binary cross-entropy loss on the existing
saliency map, which is then passed to a trained discriminator
to identify whether the provided saliency map is synthesized
by the generator or real eye gaze data.

With the development of deep learning technology,
saliency models are no longer limited to CNN. TranSal-
Net [12] utilizes the transformer in self-attention mechanism
to encode long-range information and integrates it into
CNN to capture remote contextual visual information. This
algorithm proves that transformer has better performance in
saliency prediction, and it enhances the perceived relevance.

Due to the higher requirements for saliency prediction
efficiency, lightweight saliency models are gradually emerg-
ing. MSI-Net [13] is proposed based on CNN pre-training.
The architecture forms an encoder and decoder structure
and includes modules with multiple convolutional layers
to capture multi-scale features at different expansion rates
in parallel. The model is based on a lightweight image
classification backbone, the number of trainable parameters
of the model is greatly reduced, and the model has better
performance.
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Reddy et al. proposed two new end-to-end architectures
called SimpleNet and MDNSal [14], which are neater,
minimal, easier to interpret, and achieve state-of-the-art
performance in common saliency benchmarks. SimpleNet is
an optimized encoder-decoder architecture that delivers sig-
nificant performance gains on SALICON datasets. MDNSal
is a parameter model that directly predicts the distribution
parameters of Gaussian Mixture Models (GMM). Its purpose
is to make the saliency prediction map more interpretable.

FastSal [15] can realize knowledge transfer from more
computationally expensive model, such as DeepGaze II,
through unlabeled datasets. Knowledge distillation is used to
learn the features from a replaceable teacher network, and the
results provided by this method are comparable to many state-
of-the-art algorithms. The computational cost and model size
are only a fraction of those methods.

Zabihi et al. proposed a compact and real-time saliency
prediction model [16]. The model consists of an improved
U-Net architecture, a novel fully connected layer, and a
central differential convolutional layer. The revised U-Net
architecture is more compact and efficient. This novel fully
connected layer helps to implicitly capture location-related
information. Using central differential convolutional layers
at different scales can capture more robust and biologically
motivated features.

AMC-SNet [17] is proposed to use a lightweight network
instead of the original traditional CNN as the backbone of
feature extraction to reduce the number of model parameters
and floating point calculations. Moreover, a multi-scale
fusion of local and global features is added to further improve
the saliency prediction performance.

However, although the above methods have achieved
certain results in natural images, and a few methods have been
extended to the saliency prediction of advertising images, the
robustness of these algorithms for advertising images still
need to be improved. Furthermore, the biggest problem is that
advertising images are oriented to commercial applications,
while the existing saliency prediction methods for advertising
images take a long time to inference, which is difficult to meet
the commercial promotion and application needs of real-time
interaction.

Hence, the main work of this paper is to propose a saliency
prediction method that can not only comparable with the
state-of-the-art algorithms but also improves the robustness
of the saliency algorithm for advertising images with a faster
inference speed, which can meet the demand for real-time
performance of advertising image saliency prediction and has
great practical and commercial value.

Ill. SCORE LEVEL FEATURE FUSION STRATEGY

With the support of powerful computer information tech-
nology, the saliency prediction method of natural scene
images has achieved fruitful results. However, the application
field of saliency is not limited to natural scene images, and
more special-purpose images are needed. For example, the
visual saliency of advertising images in this paper has a
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high application value in advertising design and audience
assessment, and other tasks. However, since the artificially
designed advertisement images contain different elements
from the natural scene images, how to effectively fuse the
features of the advertisement images based on the saliency
of the natural images becomes the problem to be solved by
our algorithm in this paper.

At present, researchers have proposed a large number of
saliency models based on different assumptions. In practice,
while following an assumption or computational principle
can make the model perform well on certain types of images,
it can hinder the model’s performance on arbitrary images
and datasets. Inspired by the successful fusion strategy of
semantic analysis and multimodal biometrics, this paper
proposes to fuse the most advanced saliency model at the
score level to assist in promoting the learning style. The
score level feature fusion strategy first uses the saliency map
generated by multiple models as the confidence score. These
scores are then fed to a learner, i.e. SVM, adaptive lifting,
or probability density estimator, to generate the final saliency
map.

There are three kinds of score level fusion strategies:
transformation-based fusion, classification-based fusion, and
density-based fusion.

A. SCORE LEVEL FEATURE FUSION BASED ON
TRANSFORMATION

In the transform-based fusion strategy, the confidence scores
are first normalized to a common range for further merging.
Each individual saliency map is normalized to zero mean
and unit standard deviation using the normalization method
described in Equation 1 below.

s = . ey

where @ and & are the mean and standard deviation of the
input map. The fusion rules based on transformation include
mean, minimum, and maximum rules. The mean value rule is
to add all different saliency results and then take the average
value as the final saliency prediction map. This calculation
method is shown in Equation 2, where sg is the standardized
confidence score, and S is the final confidence score.

1 n
§=- > s )
i=1

The minimum value fusion rule is to take the minimum
value of all input saliency results as the final saliency
prediction result, as shown in Equation 3.

S =min{s|,s;.....s,} (3)

The maximum value fusion rule is to take the maximum
value of all input saliency results as the final saliency
prediction result, as shown in Equation 4.

S = max {5/175/2-----5;1} 4)
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B. SCORE LEVEL FEATURE FUSION BASED ON
CLASSIFICATION

The score of a single model is used as the feature vector
of the classifier, and the feature vector is constructed to
further improve the prediction accuracy of the classifier.
There are two kinds of classifiers: linear and nonlinear. Linear
classifiers are usually computationally fast, while nonlinear
classifiers are usually slower but more powerful. In addition,
for the input of the classifier, multiple combinations corre-
sponding to each pixel in each image are set for each feature
to be fused, and strong positive values and strong negative
values are selected as classification criteria according to the
sample of each pixel. Empirically, the first 5% and last
30% of the sample are usually considered as strong positive
and strong negative values, respectively. The mean and unit
standard deviation of the training vector are both zero after
normalization, and the same parameters are used to normalize
the test data.

The commonly-used classifiers are SVM and AdaBoost.
Two public versions of SVM, namely liblinear and libsvm,
are used in this paper to train SVM-based classifiers.

To further study the fusion ability of nonlinear classifiers,
the AdaBoost algorithm can be used, which has been widely
used in scene classification and object recognition. AdaBoost
combines many weak classifiers to learn a strong classifier.

T
H(x) = sign(f (x)) = sign(>_ arhe (x)) &)

=1

where o, is the weight of the classifier s;(x)). Here the
number of weak classifiers 7T is set to 10 to balance speed
and accuracy.

C. SCORE LEVEL FEATURE FUSION BASED ON DENSITY

Probability density-based methods using well-known prob-
abilistic models, such as Naive Bayes and GMM, have
been widely used for model fusion. A scoring combination
framework is proposed by Nandakumar et al. based on
likelihood estimation [18]. The input score vector is modeled
as a finite GMM. The results show that the density estimation
method achieves good performance on biometric datasets
such as the face, fingerprint, iris, and speech. However, it is
worth noting that the method of score level fusion method
based on probability density is highly dependent on the
accuracy of the score level probability density estimation.

IV. PROPOSED METHOD

Current saliency prediction algorithms are basically aimed
at natural images, but the features of natural images and
advertising images are different. As shown in Figure 1, the
left side is advertising images, and the right side is natural
scene images. We can find that natural images contain a lot
of structure and texture elements, but related research [19]
shows that in advertising images, in addition to structure
and texture elements, text and brand elements also occupy
a large proportion of space, as shown in the three sub-images
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FIGURE 1. Comparisons between advertisement images and natural
scene images.

in the rectangular box. Therefore, the saliency prediction
algorithm trained on natural images has a strong ability to
extract pattern information, but it is not sensitive to text and
brand information, and the saliency prediction performance
will be reduced when applied to advertising images.

Method [20] shows that text enhancement based on
the saliency prediction algorithm of natural images can
significantly improve the performance of the algorithm on
advertising images. Therefore, on the basis of the lightweight
natural image saliency prediction method, i.e. AMC-SNet,
the score level feature fusion method is used to fuse the
unique feature information of advertisements to improve the
saliency prediction performance of advertising images. The
model structure is shown in Figure 2.

Among the text elements and brand elements in advertising
images, the text elements have obvious features, but the
brand elements are often highly designed and innovative and
do not have obvious and unified features. However, brand
elements are often composed of patterns and text information.
Therefore, in this algorithm, we still adopt text element
features to improve the performance of the algorithm, instead
of extracting brand or logo features separately.

Humans have a strong centrality when viewing natural
images. Research in advertising image saliency dataset
ADDI1000 [20] proves that human gaze on advertising
images also has obvious center bias. In machine vision, this
imaging center is called the extended focus or perspective
projection center. In both traditional saliency algorithms and

VOLUME 11, 2023
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FIGURE 2. Method architecture of this paper. Each functional part of the method is marked with different colors. The red rectangle dotted box is the
image feature extraction part, and the blue rectangle dotted box is the text feature extraction part.

depth-based saliency algorithms, central prior is often added
into some models as a high-level prior feature. In this paper,
the central prior is considered in feature fusion to further
improve the model performance.

The score level fusion strategy adopted in this paper are
SVM-based classifers. Here, two classifiers, namely liblinear
and libsvm, are trained using the publicly available Matlab
version of SVM. Linear kernel and nonlinear kernel are used,
and the used nonlinear kernel is Radial Basis Function (RBF),
see Equations 6 and 7, where o and y are parameters of
the kernel functions, and x;/x; are the eigenvectors of the
fractional scale. They have been demonstrated to have good
performance in a wide range of image applications. During
testing, instead of predicting binary labels, labels with values
in the range [0,1] are generated, so the final output is a
saliency probability map with a continuous distribution.

(6)
@)

T
Kliinear (xi, xj) = 0X; Xj

ol —xil 2
Knonlinear(xi,xj) — o VIki=xllz

A. TEXT SALIENCY CONFIDENCE SCORE EXTRACTION
BASED ON IMAGE INTENSITY FEATURES

In this paper, to reduce the complexity of the overall
algorithm and further optimize the real-time performance
of advertising image saliency, the traditional algorithm is
used to extract text saliency. Since the purpose of this paper
is to finally get the saliency region, it is not necessary to
accurately box the text region, so the text candidate region is
taken as the text saliency confidence score. A combination
of traditional saliency and text region detection algorithm
is used to extract text saliency, and paper [20] has proved
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that this mode can improve the accuracy of text detection.
Relevant study [21] has shown through experiments that,
among the three features of color, intensity, and direction
extracted by the ITTI algorithm, saliency maps based on
intensity features are used to characterize text candidate
regions. Since the ultimate goal of this algorithm is to get
a saliency map, text region is only fittingly used as an
intermediate feature.Subsequently, to obtain text saliency
confidence score with higher accuracy, on the basis of the
extracted intensity features, the Graph Based Visual Saliency
algorithm, namely GBVS, is used to generate activation maps
to further optimize text saliency. Finally, the confidence score
is obtained and input into the SVM-based classifer.

The intensity feature-based text saliency detection method
used in this paper consists of three steps: 1. obtaining
the multi-scale intensity feature map Mp. 2. obtaining the
activation map My, based on the intensity feature map.
3. obtaining the final saliency map Mg by normalized
activation map. Three color channels, i.e. r, g, and b of the
input image, are used to generate the color Gaussian pyramid.
On this basis, Equation 8 is used to output the intensity
pyramid Ip.

r+g+b
3

Since small-scale images will lose more detailed features,
which are more prominent for background features, and are
not friendly to the saliency detection of text regions, three
scales, i.e. 480 x 640, 240 x 320 and 120 x 160, are obtained
through Gaussian downsampling. Thus, an intensity pyramid
containing three scales are obtained. Then, the intensity

®)
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FIGURE 3. Visualization results of saliency maps based on intensity
features. Above each column of images is the name of the algorithm that
generate them.

R

feature map Mp is obtained by the center surrounding
method.

The fully connected directed graph is used to construct the
activation map. The edge weight w((i, j), (p, ¢)) between two
nodes, i.e. (i, j) and (p, ¢), in a feature map M is defined in
Equation 9, where § is a free parameter.

MiGi,j) | —toPea?
— e 252
MEr(p, @)

The activation map My of the feature map MF can be
obtained by traversing the operation with this method, and
the saliency map Mg can be obtained by normalizing the
activation map My. Saliency information will preferentially
flow to nodes with high activation. This method can
effectively concentrate the saliency information and finally
get the desired saliency map. Figure 3 shows the visualization
process map. The middle column is the saliency nap obtained
by GBVS [23] method, and the last column is the text saliency
map obtained by our method. It can be found that the saliency
map based on intensity features is obviously more focused on
the text area.

w((@, ), (P, ) = |log1o ©))

B. TEXT SALIENCY CONFIDENCE SCORE EXTRACTION
BASED ON IMPROVED MSER ALGORITHM

The Maximally Stable Extremal Regions (MSER) algorithm
is a traditional and classical text detection method. The input
image [ is grayed, and then a random number from 0 to 255 is
selected as the threshold to binarize the grayscale image
Igrqy. In our method, the binarization operation is canceled,
because the saliency map Mg of the image is continuous.
After the threshold is selected, the pixels above the threshold
are retained, and the pixels in other positions are directly
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blackened. As the threshold changes, the Maximally Stable
Extremal Region, MSER+, is reached when the retained
region does not change. However, for images with bright
characters on dark background and dark characters on a bright
background, the grayscale image should be reversed and then
the above operations should be carried out to obtain the
Maximally Stable Extremal Region, MSER—.

Due to the poor accuracy of the traditional MSER
algorithm in text detection, some researchers put forward an
improved MSER algorithm [22]. Since the final purpose of
the task in this paper is inconsistent with text detection, the
subsequent steps, namely obtaining text candidate regions
through a multi-mechanism suppression strategy, are ignored,
and MSER candidate regions are directly taken as the
confidence score.

The influence of noise is smoothed from the input image
I in the preprocessing stage, and [ is grayed to get [gqy by
using the weights in Equation 10, where R, G, B are its three
channels.

Tgray = 0.299 x R+ 0.587 x G+ 0.114 x B (10)

On this basis, gradient operation is carried out to obtain
the gradient map Mg = Vlg,y, and the edge enhancement
operation enhances the gradient map, and the specific
realization method is shown in Equations 11 and 12.
Here, MEgp; and MEgp, are edge boosting maps, 8 ranges
from O to 1, and V is the gradient operator.

MEgi :Igray+,3 XMQ (1)
Mgy = Igray - B x Mg (12)

Then, the MSER+ and MSER — regions are obtained from
the grayscale image after edge boosting, and the two regions
are fused to obtain the text candidate region, which is used as
the confidence score of the text feature to further improve the
saliency performance on the advertising image.

Finally, by using the score level feature fusion strategy
based on classification, the above obtained two text confi-
dence scores based on intensity feature and improved MESR
algorithm are further fused with a saliency confidence score
to get the final saliency prediction map. Moreover, it is
worth mentioning that the saliency confidence score is a 16-
dimensional high-level feature map, which can be extracted
by the fine-tuned AMC-SNet with central prior.

V. EXPERIMENTAL SETTINGS

A. DATASETS

The saliency algorithm in this paper is aimed at adver-
tising images, so ADD1000 [20], the saliency dataset of
advertising images, is used in this paper. This dataset
contains 1000 advertising images, which are divided into four
dimensions: (calm type, exciting type), (retro type, fashion
type), (artistic type, practical type), and (emotional type,
rational type), with a total of eight attributes. The advertising
categories in the dataset include wine, tea, home appliances,
cars, food, cosmetics, beverages, electronics, real estate,
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TABLE 1. Quantitative tests. Combination of six metrics recommended by the MIT Public benchmark as evaluation metrics. All algorithms run on the
dataset named ADD1000. The best and second best results are shown in black bold and blue bold.

Method AUC sAUC NSS CC KLD SIM
EML-NET [24] 0.871 0.724 2.771 0.765 0.870 0.696
MSI-NET [13] 0.870 0.752 2.510 0.753 0.460 0.669
SAM-VGG [25] 0.873 0.716 2.26 0.669 1.220 0.607
SALICON [33] 0.853 0.706 2.673 0.767 0.520 0.709
GazeGAN [26] 0.830 0.714 2.462 0.736 1.390 0.644
SALGAN [11] 0.807 0.645 2.651 0.690 0.770 0.602

DeepGaze 11 [10] 0.806 0.643 2.457 0.630 0.430 0.567
DVA [27] 0.806 0.705 2.130 0.607 1.280 0.423
ML-NET [28] 0.805 0.720 2.094 0.613 0.820 0.569
eDN [8] 0.801 0.613 1.127 0.452 1.210 0.406
GBVS [23] 0.817 0.586 2.266 0.466 0.900 0.569
AIM [29] 0.786 0.611 2212 0.517 1.270 0.535
SR [30] 0.779 0.529 1.993 0.432 1.520 0.514
SDSP [31] 0.756 0.544 2.069 0.366 1.550 0.512
ITTI [2] 0.752 0.561 1.983 0.425 1.430 0.533
SUN [32] 0.751 0.540 2.235 0.463 1.560 0.509
Our method 0.871 0.725 2.664 0.773 1.290 0.715

clothing, and other categories. Eye gaze data of 57 different
personality observers are used as the ground truth.

B. EVALUATION METRICS

Previous studies on saliency evaluation show that using
multiple metrics can improve the fairness of evaluation.
Therefore, to evaluate the saliency model fairly, the model
evaluation results reported by the saliency benchmark dataset
are based on various saliency evaluation metrics. In this
paper, metrics from the MIT saliency benchmark report are
used, including KL Divergence (KLD), Pearson’s Correlation
Coefficient (CC), structure SIMilarity (SIM), Normalized
Scanpath Saliency (NSS), and Area Under the receiver
operating characteristic Curve (AUC) and its variants named
shuffled AUC (sAUC).

C. EXPERIMENTAL DETAILS

The simulation experiments in this paper are conducted based
on MATLAB R2016b platform, the system CPU is Intel(R)
Core(TM) 17-7700HQ, whose main frequency is 2.80GHz,
and the system memory capacity is 8§GB RAM. The new
method of lightweight natural image salience AMC-SNet is
first pre-trained on the SALICON dataset, and then fine-
tuned on the advertising dataset. For the 1000 images in the
advertising dataset, 800 images are randomly selected as the
training set, 100 images are selected as the validation set,
and the remaining 100 images are selected as the test set.
Since the distribution of image classes in the dataset is very
uniform, the algorithm proposed in this paper does not use
cross-validation. The advertising image is not a fixed size and
the ratio of width and height is not consistent, to meet the fine-
tuning training requirements, the advertising image is padded
until the width and height ratio are consistent with 480 : 640,
then the image is scaled to the required size. After fine-tuning,
anew model is acquired, through which the confidence scores
are obtained with advanced saliency features.
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For score level fusion, we have three types of input: the
confidence score of fine-tuned advanced saliency feature, the
confidence score of the intensity-based text feature, and the
confidence score of the text feature based on the improved
MSER algorithm. For advanced saliency features, AMC-
SNet is used, but to make better use of multi-dimensional
saliency features, the last 1 x 1 convolutional layers in
AMC-SNet are not considered, and 16-dimensional advanced
feature maps for each image are treated as the output. For the
other two text feature confidence scores, each corresponds to
a feature map, so the input of SVM contains 18-dimensional
feature information.

To train and test our model, the ADD1000 dataset is
divided into 900 training images and 100 test images. From
each image, we randomly selected 10 positively labeled
pixels from the top 20% saliency position of the human gaze
truth saliency map and 10 negatively labeled pixels from the
bottom 70% saliency position to obtain a training set with
18000 samples and a test set with 2000 samples.

D. EXPERIMENTAL COMPARISONS

As a saliency method for advertising images, we only conduct
objective and subjective comparison experiments on the
saliency dataset of advertising images. In the comparison
experiments, the saliency algorithm in this paper is compared
with other current representative saliency algorithms based
on deep learning and traditional saliency algorithms in vari-
ous forms, and a combination of six metrics recommended by
the MIT Public Benchmark is used as the evaluation metrics.
To prove the effectiveness of score level fusion of advertising
image features proposed in this paper, ablation experiments
are conducted.

Table 1 shows that our model achieves the highest
performance in AUC, CC, and SIM. In the other three metrics,
it also achieves a relatively high ranking, indicating that our
model has a competitive and excellent performance in the
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FIGURE 4. Comparisons of inference time and evaluation metrics of different algorithms.

saliency model on advertising images. Conclusion can be
drawn from Table 2, i.e. the inference time of our model is
much shorter than that of the deep model. Although various
evaluation metrics of EML-Net are also outstanding, the
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model size is very large due to cascading multiple deep
convolutional neural networks, which have high requirements
for the hardware equipment, thus is limited for the advertising
image application. The applicability of EML-Net is not as
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Input images Our results MSI-Net SalNet

FIGURE 5. Comparisons of subjective performance. Above each column of images is the name of the algorithm that generate them.

strong as our model. Moreover, Table 2 shows that the meet the requirements of real-time performance. Therefore,
inference time of EML-Net is about 22 times longer than it can be seen that compared with other models, our model
the proposed algorithm. In comparison, our model can better achieves both accuracy and efficiency for advertising images.
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FIGURE 6. Comparisons of subjective performance of ablation experiments. Above each column of images is the name of the algorithm that generate

them.

TABLE 2. Comparisons of the inference time. The best and second best
results are shown in black bold and blue bold.

Method Inference time (ms)

MSI-NET [13] 6251
SAM-VGG [25] 5147
ML-NET [28] 4448
SalGAN [11] 4152
DeepGazell [10] 737
EML-NET [24] 359
Our method 283

Figure 4 puts evaluation metrics and inference time in six
scatter plots, which show the advantages of our algorithm in
both performance and efficiency more clearly. In each scatter
plot, the abscissa is the inference time, and the ordinate is
the evaluation metric value. Except for the metric KLD, the
larger the value of other metrics, the better. Therefore, except
for the metric KLD, the algorithm in the upper left corner of
the scatter plot has superior performance. As can be seen, our
model does not perform well in the KLD metric, but it is in
the top left corner in other metrics, which intuitively indicates
that it has achieved competitive and robust results in saliency
performance and inference time.

Objective data prove that our model is superior in both
performance and efficiency. Figure 5 shows the subjective
performance of our model. It can be seen intuitively from
Figure 5 that compared with the deep saliency algorithm MSI-
Net, SalGAN, and the traditional saliency algorithm GBVS,
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our method is more accurate in the saliency extraction of the
text elements in advertising images, and closer to the truth
saliency map viewed by human eyes.

E. ABLATION EXPERIMENTS

To verify the effectiveness and importance of fine-tuning
model and central prior for advertising image saliency
prediction, ablation experiments are conducted. Table 3
shows that the fine-tuned model has improved AUC, sAUC,
KLD, and SIM compared with the pre-trained model, i.e.
AMC-SNet. Both AUC and sAUC increased by 1% to 2%
and SIM increased by 7%. The calculation method of growth
rate is shown in Equation 13, where gr means the growth rate,
data,,,s represents the data obtained by our algorithm, and
dataapc—sne: represents the data of the pre-trained AMC-
SNet in the same test environment. Our model, namely fine-
tuned AMC-SNet with central prior, is effective and has
a significant effect on improving the saliency prediction
performance of advertising images.

or = datagyrs — dataspc—sner (13)
dataspc—snet

Table 4 shows that the model based on score level fusion
is faster than the lightweight saliency network AMC-SNet,
and the running time is about one-third of it, which greatly
improves the efficiency of the system.

The above figures and tables, have proved the effectiveness
of introducing the saliency features of natural images
into advertising images by means of score level fusion.
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TABLE 3. Comparisons of results in ablation experiments The best and second best results are shown in black bold and blue bold.

Method AUC sAUC NSS CcC KLD SIM

Pre-trained AMC-SNet [17] 0.856 0.717 2.763 0.755 1.35 0.668

Fine-tuned AMC-SNet without central prior 0.864 0.726 2.663 0.771 1.29 0.690

Fine-tuned AMC-SNet with central prior 0.871 0.725 2.664 0.773 1.29 0.715
TABLE 4. Comparisons of the inference time. [3] C. Koch and S. Ullman, “Shifts in selective visual attention: Towards

Method Inference time (ms)
AMC-SNet 892
Our method 283

In addition, the results of the ablation experiments are shown
in Figure 6, and the green rectangular boxes are used to
demonstrate the visual superiority of our algorithm. As can be
seen in Figure 6, for the special case of advertisement images,
text features are taken into account to make the final results
closer to the ground truth saliency maps.

VI. CONCLUSION

In this paper, a saliency prediction algorithm for advertising
images based on score level fusion is proposed. In the
proposed method, the image intensity features and the
improved MSER algorithm are applied to obtain the text
candidate regions. Then, the corresponding confidence score
of the two text candidate regions is integrated to produce
a two-dimensional text confidence score, which can better
characterize the advertising image features. Subsequently,
the final text confidence score are further fused with
the saliency confidence score obtained by an improved
natural image saliency prediction network by the score level
fusion strategy. Experimental data show that the proposed
method improves the accuracy and robustness of the saliency
prediction algorithm of advertising images. Moreover, the
inference speed of the proposed method is significantly faster
than that of all the algorithms compared, which meet the
commercial promotion and application needs of real-time
interaction. In future work, to facilitate the loading and
deployment of the proposed method, we plan to do further
lightweight processing in the pre-processing and decoding
stage, and consider building an end-to-end saliency model for
advertising images.
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