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ABSTRACT Specific anatomical structures from the female body, such as the axillary slope, armpit, pectoral
muscle, or abdominal tissue, can be present in mammograms and might affect the proper mammogram
analysis, especially in female populations with overweight issues, as is the case inMexico. This work aims to
determine if better results can be obtained in an automatic mammogram analysis by removing the abdominal
and axillary fatty tissues as a preprocessing step. The experimentation is carried out by applying a pectoral
muscle segmentation technique in a Mexican mammogram dataset and comparing the results by removing
the fatty tissues from the samemammograms. Furthermore, the same experimentation is performed using the
Portuguese public datasets, INbreast and BCDR. The conducted experiment will allow us to determine the
differences in results across different populations. The fat removalmethod is based on the breast contour-edge
fromwhich points of interest are detected to cut the fat tissue. Our results suggest that the proposed method is
suitable as a preprocessing technique, obtaining a 94.18% of acceptance, according to the qualitative analysis
performed, and showed that removing the fatty tissue yields better results if the mammogram contains
significant fatty tissue such as in the mammograms of Mexican patients.

INDEX TERMS Axillary and abdominal fat removal method, breast cancer, mammography analysis,
preprocessing technique.

I. INTRODUCTION
Breast cancer is a disease that mainly affects middle-aged-
adult women [1], aged between 15 and 54 [2]. In Mexico
and worldwide, the high mortality and incidence rates due
to malignant neoplasms are increasing [3]. According to the
World Health Organization (WHO), out of 1,350,000 cases
of breast cancer, there are 460,000 deaths each year world-
wide [4]. Also, the WHO forecasts that by 2025, the number
of breast cancer cases will be 19.3 million [5]. An alternative
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for breast cancer early detection is a mammography study [5].
Mammography is a non-invasive imaging method that has
been shown to reduce the mortality rate by 30-70% due
to its high sensitivity in detecting breast cancer in early
stages [6].

Mammographic imaging can be performed conventionally
or digitally. The patient experience is the same. However,
digital mammography does have some advantages over film-
based mammography. Some of the main advantages of digital
mammograms is the ability to store the mammograms for
a long time without losing their quality, they are easy to
replicate, and the patients are exposed to less radiation [7].

6078 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 11, 2023

https://orcid.org/0000-0002-7301-1478
https://orcid.org/0000-0002-0521-4898
https://orcid.org/0000-0001-9345-4391
https://orcid.org/0000-0003-3331-2230


J. H. López et al.: New Fat-Removal-Based Preprocessing Pipeline for MLO View in Digital Mammograms

Screening mammography is usually done on the left and
right breasts to take two standardmammographic views, cran-
iocaudal (CC) and mediolateral oblique (MLO) views [5].
The MLO is the most used view for mammographic analysis
because it describes most of the breast tissue [8]. However,
this view includes undesirable artifacts such as pectoral mus-
cle that are not needed for breast analysis [9]. For this reason,
the preprocessing step is almost always included before train-
ing methods, like machine learning and deep learning [10],
[11], in the general pipeline of a computer-aided diagnosis
system (CAD) [1], [12].

Several preprocessing techniques are commonly applied in
digital mammograms to improve their quality and benefit the
following steps in constructing a CAD system (e.g., classifi-
cation). Many preprocessing techniques enhance mammog-
raphy quality, such as denoising, contrast enhancement, etc.
The use of a specific technique depends on the particular
preprocessing task to be solved.

Typical MLO mammogram preprocessing techniques
involve enhancing and delimiting breast tissue area and
removing pectoral muscles [13], [14]. Several methods in the
literature are focused on the segmentation process for breast
and pectoral muscle delimitation [15]. However, these meth-
ods do not consider that in the real world, the mammographic
acquisition may include unwanted anatomical components
such as the axillary slope, a section of the arm, and fat in the
armpit and abdominal tissues. Although these components
are natural anatomical structures in the female body, they are
not necessary for classification tasks [16], and these compo-
nents may affect the proper characterization of breast tissue
and the pectoral muscle removal to a lesser or greater extent.

Assume the case shown in Fig. 1 where a mammogram
shows abdominal and axillary fat such that these two areas
are greater or equal to the proportion of breast tissue. For
algorithms that analyze the local texture of the pattern or
methods that consider ratios between areas such as fat, glan-
dular and dense tissues, such fat components may trigger
a false positive regarding density labeling. Although such
cases can be isolated and could depend on the patient and the
population analyzed, we need to consider these cases because
obesity issue in the Mexican population is a reality [17].
In this sense, we have identified a new preprocessing task
to be addressed. The new preprocessing task consists of
removing the abdominal and axillary fat included in mam-
mograms to obtain a cleaner breast tissue area, which may be
helpful for classification tasks (e.g., density analysis [2]). It is
worth mentioning that other researchers have previously also
detected this need [16], but they have not focused on remov-
ing the abdominal and axillary fat included in mammograms.
So, we did not find similar work to our research process.
To the best of our knowledge, no study to date has used
for removal abdominal and axillary fat included in digital
mammograms.

This paper proposes a pipeline that includes a new pre-
processing method for fat removal based on the breast’s
contour edge. The primary motivation for constructing the fat

FIGURE 1. MLO view mammography with a part of the arm and axillary
and abdominal fat.

removal technique was the anatomical components present in
most digital MLOmammograms of Mexican patients. There-
fore, the method’s applicability was evaluated using mammo-
grams from Mexican women. Still, to explore the method’s
use for preprocessing mammograms from other countries,
we selected the BCDR and INbreast databases, including
mammograms from Portuguese women. Then, a compara-
tive study between Mexican and Portuguese populations was
made.

The structure of this paper is as follows. Section two
shows the related work regarding preprocessing techniques
for MLO views in mammography. Section three describes
the pipeline proposed for the preprocessing of mammograms;
in this section, the fat-removal method is detailed. Section
four describes the materials andmethods used in the research.
Section five presents the experimental results and a discus-
sion of the results obtained. Finally, section six includes the
conclusions and future work.

II. RELATED WORK
We have reviewed the most commonMLO view mammogra-
phy preprocessing techniques. Then, this section will discuss
the techniques used for the preprocessing of mammograms.
It has been decided to divide the methods into subsections
depending on whether they are about breast tissue enhance-
ment or pectoral muscle removal. Also, an additional sub-
section is for preprocessing approaches focused on unwanted
anatomical components.
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A. METHODS BASED ON ENHANCED AND DELIMITATION
BREAST TISSUE
Accurate identification of the breast boundary on the mam-
mogram presents two significant problems: 1) The contrast of
the region near the breast boundary progressively decreases
due to unbalanced compression of the breast tissue during
mammography acquisition, so that the visibility of the breast
skin line is poor. This complicates the correct detection of the
breast boundary, 2) By having a non-uniform background that
includes regions of high intensity, such as labels and annota-
tions, the segmentation of the breast area can be negatively
affected, which becomes challenging [14].

To improve the delineation of breast tissue, some tech-
niques are applied. For example, mean filters, median fil-
ters, and normalization techniques are used to reduce the
noise, and techniques such as adaptive histogram equalization
(CLAHE), among others, are generally employed for image
enhancement [1], [2].

For breast delineation, some techniques such as Gabor
filters [18], the rolling ball algorithm [15], active contouring
techniques [19], and methods based on neural networks [16]
are applied. However, global or local thresholding techniques
are frequently used for breast delineation [14]. The difficulty
of the binarization techniques lies in selecting a strong thresh-
old value [20] which can differentiate among regions (e.g., the
area of the breast, pectoral muscle, and background [19]).

Also, a very notorious aspect of thresholding tech-
niques is getting unsmoothed edges because, after removing
noise or contrast enhancement, a thresholding technique is
applied without considering the non-uniformity of the back-
ground [14], [19]. Considering those limitations, we include
a breast delimitation method in addition to the fat removal
method in the proposed pipeline containing a Gaussian filter
to get mamograms with smoothed edges.

On the other hand, it is remarkable that most of the meth-
ods reported in state-of-the-art papers generally perform a
qualitative evaluation performed by an expert. Moreover, few
works consider an objective assessment of the results of
a segmentation method using performance indexes such as
Dice, Jaccard, and others [14].

B. METHODS BASED ON THE REMOVAL OF THE
PECTORAL MUSCLE
TheMLOprojection includes the breast and the pectoral mus-
cle because both structures are adjacent to each other [13].
Generally, the removal of the pectoral muscle is a necessary
task because it contains high levels of intensity that can
be easily confused by a classification method such as high
density [21].

It has been mentioned in several publications that proper
delineation of the pectoral muscle can be affected by different
variables. For example, variability in the type of muscle shape
(e.g., linear, concave, mixed), low contrast in the lower area of
the muscle, confusion of the muscle border with the axillary
cavity, and variability in size and contrast [2]. All these

variations arise due to, among other reasons, the muscle’s
anatomy, the position of the patients during image acquisi-
tion, and skin folds [13].

Some works concerning removing the pectoral muscle are
based on edge detection techniques [1], such as the Canny
algorithm [6], [15] and contour maps [13]. These methods
obtain the border of the pectoral muscle, but some limitations
are slight distortions in the edge and disjoint areas.

Thresholding techniques are also applied to pectoral delim-
itation [22], [23]. Techniques such as region growth [19],
[24], active contouring [25], and adaptive histogram equal-
ization [26] among others [12], [27] are frequently used.
However, some limitations in these kinds of techniques
are unacceptable boundaries obtained for the under and
over-segmentation.

Other kinds of methods are based on geometric rules [2],
[28], which present an intuitive structure for removing pec-
toral muscles. However, these methods generally cut the pec-
toral muscle with a line without considering that the pectoral
muscles vary in shape (e.g., curved and convex pectoral
muscles).

Finally, methods based on learning features are based on
artificial neural networks [14] and deep neural networks [21],
[29], [30]. Some of the most relevant are based on semantic
segmentation [31], [32], [33], [34], [35]. One of the main
disadvantages of these techniques is the imbalance of classes
to be segmented. Therefore, these techniques use data aug-
mentation to improve their final performance to avoid that
issue.

C. METHODS BASED ON ARMPIT EXCLUSION
Pérez et al. [16] proposed an armpit and pectoral muscle
removal method. However, they did not differentiate between
each exclusion process, but they mentioned that their method
is defined by a robust procedure founded on negative gradient
changes. In this paper, Perez et al. point out that removing
the abdominal fat can improve their method’s performance.
However, no preprocessing task presented in the literature is
focused on eliminating that unwanted anatomical component.

How we can see the delimitation of the pectoral muscle
and breast tissue are two challenging tasks. However, other
artifacts may affect the performance of a method [16].

III. PROPOSED APPROACH
Fig. 2 shows the proposed processing flow performed by the
fat-removal-based pipeline method for digital mammograms.

The first block is for breast delineation. This block includes
denoising using a median filter, followed by min-max nor-
malization to translate the range of gray-level values to a
smaller scale, [0,1]. Also, a Gaussian filter for smooth edges
follows Otsu’s method with a tolerance value established for
digital mammograms to 0.1 under trial and error to obtain the
breast segmentation with smooth edges. Finally, a gap-filling
algorithm and a method for removing minor disconnected
areas are applied to obtain a binary mask, BW.
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FIGURE 2. Processing flow performed for the proposed method for fat removal.

The second block is the fat removal method. This block
removes the axillary and abdominal fat. The fat removal block
receives the BW mask in two halved segments, BWm1 and
BWm2, corresponding to the upper and lower part of the
mask. Subsequently, a contour-edge method is calculated in
each BWm1 and BWm2 area to obtain their coordinates (x,y).
Then, the original coordinates are converted to quadratic
coordinates (x2,y2) to obtain a contour-edge signature of
the breast (r = x2 + y2) to get the minimum point in the
function in a more robust way; Fig. 3 shows the differ-
ence between using the original signature coordinates and
quadratic coordinates.

The minima of r are obtained using a peak detection
function in Matlab (findpeaks). Then, we select the cut
points (Ps) in the upper and lower segments. The average
minimum point is the value chosen as the cut point (Ps)
in the upper segment. The cutoff point (Ps) established in
the lower segment is the last minimum point found in the
quadratic function. Once the Ps is selected in the quadratic
function r , the coordinates of Ps are located in the Carte-
sian plane to generate a cut line that goes from Ps(x,y) to
Ps(0,y) in BWm1 and BWm2, respectively. The cut line is
generated in both segments, then a connected area detection
algorithm is applied, and the segment with the largest area
in both BWm1 and BWm2 is selected. To ensure that the

findpeaks method does not find a local minimum in BWm1,
we considered a constraint; the region with the maximum
area should be above the half area in BWm1; if the condi-
tion is not satisfied, no area is taken. Fig. 4 shows in red
the minimum point found for the findpeaks function in a
mammogram and with a dotted line the halfway point of the
BWm1 area. At the end of the process, BWm1 and BWm2 are
combined, and the BWmask information is updated. Finally,
the grayscale mammogram is masked with the obtained
binary mask to get the preprocessed mammogram without fat
information.

Notice that the findpeaks function in Matlab returns a
vector with local maxima points of an input signal vector. So,
the r signal needs to be inverted to make the minimum points
maxima.

Algorithm 1 shows the pseudo-code of the fat removal
block.

IV. METHODS AND MATERIALS
This section is divided into four subsections. The first
describes the datasets used in the evaluation of the proposed
approach. The second describes the experimentation carried
out to validate the use of the proposed method. The third
describes the performance index used. Finally, the fourth
subsection describes the software used.
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FIGURE 3. Original contour signature (A), and contour signature when using quadratic
coordinates (B).

FIGURE 4. Minimum point found by the findpeaks function.

A. DATABASES
The mammograms used in this study were obtained from a
hospital in San Luis Potosi, Mexico. The Private mammo-
grams include a total of 256 mammograms with mediolateral
oblique views.

Additionally, we used 337 mammograms from public
databases from a hospital in Portugal. In total, 207 mammo-
grams from the INbreast database [36] and 130mammograms
from the BCDR database [37] were selected.

B. EVALUATION OF THE PROPOSED METHOD
Tomeasure the proposed methods’ effectiveness, we evaluate
the proposed preprocessing techniques following the subse-
quent considerations:

A comparison between the segmentation results and the
manual segmentation was carried out to evaluate the perfor-
mance of the breast delimitation stage. A human performed
the manual segmentation, corroborated by an oncologist,
using the software VIA .1 The Jaccard and Dice index was
used to do a quantitative evaluation.

1https://www.robots.ox.ac.uk/~vgg/software/via/

Additionally, the breast delimitation method was com-
pared with two methods proposed by Zebari et al. [14], and
Taghanaki et al. [2].

On the other hand, to evaluate the performance of the fat
removalmethod, a qualitative comparisonwasmade. Accord-
ing to [38], the classes considered in the comparison were
suitable, acceptable, and unacceptable. This method is not
compared to others because similar methods do not exist in
the literature.

Additionally, to see if it is convenient to apply the fat
removal method before pectoral muscle removal. We per-
formed complementary experimentation using a semantic
segmentationmethod using a SegNet architecture for pectoral
muscle delimitation.We selected this technique because there
are recent methods used to remove pectoral muscles [39],
so we found an opportunity to propose a new method for
pectoral muscle removal in mammography.

SegNet is a deep convolutional encoder-decoder architec-
ture for semantic segmentation. This segmentation network
consists of an encoder and a decoder for pixel-wise classifi-
cation. The SegNet architecture includes the 13 convolutional
layers and is topologically identical to the VGG16. The role
of the decoder is to map the low-resolution encoder feature
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Algorithm 1 Fat Removal Algorithm

Input :Mammography and binary mask (BW)
Output : Preprocessed mammography

1 Divide BW into two segments, upper BWm1, and lower
BWm2.

2 For each segment
3 Calculate the contour in BW.
4 Obtain the Cartesian coordinates (x,y) from the contour.
5 Convert the Cartesian coordinates (x,y) to quadratic

coordinates (x2,y2).
6 Find the minimum points (Ps) in the edge function

r=x2+y2

7 For BWm1, select the minimal point (P) as the midpoint
in Ps.

8 For BWm2, select P as the last minimum value in Ps.
9 Generate the cut area from P(x,y) to P(0,y).
10 Apply the connected component detection algorithm.
11 Select the largest connected area in BWm1 and BWm2.
12 Merge the resulting masks (BWm1 and BWm2) into

BW.
13 Mask the mammography with the binary mask obtained.

maps to full input resolution feature maps for pixel-wise
classification. The fully connected layers are tuned during the
training process to produce the class probabilities for each
pixel independently using the new class label [40], [41].

The SegNet model is shown in Fig. 5. The result image
label obtained by SegNet is shown in Fig. 6. In red is the back-
ground of the mammogram, in blue is the pectoral muscle,
and in gray is the breast tissue, according to their class label.
The background was labeled as class 0, the breast region was
labeled as class 1, and the pectoral muscle region was labeled
as class 2.

The SegNet model was trained using the BCDR, INbreast,
and Private datasets. Each dataset was evaluatedwith the orig-
inal mammograms and preprocessed mammograms using the
fat removal method. Resulting in the following variants:

• S-O-BCDR: SegNet trained with the BCDR dataset
using the original images without preprocessing.

• S-P-BCDR: SegNet trained with the BCDR dataset
using the images preprocessed with the fat removal
method.

• S-O-INbreast: SegNet trained with the INbreast dataset
using the original images without preprocessing.

• S-P-INbreast: SegNet trained with the INbreast dataset
using the images preprocessed with the fat removal
method.

• S-O-Private: SegNet trained with the Private dataset
using the original images without preprocessing.

• S-P-Private: SegNet trained with the Private dataset
using the images preprocessed with the fat removal
method.

The SegNet settings are learning rate 1e−3, mini-
batch size 4, momentum 0.9, L2Regularization 0.0005, the

maximum number of epochs 260, shuffle every epoch, and
training optimizer SGDM. Also, we use cross-entropy loss
as a loss function. To avoid overfitting, we use data aug-
mentation with random reflection, random translation in the
range of [−10,10], and random rotation in the range of [−180,
180] in both the x and y axes. Also, all images were resized
to 256 × 256 RGB images and converted to PNG format
to be consistent for the semantic segmentation method. The
network input receives normalized images in the range of
[0,1]. To do this, the gray level is divided by 255.

All SegNet variants were performed using a cross-
validation method with ten folds. The results were compared
to the original and preprocessed mammography segmenta-
tion using the Accuracy and IoU index. In addition, the
Kruskal-Wallis and Bonferroni statistical tests were applied.

C. PERFORMANCE INDEXES
According to the ground truth, accuracy is the ratio of cor-
rectly classified pixels to the total number of pixels in the
class. The range of accuracy is between [0,1]. Equation (1)
shows the calculated Accuracy [42].

Accuracy =
TP

(TP + FN)
(1)

TP is the number of true positives and FN is the number of
false negatives.

Mean accuracy is the average accuracy of all classes in all
images in a particular dataset.

Global accuracy is the ratio of correctly classified pixels
to the total number of pixels in the mammogram. The global
accuracy metric estimates the percentage of correctly classi-
fied pixels.

Intersection over union (IoU) is the ratio of correctly classi-
fied pixels to the total number of ground truth and predicted
pixels in that class. IoU is the Jaccard similarity coefficient
and is the most commonly used metric for semantic seg-
mentation. The IoU metric measures statistical accuracy by
penalizing false positives. The range in which it is found is
between [0,1]. Equation (2) shows the calculated IoU [42].

IoU =
TP

(TP + FP + FN)
(2)

TP is the true positives, FP is the false positives, and FN
is the false negatives.

Mean IoU is the average IoU score of all classes in a
particular dataset.

Weighted IoU is the average IoU of each class weighted by
the number of pixels in that class. This metric is appropriate
for images with disproportionately sized classes to reduce the
impact of errors in the small classes.

The Dice index is related to the Jaccard index according
to (3).

Dice = 2 ∗ IoU/(1 + IoU) (3)

Additionally, the Kruskal-Wallis statistical test and the
Bonferroni post-hoc test were used.
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FIGURE 5. SegNet model trained to segment the background, breast tissue, and pectoral muscle on
mammography.

FIGURE 6. Example of the response labeling generated by the SegNet
method.

D. SOFTWARE
The experimentation was carried out on a Windows 7 com-
puter with an Intel Core i7 processor and 32 GB RAM.
In addition, the computer has an NVIDIA GeForce 1080 Ti.
All programs were developed in Matlab R2019a.

V. EXPERIMENTAL RESULTS AND DISCUSSION
This section includes the results of the proposed method and
the results obtained from complementary experimentation
using a SegNet architecture for pectoral muscle removal.
As we introduced in Section IV-B, this additional experiment
aims to see if it is convenient to apply the fat removal tech-
nique before or after the pectoral muscle removal.

A. PROPOSED METHOD
Table 1 shows the median and median absolute devia-
tion (MAD) of Jaccard and Dice obtained for the three
methods, the proposed method and the breast delimitation
methods of Zebari et al. [14], and Taghanaki et al. [2], during
the evaluation of the BCDR, INbreast, and Private datasets.

TABLE 1. Median and MAD performance of the breast tissue delimitation
method.

The results show that the proposed method is competitive
with the methods in the literature. However, the methods

obtain different results because mammograms from public
and private banks, coming from different scanners, vary in
dynamic range. The method of Taghanaki et al. [2] for exam-
ple, obtains the best segmentation performance with public
datasets; however, when segmenting mammograms from the
Private dataset, it has the lowest performance. On the other
hand, the proposed method adequately segments the set of
mammograms of Mexican patients while ranking second
when segmenting public datasets. In general, the segmen-
tation performance of the proposed method is above 94%,
according to the Jaccard and Dice index.

Fig. 7 shows the visual results of the fat removal proposed
method used on four images from the three datasets: BCDR,
INbreast, and Private.

FIGURE 7. Results obtained from the proposed axillary and abdominal fat
removal preprocessing technique.

The results showed mammograms included in the datasets
and the preprocessed images obtained for the proposed
method. A person, supervised by an oncologist, reviewed the
preprocessed images and considered if the method was suit-
able for digital mammogram preprocessing. First, however,
a qualitative evaluation was necessary. Table 2 shows the
performance achieved by the fat removal method considering
the suitable, acceptable, and unacceptable labels. The results
show that 94.18% of the cases were suitable, 4.32% accept-
able, and 1.50% unacceptable.
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FIGURE 8. Segmentation results were obtained by SegNet when evaluating four mammograms. The
first column (Mammogram) shows the original and preprocessed images obtained from two BCDR
mammograms. The second column (Labeled) shows the manual delimitation performed by a
human. Finally, the following columns show the results of the SegNet variants trained previously.

TABLE 2. Number of cases classified as suitable, acceptable,
unacceptable labels.

B. PECTORAL MUSCLE REMOVAL METHODS
Table 3 shows the average results obtained for the semantic
segmentation methods using a SegNet architecture.

The results of the statistical test of Kruskal-Wallis was a
value p<0.001. The pairwise comparison results obtained by
the Bonferroni method are shown in Table 4.

The results show that the variants trained with the
BCDR and INbreast datasets present a significant differ-
ence (p<0.05) in all the semantic segmentation performance
indices used. Furthermore, there is a difference between the
variants trained with original images and those preprocessed
using the fat removal method. The best results were obtained
when training the network with the original images without
preprocessing.

In the case of the variants trained with mammograms in the
Private dataset, we can only observe a statistically significant
difference in the mean accuracy index, but a statistically sim-
ilar performance in other indexes. Therefore, the best variant
is the S-P-Private that uses preprocessed images.

Table 5 shows the accuracy, and IoU, per class: pectoral
muscle, breast, and background. The results per class show
that in terms of accuracy, the pectoral, breast, and background
classes reach values above 90% accuracy for all variants
trained with BCDR and INbreast mammograms. For the
S-O-Private and S-P-Private variants, the highest classifica-
tion performance in terms of accuracy is for the S-P-Private
variant, which considers the removal of axillary and abdom-
inal fat before removing the pectoral muscle.

The breast and background classes reach higher segmen-
tation performances than the pectoral class in the IoU index.
The pectoral class performs better with the variants trained

with INbreast and BCDR. On the other hand, the variants
trained with the Private dataset reached 77 and 75% for the
S-O-Private and S-P-Private variants, respectively.

From these results, we point out that for the INbreast
and BCDR databases, it is not necessary to apply the fat
removal method before removing the pectoral muscle. This
is because axillary artifacts do not significantly influence
preprocessing improvement. On the other hand, in the Private
dataset, as there are more significant variations of undesired
artifacts in the images, such as the arm and the axillary
basin, preprocessing of fat removal is necessary. Therefore,
removing fat will depend on how well the mammograms
were taken, the position of the patient during the mammogra-
phy, or directly related to the patient’s complexion. In this
case, the Private mammograms analyzed show more fat
than the mammograms in the INbreast and BCDR datasets.
This phenomenon may be directly related to the analyzed
population.

Table 6 shows a comparison of the results obtained in
contrast to other recently published semantic segmentation
methods.

The results shown in Table 6 show that the performances
achieved by the S-O-BCDR, S-O-INbreast, and S-P-Private
methods are competitive with those of the literature.

In addition, we performed a generalization study to observe
the generalization power of semantic segmentation methods
using SegNet when using different datasets to observe the
improvements and limitations of the methods because this
kind of study is not usually done in the literature. The
following subsection shows this kind of analysis done on the
S-O-BCDR, S-O-INbreast, and S-P-Private proposed
methods.

1) GENERALIZATION ANALYSIS OF SEMANTIC
SEGMENTATION METHODS
A generalization analysis was considered to evaluate the gen-
eralization power of the trained variants. In this generalization
study, the SegNet model was trained with one dataset and
tested with the rest.
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TABLE 3. General results of accuracy and IoU of the different variants analyzed. In bold the highest median results by dataset type.

TABLE 4. P-value obtained from Bonferroni statistical test for an α of 95% confidence. In bold are the comparisons where there is a significant statistical
difference.

FIGURE 9. Segmentation results were obtained for SegNet when evaluating four mammograms.
The first column (Mammogram) shows the original and preprocessed images obtained from two
INbreast mammograms. The second column (Labeled) shows the manual delimitation performed by
a human. Finally, the following columns show the results of the SegNet variants trained previously.

TABLE 5. Results of Accuracy and IoU per class of the different variants
analyzed.

Tables 7, 8, and 9 show the quantitative results of central
tendency and dispersion achieved by the variants S-O-BCDR,
S-O-INbreast, and S-P-Private during the generalization tests.

Table 7 shows the median and median absolute devia-
tion (MAD) results of the S-O-BCDRmethodwhen evaluated
with different datasets with and without the proposed fat
removal preprocessing. The results are shown by class; breast,
pectoral, and background. For the pectoral class, which is the
one that concerns us, the S-O-BCDRmethod has an adequate
generalization when evaluating the INbreast dataset without
preprocessing for the rest of the datasets; its discrimination
power is lower.

Fig. 8 shows the segmentation performance obtained by
the six variants of SegNet when tested with two BCDR
mammograms. The first two mammograms are without pre-
processing, and the next two are preprocessed using the pro-
posed fat-removal method. We can see that the S-O-BCDR
method is the variant that achieves the best segmentation,
followed by the S-O-INbreast variant; the rest of the variants
over-segment the pectoral muscle.

Table 8 shows the generalization results of the
S-O-INbreast method. The S-O-INbreast method achieves
86 ± 0.004% IoU for the BCDR dataset without preprocess-
ing. However, for other datasets, it reaches a performance
between 54-66%.
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TABLE 6. Comparison between methods using the mean accuracy and IoU.

TABLE 7. Generalization results of the S-O-BCDR method when
evaluating different datasets. The median and median absolute
deviation (MAD) from the IoU index were obtained per class.

TABLE 8. Generalization results of method S-O-INbreast when evaluating
different datasets. The median and median absolute deviation (MAD)
from the IoU index were obtained per class.

Fig. 9 shows the segmentation performances obtained
by the six SegNet variants when tested with two INbreast
mammograms, with and without preprocessing. The variants
with the best segmentation performance continue to be the
S-O-BCDR and S-O-INbreast methods. The rest of the

TABLE 9. Generalization results of method S-P-Private when evaluating
different datasets. The median and median absolute deviation (MAD)
from the IoU index were obtained per class.

variants are over-segmented or under-segmented in most
cases. The second image is complicated because it does not
consider the arm as a part of the breast or pectoral muscle in
the labeled image, and the methods find that the arm does not
pertain to the background. Hence, some methods assign it to
the pectoral or breast classes.

In the case of the S-P-Private method, Table 9 shows
the generalization performance of the method. The approach
adequately generalizes with 71% IoU to the BCDR dataset,
marginally with 69% IoU to the INbreast dataset, and accu-
rately with 80% IoU to the Private dataset. The results suggest
that applying fat removal preprocessing to the mammography
bank of Mexican women is effective and it is capable of
generalizing datasets that have not been preprocessed, as is
the case with the INbreast, BCDR, and Private datasets.

Fig. 10 shows the segmentation performances obtained by
the six SegNet variants tested with three Private mammo-
grams. The first three mammograms are without preprocess-
ing, and the next three are preprocessed using the proposed
method. The preprocessed mammograms were correctly seg-
mented by the S-O-BCDR, S-O-INbreast, and S-P-Private
methods. On the other hand, the original mammograms
were only correctly segmented by the S-O-Private method
for these examples. These results suggest that it is difficult
to obtain a technique that adequately generalizes with all
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FIGURE 10. Segmentation results were obtained for SegNet when evaluating four mammograms.
The first column (Mammogram) shows the original and preprocessed images obtained from two
Private mammograms. The second column (Labeled) shows the manual delimitation performed by a
human. Finally, the following columns show the results of the SegNet variants trained previously.

TABLE 10. Average IoU performance obtained by the S-O-BCDR, S-O-INbreast, and S-P-Private methods when evaluating different datasets.

datasets, particularly when they do not follow the same pat-
tern with which they were trained. For example, although the
S-O-BCDR and S-O-INbreast methods seem to generalize
the mammograms accurately from the INbreast and BCDR
datasets, they did not get the same results using the Private
datasets without mammogram preprocessing. This behavior
is because the Private dataset contains a more significant
amount of tissue such as the arm, pectoral muscle, armpit
basin, and abdominal fat. As a result, a high-intensity contrast

is generated after applying a contrast enhancement technique.
In this way, the tissue’s high intensity and variety can confuse
themethods and, therefore, result in over-segmentation, as we
can see with the S-O-BCDR, S-O-INbreast, and S-P-Private
methods when evaluating these mammograms.

The overall performance of the S-O-BCDR, S-O-INbreast,
and S-P-Private methods, in terms of the IoU index, is shown
in Table 10. Bold indicates the method’s performance after
being trained with the testing set from the same dataset. Note
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that each method has been evaluated with different datasets
to observe the generalization performance.

The S-O-BCDR method reaches 92% IoU after being
tested with images from the BCDR dataset. Furthermore,
it achieves a similar performance of 92% with INbreast
mammograms. On the other hand, the S-O-INbreast method
reaches 92% when tested with the INbreast dataset and
performs 94% using the BCDR dataset. Contrastingly, the
S-P-Private method achieves 87% IoU when tested with pre-
processed Mexican mammograms, and it reaches 87%, 85%,
and 89% when tested with the BCDR, INbreast, and Private
datasets, respectively.

VI. CONCLUSION AND FUTURE DIRECTIONS
In this paper, a pipeline for mammography preprocessing was
presented. This pipeline includes a block for breast delimita-
tion and a method for abdominal and axillary fat removal.

The fat removal proposed method originated from a need
found intrinsically in the mammograms of Mexican patients
(the Private dataset); the objective was to leave the area of
breast tissue as clean as possible for posterior analysis. The
method was also evaluated using other public digital mam-
mograms. The BCDR and INbreast datasets are composed of
mammograms from Portuguese patients.

The proposed method is fully automatic and requires no
interaction from the user. In addition, it is suitable for breast
delimitation obtained above 94% according to the Jaccard and
Dice index for the three datasets evaluated. Furthermore, the
fat removal method suitably removes the axillary and abdom-
inal fat in 94% of cases. Therefore, the proposed method
allows obtaining a cleaner area of the breast, which may be
helpful for classification tasks.

Furthermore, a comparative study was carried out using a
SegNet to verify whether applying the fat removal method
before pectoral muscle removal would be convenient. The
results showed that in the case of public mammograms, since
these are of patients who do not present significant variations
in fatty tissue, they do not require the removal of fat before
detecting the pectoral muscle. However, after the pectoral
muscle removal, the proposed fat removalmethod can be used
to improve other kinds of analysis, such as density analysis.
On the other hand, for mammograms with significant fat vari-
ations like in the Private dataset that we evaluated, we found it
is effective to apply the fat removal method before removing
the pectoral muscle to get a cleaner breast area. Therefore,
we conclude that a preprocessing technique like we propose
can be beneficial depending on the population analyzed and
its features.

Also, we did a generalization analysis to test the general-
ization capacity of the proposed semantic segmentationmeth-
ods: S-P-Private, S-O-BCDR, and S-O-INbreast. This study
was necessary to evaluate the effectiveness of the seman-
tic segmentation methods. Unfortunately, the generalization
study is not usually carried out in the literature. Still, it was
essential to know the scope and limitations of the method
and observe the generalization power of the SegNet methods.

Among the results obtained, the S-P-Private method, which
was trained with mammograms of Mexican women prepro-
cessed by the proposed fat removal method, was able to
generalize the pectoral muscle segmentation in the INbreast,
BCDR, and Private datasets with a 69%, 71%, and 80%
IoU index, respectively. On the other hand, the S-O-BCDR
and S-O-INbreast methods did not adequately segment the
pectoral muscles using the Private dataset; their performance
was less than 65% of the IoU index. This behavior is because
both datasets come from a hospital in Portugal. Therefore the
population analyzed is similar and differs from the Mexican
people.

We concluded that datasets that include unwanted tissues
(e.g., abdominal and axillary fat, and the arm) in a small pro-
portion, as in the INbreast and BCDR datasets, current meth-
ods can remove the pectoral muscles without fat removal.
However, for mammograms with unwanted tissue covering a
large proportion of the area, as in the Private dataset, we rec-
ommend that the proposed fat removal method be used before
detecting the pectoral muscle to remove structures such as the
arm, which can be confused with the pectoral muscle.

The S-O-BCDR, S-O-INbreast, and S-P-Private methods
obtain an overall segmentation performance in three classes
(breast, pectoral muscle, and background) of 92.7%, 92.5%,
and 87.8%, respectively, according to the mean of the IoU
index. In terms of average accuracy, these methods obtain
98.0%, 98.1%, and 96.5%, respectively. These methods were
compared with other recent semantic segmentation methods.
We determined that the proposed methods are competitive
with other recent approaches in the literature.

In future work, we desire to evaluate the fat removal
method on film-basedmammograms because, in this research
work, only digital mammograms were used. In addition,
we will aspire to improve the pectoral muscle segmenta-
tion method by evaluating other semantic segmentation net-
works and applying an object detection method to avoid
over-segmentation problems. Finally, we want to analyze the
mammographic density performance using mammograms of
Mexican patients preprocessed with the proposed method.
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