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ABSTRACT Recently, increasing demand for remote laboratories is noticed, due to the shifting of the
educational systems from face-to-face education to online education through the internet. A Remote-
controlled laboratory is based on the use of real instrumentations and components, in which experiments
are completely conducted and controlled remotely by the students through the internet. Thus, it provides a
hands-on learning experience for students on an online basis. In order to realize this increasing demand for
remote laboratories, efficient management of the laboratory resources should be considered. In this work,
a novel laboratory learning system is proposed, which provides the flexibility of deployment on any physical
infrastructure, integrability with other different physical laboratory resources, and scalability. Moreover,
a mathematical model for the laboratory learning system is formulated, to provide the basis for defining
the optimization problem. The problem of minimizing the number of blocked time slots per acquiring
student, by optimizing the association between the reserving students and the available resources at different
time slots is also formulated, which reflects the maximization of resources utilization. Then, a matching
game-based framework is proposed to optimally solve the formulated problem. Simulation results show
the significance of the proposed matching game-based framework compared to other students to resources
association schemes, in minimizing the number of blocked time slots per acquiring student and maximizing
the resources utilization efficiency.

INDEX TERMS Remote laboratories, laboratory learning system, matching game, resource management.

I. INTRODUCTION
Nowadays, the remote laboratory system is an important and
supplementary part of learning to bridge the gap between
theory and practice. New technologies have provided the
laboratories with a different form of observation, exper-
imentation, and investigation whereby distance learning
garnered the attention of researchers [1], [2]. Remote lab-
oratories provide opportunities and flexibilities for students
to conduct experiments by the level of ability and pace of
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learning each student, anytime and anywhere [3], [4], [5], [6].
Hence, remote laboratory systems have been designed to
perform the remote access platform for learners from faraway
places [7], [8].

Historically, physical laboratory requirements have limited
the ability to support flexible usage and sharing of resources.
Nowadays, the rapid development of computer technologies
and networking have supported the transformation to remote
laboratories. Remote laboratories are important tools for both
student learning and scientific research. They do represent
a significant investment that needs to be developed and
maintained [9], [10], [11], [12].
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In order to operate the remote laboratories, and manage the
user’s accessibility, laboratory learning systems are required.
Nonetheless, one of the major challenges in laboratory learn-
ing systems is the lack of standardization [13]. Which means
that laboratory learning systems that runs and controls the
remote laboratory may not be modular, portable, flexible,
or scale. The most important feature of laboratory learning
systems is to support sharing expensive resources across
the world [14], [15]. In this regard, some benefits such as
flexible access, sharing and integrating remote laboratories’
resources, and modular architecture, have been shown to
increase the attention of users [16], [17], [18], [19], [20], [21].
Regarding a flexible and integrable platform, resource alloca-
tions are considered a significant issue. Thus, proper schedul-
ing can respond to the demand for having access to the remote
laboratory.

Generally, remote laboratories have grown in sophistica-
tion to provide a number of benefits such as flexibility and
scalability. Current remote laboratories can be categorized
into two types: batch laboratories and interactive laborato-
ries [22], [23]. Batches are for submitting a specification for
the experiment and submitting it to run asynchronously at a
later time when the apparatus is available [24]. When using
batches, the user does not interact with the lab at all and
overall utilization of the apparatus is limited by algorithms
managing the queue [25]. Interactive laboratories, in contrast,
allow users to interact with their experiments to give them
full control over what’s going on in real-time [26], [27].
Thus, they allow you to monitor and adjust an experiment
as it executes, so every user must be allocated to a labo-
ratory resource at a time when it is available. This process
represents a resource scheduling and allocation task, and
since interactive laboratories use laboratory infrastructure in
different ways and provide some interesting opportunities
and challenges, it is different from other types of scheduling
tasks.

The specific design of the laboratory resources scheduling
and reservation system will depend on a number of factors,
including the number of users, the number of available lab-
oratory resources, the type of experiment for each user, the
required resources for each experiment, and guaranteeing
the access for each reserving user. Moreover, the design of the
resources scheduling algorithm has a significant impact on
the number of available timeslots on the reservation system
for each user, and how the user’s access is managed and
guaranteed. Using a reservation system, a user can often
schedule an access time slot in advance, which in turn gives
the user assured access at a predetermined time. It can be
noted that the scheduling techniques that have been applied
in laboratory learning systems up to this point have been
either nonexistent or extremely basic. Most of the systems
currently in use that does enable scheduling have chosen a
basic reservation system.

II. LITERATURE REVIEW
A. RELATED WORK
In [28], the authors described the hardware and software
architectures as a platform of a hybrid online laboratory
developed at the TU Ilmenau. They adopted a dynamic book-
ing system, such that resources are accessed dynamically, and
a time slot is blocked, only if all the devices of the same
type needed for the experiment are equipped. However, they
did not consider different experiments that require multiple
resources, and how resources are allocated to the users in that
specific case, in order to minimize the number of blocked
time slots.

The work in [29] developed an application that is used in
evaluating the quality of their remote laboratory system. The
considered remote laboratory system adopted a basic static
reservation system, where students must reserve their times-
lots in advance, in order to avoid conflict between students
using the same resource at the same time.

The work in [30] proposed a low-cost, scalable remote
FPGA laboratory architecture based on remote access mech-
anism for digital circuit design. nevertheless, the proposed
remote laboratory architecture adopted a simple booking sys-
tem for reserving the users’ time slots.

In paper [31], the authors designed and implemented a uni-
fied and flexible web-based online laboratory framework for
experimentations of control education. In this work, the used
access mechanism was not described considering multiple
users requiring the same resource.

The authors in [32] proposed a remote laboratory man-
agement system named REMLABNET, for managing exper-
iments in the university level and school level as well.
They used a basic reservation system based on students’
registration.

Moreover, the authors in [33] proposed remote laboratory
architecture that focuses on experimentations of embedded
systems. The proposed remote laboratory architecture pro-
vides high scalability, and cost-efficiency based on a mod-
ular design, and hardware sharing techniques. The authors
adopted a queuing system based on first come first serve in
the remote laboratory management system layer. However,
at congestion time, a user might take a long access time,
which is the time taken by the user until it accesses the
experiment, which in turn affects the quality of experience.

The work in [34] proposed an approach to integrate remote
laboratories in a grid and service-oriented architecture-based
environment, considering advanced reservation, and service
level agreements, to set up, configure, and manage remote
laboratories. They adopted a basic scheduling service that
queries the availability of the required resources and nego-
tiates the reservation across all the involved scheduling
systems.

In addition, the authors in [35] developed an in-house
solution to reserve resources via the internet, in order to
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FIGURE 1. Proposed laboratory learning system architecture.

conduct their experiments and exercises at their convenience.
They adopted a basic reservation system based on stu-
dents booking, that permits the student to use the required
remote laboratory resource without conflict with other
students.

In [36], the authors proposed a new method for students
to accessing multiple instances of remote laboratories. They
used a server-side scheduler service as a central point of
control to all access requests. For each access request, the
scheduling service consults the in-memory database in order
to find free rigs. This basic methodology does not take into
consideration the resources required for different experi-
ments, and it can not efficiently utilize the available resources
in diverse experiments scenario.

The work in [37] designed and developed a remote labora-
tory system based on embedded system and user management
server, that can be used by mobile devices having PC-level
capabilities, for experiments on electronic telecommunica-
tion courses. The authors used a basic reservation method
based on students’ bookings.

Furthermore, In [38], the authors analyzed the scheduling
algorithm used by Sahara remote laboratory system, they
investigated its limitations, and proposed some modifica-
tions to address them. They used a hybrid calendar-based
reservation and priority queuing mechanism, which takes
advantage of early finished reservation sessions, in order
to utilize the reserved resources by other users using the
priority queuing. However, they did not consider experiments
that require multiple resources, and how these resources can
be managed dynamically to increase the availability of the
overall resource.

FIGURE 2. Laboratory resource manager.

The rest of the paper is organized as follows: Section III
describes the proposed system architecture, while section IV
presents a mathematical modeling for the proposed system
until reaching an optimization problem formulation, which
aims at minimize the students’ time slots blocking rate.
Then, section V presents matching game-based framework
for students-resources association to solve the aforemen-
tioned optimization problem. After that, the performance of
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the proposed framework is evaluated in section VI, followed
by the conclusion in section VII.

III. SYSTEM ARCHITECTURE
In this section, the architecture of the laboratory learning
system is proposed with the aim of minimizing the time
slots’ blocking rate for students acquiring experiments at
the experiment reservation phase. In the proposed system
architecture, a generalized physical infrastructure is consid-
ered, which reflects the flexibility of deploying the proposed
laboratory learning system on any physical infrastructure.
It also provides smooth integration between different labo-
ratory infrastructures used in various fields at diverse spaces
(e.g., An electronics laboratory can be integrated with a com-
puter laboratory at different universities to be managed by
the proposed laboratory learning system), which reflects its
integrability and scalability.

Figure 1 shows an overview of the proposed system.
The proposed laboratory learning system consists of two
main subsystems, besides the connected physical infrastruc-
ture. Generally, we consider a physical laboratory infrastruc-
ture that consists of virtual lab machines and physical lab
machines (PLM) (i.e., desktop computers), that may contain
all the required software installed on it, and also are con-
nected to the hardware lab resources through the domain
network. It also may contain PLM-connected Instruments,
which require a direct connection to a desktop computer
for remote accessibility, and LXI-based Instruments, which
are laboratory devices and instruments that have an LXI
interface to be remotely accessed through the Internet. The
physical infrastructure also may contain a switching matrix,
which controls all the hardware resources interconnectivity
according to control signals from the Lab Resource Manager
to build the experiment topology.

A domain directory server is needed in the physical
infrastructure to store information about the lab resources
connected to the network and makes this information easy
for administrators and users to find and use.

A. LABORATORY LEARNING MANAGEMENT SUBSYSTEM
The first subsystem in the proposed laboratory learning sys-
tem is the laboratory learning management subsystem, which
is the management software that helps teachers to create the
laboratory learning object (experiment) and manage the way
of experiment execution, it also provides an interface between
the student and the physical resources, meanwhile, it allows
technical support to manage the hardware and software
resources. The laboratory learning management subsystem is
composed of an authoring tool, course experiment manager,
remote machine access interface, reservation interface, and
software/hardware resources and lab machine interface.

The authoring tool which is the teachers’ tool, it allows
the teachers to create or edit experiments as a laboratory
learning object, and store them in the experiment database.
This includes the laboratory activities, contents, assessment,
and evaluation mechanism. It also allows teachers to link an

experiment to the required software resources (i.e., Matlab,
Labview, . . . etc.) and hardware resources needed (i.e., LXI
instruments, PLM connected instruments, standalone cir-
cuits, kits, boards, . . . etc.), which are already stored as
available resources in the software and hardware resources
database.

The course experiment manager which is also a teachers’
tool, it allows the teachers to access all the created experiment
objects stored in the experiment database, through which the
teachers can associate the created experiments objects to a
course he/she is teaching. It provides the teachers with the
availability to assign the experiment to a cohort or a group of
students and configure the experiment time duration, start and
due date, and themaximum number of attempts. The relations
between the experiment, the course, and the students’ group,
are stored in the course experiment database.
On the other hand, the remote machine access interface is

an interface between the students and the laboratory machine
resources used during the experiment execution to fulfill
his experiment objectives. It allows the student to start the
experiment in his reserved time slot by initiating a remote
access connection with a reserved virtual or physical machine
through the Lab resources manager. The Lab resources man-
ager delivers the remote access session connection informa-
tion, and the shared session connection is sent to the student’s
browser.

Moreover, the reservation interface is an interface that
allows a student to reserve a time slot to execute his assigned
experiment during the experiment active period. The avail-
able time slots are obtained by the lab resources manager by
running the matching game algorithm, through which all the
required experiment resources are available. The student is
then allowed to select his preferred time slot. After reserving
the time slot, the related information is saved in the reserva-
tion database.

Furthermore, the software/hardware resources and lab
machine interface is a technical support interface, which
allows the technical support to install a new software and
hardware control programs (i.e., software and hardware
resources) on the virtual and physical laboratory machines.
It allows the technical support to configure installed software,
and to connect hardware for each virtual and physical labo-
ratory machine. It provides the technical support to configure
and edit the laboratorymachines’ access time (e.g., laboratory
machines are only available at night, since day times are
reserved for on-campus activities). All the information about
the laboratory virtual and physical machines, and the software
and hardware resources installed or connected to them, are
stored in the software and hardware resources database, and
the Lab Machines database.

B. THE LABORATORY RESOURCE MANAGER
The second main component in the proposed laboratory
learning system is the Laboratory Resource Manager. The
Laboratory Resource Manager is considered the interface
that connects the laboratory learning management subsystem
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with the physical infrastructure. It manages the physical
infrastructure to ensure smooth and reliable students’ con-
nectivity to the remote laboratory. It provides an intelligent
association mechanism, which aims at increasing the remote
laboratory students’ capacity, by minimizing the time slots
blocking rate at the students’ reservation phase and increasing
the number of available time slots for reservation. Besides,
it acts as a laboratory learning system decoupler, where it can
be used as a standalone software that enables an intelligent
management for diverse remote laboratory physical infras-
tructures, using different laboratory learning management
subsystem designs.

Figure 2 shows the main components of the Labora-
tory Resource Manager. The first component is the soft-
ware/hardware resources and lab machines module, which
contains all the information about the lab physical and virtual
machines and the software and hardware resources installed
or connected to the physical laboratory domain network.
It acts as an interface to the software and hardware resources
database, lab machines database, and the domain directory
server, to be accessed and edited by the technical support.

The second component is the reservation module, which is
used to provide the reservation interface with the available
time slots so that a student can book his machine reserva-
tion for a specific experiment. When a student accesses the
laboratory learning system to book an experiment through
the reservation interface, the reservation module requests the
experiment required resources from the course experiment
manager. According to the available hardware and software
resources, themachines’ available time slots, and the reserved
resources, the matching game algorithm runs with the given
criteria to deliver the available time slots for booking. The
student is then allowed to select his preferred time slot. After
reserving the time slot, the related information is stored in the
reservation database.

The next component is the students – laboratory resources
association, which is the brain of the laboratory resource
manager. It runs the proposed matching algorithm in
section VI, in order to find the optimum students to physical
and virtual machines association, which aims at increasing
the remote laboratory students’ capacity, by minimizing the
time slots blocking rate. The students – laboratory resources
association gets its required information (i.e., the required
hardware and software resources in each time slot stored
on the reservation database, the resources available on each
machine table stored on the lab machine database) from the
reservation module. It also sends the available time slots to
the reservation module for student reservations.
Moreover, the experiment setup module is responsible for

preparing the experiment resources for the student at the
beginning of the reserved time slot. Prior to the experiment
execution, the experiment setup module requisites the ID
of the experiment’s associated laboratory physical or virtual
machine from the reservation module, in order to request
its activation from the remote machine access host module.
It also requisites the required hardware resources IDs from

the reservation module, in order to configure the experiment
topology, by sending a control signal to the switching matrix
to connect the required hardware resources and the laboratory
physical or virtual machine to set up the experiment.

Furthermore, the remote machine access host module is
a module that creates a session sharing URL with control
access, which is delivered to the student’s remote access
interface. This module is a remote access gateway, which
allows session sharing and granting access control. For a
student to be able to connect seamlessly and control the
assigned remote lab machine, this module will open a session
with the student’s credentials on the remote lab machine’s
name using Remote Desktop Protocol (RDP). The RDP pro-
tocol provides a secure authentication through Network Level
Authentication (NLA), and communication through Secure
Sockets Layer (SSL) and Transport Layer Security (TLS).

IV. SYSTEM MODEL
In this section, we propose a mathematical formula-
tion for the presented system architecture. Let M =

{1, 2, . . . ,m, . . . ,NM} be the set of the available pool of
laboratory virtual machines and physical machines, such that
NM is the total number of virtual and physical machines.
Besides the virtual and physical machines, the laboratory
available resources are comprised of different software and
hardware instruments and can be denoted by the set R =

{1, 2, . . . , r, . . . ,NR}, such that NR is the number of avail-
able software and hardware resources, and NM

r is the number
of physical and virtual machines that has resource r (e.g.
software that can be installed on different physical or virtual
machines with licenses, or hardware replicas that are con-
nected to different physical or virtual machines). Hence, the
total number of resources in the system isNR

total =
∑NR

r=1 N
M
r

Also, the set of available resources for each machine m ∈
M are denoted by Mm⊆ R, and NR

m denotes the number
of available resources in machine m. Moreover, the created
experiments are denoted by the set ε = {1, 2, . . . , e, . . .NE

},
where NE is the total number of created experiments. Each
created experiment e ∈ E has a set of required resources
Ee ⊆ R, such that there is at least a set Mm ⊇ Ee. Also, each
experiment e ∈ E is assigned a duration time te from the
set of available time durations T = {1, 2, . . . , td , . . . ,NT

},
where NT is the total number of available time durations.
Besides, NTd

e is the number of time durations that can be
reserved by a student for experiment e. This number can
be calculated by knowing the start scheduled time T starte
and due to scheduled time T duee of the experiment, the vir-
tual and physical machines’ off-time duration for physical
and virtual machines tOFFm , and the duration time te, as
follow:

NTd
e =

(
T duee − T starte

)
− tOFFm

te
(1)

On the other hand, the set of students reserving
experiments at time slot t are denoted by St =

{1, 2, . . . , st , . . .N St }, such that N St is the total number of
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students reserving time slot t . an associationmatrix Xe
t at time

slot t represents the association between the set of students
St and the set of virtual and physical machines M , such that
Xe
t is an N St × NM matrix, and NM

≥ N St . An element
of the matrix Xe

t has the value of xestm ∈ {0, 1}, where
xestm = 1 represents the reservation of student st to machine
m for experiment e, while xestm = 0 means that machine m
is not reserved by student st for experiment e, this can be
formulated mathematically as follow:

xestm =

 1, Ee ⊆ Mm, and
∑

st
xestm = 0

0, Ee ̸= Ee ∩Mm, or
∑

st
xestm = 1

(2)

A student acquiring experiment e at time slot t that needs
a duration time te is denoted by set , such that set /∈ St and
set = N St + 1. The availability of time slot t for experiment
e to be reserved by student set is denoted by aet , and can be
represented as follow:

aet =

 1,
∑

st

∑
m
xstm = N St + 1

0,
∑

st

∑
m
xstm < N St + 1

(3)

where aet = 1 if all the reserved students St and the acquiring
student set for experiment e at time slot t are associated with
machines from the machines pool M. While aet = 0 if only
some of the acquiring and reserved students are associated
with machines from the machine pool M.
The availability matrix Ae for any student acquiring

experiment, e is an NTd
e ×1 matrix that contains the elements

aet where t =
[
1,NTd

e

]
. The number of available time slots

NA
se for student s

e is equal to:

NA
se =

NeTd∑
t=1

aet (4)

While the number of blocked time slots NB
set
for student se

can be calculated as follow:

NB
se = NTd

e − N
A
se (5)

In this work, our problem is to minimize the blocking rate
which is defined as the number of blocked time slots per
acquiring student, by optimizing the association matrix Xe

between all the reserved students and the available physical
and virtual machines at different time slots, where Xe

={
Xe
1,X

e
2, . . .,X

e
t , . . . ,X

e
N
Td
e

}
. This problem can be formu-

lated as follow:

OPT :min
X e

NB
se (6)

s.t. xestm ∈ {0, 1} , (7)

xestm = 1 : Ee ⊆ Mm, and
∑

st
xestm = 0, (8)

xestm = 0 : Ee ̸= Ee ∩Mm, or
∑

st
xestm = 1,

(9)∑
m
xstm ≤ 1, (10)

N St ≤
∑

m

∑
st
xstm ≤ N

St + 1, (11)

In optimization problem OPT, constraint (7) ensures that the
association index xestm is equal only to 0 or 1; and, constraint
(8) and (9) ensures that a student is associated with a specific
physical or virtual machine m, if only the machine can pro-
vide the experiment’s required resources Ee, and no student
is associated with this machine; Also, constrain (10) ensures
that a student cannot associate with more than one machine;
Moreover, constraint (11) ensures that at least all the reserved
students in a specific time slot t are associated to physical or
virtual machines.

V. MATCHING GAME-BASED FRAMEWORK FOR
STUDENTS – LABORATORY RESOURCES ASSOCIATION
The aforementioned formulated problem OPT can be posed
as a matching problem, where students should be matched
optimally to the physical and virtual machines according
to their available resources and each student’s experiment
required resources. It can be considered as a one-to-
one matching problem, where each student is matched
to one physical or virtual machine. The matching the-
ory is a Nobel prize winning framework that provides
mathematical tractable solutions for combinatorial matching
problems [39], [41], [42].
In order to solve this problem, we propose a framework

based on matching game algorithm, where the optimization
problem OPT is divided into NTd

e matching sub problems.
For a student acquiring an experiment e, the matching sub
problems should be solved to determine the availability of
each specific timeslot t . If a stable matching between the
students (the acquiring student, and the reserving students at
time slot t) occurs, then this timeslot is considered available,
if not, then the timeslot is considered unavailable. Solving
the matching sub problem is applied to each of the available
timeslots for this student.

A. MATCHING GAME DEFINITION FOR STUDENTS’
ASSOCIATION
The basic solution concept of a matching problem is defined
as two-sided stable matching. The two-sided stable matching
occurs only if there are no blocking pairs. A pair (st ′,m′) is
defined as a blocking pair if student st ′ prefers to be matched
to machine m′ instead of its currently matched machine m,
and machine m′ prefers to be matched to student st ′ instead
of its matched student st .
The work in [39] introduced a matching game algo-

rithm that can find a stable matching between two sets,
which is called the differed acceptance matching algorithm.
In this algorithm each student ranks the physical and virtual
machines based on a utility function in order to obtain their
preference relation, on the other side, each physical and vir-
tual machine should also rank the students based on a utility
function to obtain their preference relations.
The one-to-one matching game can be formulated by the

tuple (St , M,≻St ,≻M), where the first players set is the
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students set St , the second players set is the physical and
virtual machines set M, while≻St ,and≻m are the preference
relations of the students’ set and the machines set, respec-
tively, such that ≻St= {≻st }st∈St , and ≻M= {≻m}m∈M.
Amatching between the students and the machines is denoted
by µ : St → M, where µ is the matching game student’s
association outcome. Moreover, a utility function for each
student is denoted by Ust (m), which is used by the students
to rank the physical and virtual machines, in order to build
the preference relations ≻st . On the other hand, the utility
function for the physical and virtual machines are denoted by
Um(st ), which is used by the physical and virtual machines
to rank the students, in order to build the preference rela-
tions ≻m. The utility functions are described in the following
subsections.

B. STUDENTS’ UTILITY FUNCTION
In order to minimize the blockage rate NB

se in the optimiza-
tion problem OPT, we designed a utility function for the
students’ that aims at maximizing the utilization of the avail-
able resources Mm for each machine m. The utility function
Uset (m) is formulated as follow:

Uset (m) = min
(
NM
r : r ∈ Mm

)
− NR

m,∀m ∈M,Mm ⊇ Ee

(12)

In this utility function, the first term (min
(
NM
r : r ∈ Mm

)
)

is the minimum of the number of physical and virtual
machines that has resource r , for all the resources on machine
m. In other words, for each machine m, we find the minimum
number NM

r for all the resources on that particular machine.
The aim of finding this minimum number NM

r is that it
reflects themost rarely resource r in machinem, and a student
is preferred to be matched with a machine that has a higher
rare value, instead of matching with a machine with a rare
resource, which could block other students.

On the other hand, the second term (NR
m) is the number

of resources on physical or virtual machine m. This number
reflects resources occupancy of machine m. A student is
preferred to be matched with a machine that has the lowest
resources occupancy, in order to leave the highest possible
number of resources available for other students. This will
provide a better utilization of the available resources.

C. PHYSICAL AND VIRTUAL MACHINES’ UTILITY
FUNCTION
In this subsection, we design an efficient physical and virtual
machine utility function that serves the matching game algo-
rithm in solving the optimization problem OPT. The utility
function Um(set ) is formulated as follow:

Um
(
set

)
= −min

(
NM
r : r ∈ Ee, e→ st

)
,∀set ∈ St ,Mm⊇Ee

(13)

A physical and virtual machine m rank the students based
on the resources required by the experiments in which the

students are mapped to. For a particular resource r required
by experiment e that student st should perform, the number
NM
r is the number of physical and virtual machines that has

resource r . Thus, for a student st , if an experiment e requires
multiple resources, machinemwill consider the resource that
has the minimum number NM

r , which indicates the rarity
of that resource. The utility function Um

(
set

)
implies that

machine m will prefer matching with the student that needs
the rarest resource, which decreases the probability that this
student is blocked, and will provide a better utilization of the
available resources.

Algorithm 1 One-to-One Matching Game for Students
Association
Initialization:St , M.
Discovery and utility function computation:
1: Every student set construct ≻set using Uset (m)

Find stable Matching:
2:While

∑
∀st ,m bst→m ̸= 0 do:

3: For each unassociated student:
4: Find m = arg max

m∈≻st
Uset (m).

5: Send a request bst→m = 1 to machine m.
6: For all machines (m ∈M) :
7: Update S

req
m ← {st : bst→n = 1, st ∈ St .

8: Construct ≻m based on Um
(
set

)
.

9: Accept st = arg max
m∈≻m

Um
(
set

)
.

10: Update S
rej
m ←

{
S
req
m \Sm

}
.

11: Remove machines m ∈≻set ,∀s
e
t ∈ S

rej
m

12: end while
13: Result: A stable matching µ∗.

D. PROPOSED MATCHING GAME ALGORITHM
Algorithm 1 presents the details of the proposed matching
game algorithm. After initialization, each student st use the
utility function Uset (m) in (12) to construct its preference
relation ≻set (step 1). Then it sends a bed request bst→m to
machine m that has the maximum Uset (m) value (steps 2-5).
On the other side, the physical and virtual machines update
the requesting students set Sreqm according to the bidding
received (steps 6-7). Then, each machine constructs its pref-
erence relations ≻m based on (13), and accepts the student
with the highest Um

(
set

)
value (steps 8-9). After that, each

machine sends a rejection to the not accepted bidding students
according to the rejection list Srejm (step 10). Finally, for
each student received a rejection from machine m, he should
remove machine m from his preference relation ≻set . This
process (steps 2-12) is repeated until there is no bidding
request left.

VI. PERFORMANCE EVALUATION
A. SIMULATION SETUP
In order to evaluate the performance of the proposed labora-
tory management system, a simulation setup is used where
5 experiments are created, and each experiment is assigned a
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FIGURE 3. Resources to physical and virtual machines mapping. In (a), the total number of physical and virtual machines is NM = 5. In (b), the total
number of physical and virtual machines is NM = 15. In (c), the total number of physical and virtual machines is NM = 25. Note that, the total resources
in the system NR

total = 25, and the number of different resource types NR = 5, and the number of resources used in each resource type NM
r , are fixed in

(a), (b), and (c).

unique resource randomly from the set of available resources.
The students are randomly assigned one experiment from
the created experiments in each iteration. In each simulation
run, 1000 iterations are conducted, and average values of the
iterations are calculated.

Moreover, two performance metrics are adopted to show
the effectiveness of the proposed laboratory management
system under different parameters changes. The first perfor-
mance metric is the average percentage of blocked times-
lots NB

se

/
NTd
e , which is the ratio of the number of blocked

timeslots to the total number of available timeslots, where
0 ≤ NB

se

/
NTd
e ≤ 1. The lower the percentage of blocked

timeslots, the better the resource management scheme is.
The second performance metric is the average resource

utilization efficiency, which is the ratio of the maximum
number of students that can reserve in a specific timeslot
to the total number of physical and virtual machines. Note
that this performance metric also has a minimum of 0 and a
maximum of 1. Whenever this ratio increases, this indicates
the effectiveness of the used resource management scheme in
utilizing the available resources.

In this context, and in order to evaluate the average per-
centage of blocking while increasing the number of students,
we consider fixing the following parameters, the number of
physical and virtual machines, the total number of timeslots,
and the total number of resources in the system. On the other
hand, in order to evaluate the average percentage of blocking
while increasing the number of machines, we consider fixing
the total number of students, the total number of timeslots,
and the total number of resources in the system parameters.
Furthermore, to evaluate the average resource utilization effi-
ciency while increasing the number of physical and virtual
machines, we consider fixing the total number of timeslots,
and the total number of resources in the system parameters.

In addition, we fix the number of physical and virtual
machines, and the total number of timeslots parameters in
evaluating the average resource utilization efficiency while
increasing the total number of resources in the system.

TABLE 1. Parameters values for different simulation runs.

A summary of the different parameters changes for each
simulation run is presented in Table 1. Moreover, a detailed
explanation of how each physical and virtual machine is
assigned its resources is described in the next subsection.

B. RESOURCES TO PHYSICAL AND VIRTUAL
MACHINES MAPPING
An important parameter that directly affects the performance
of the laboratory management system and represents differ-
ent case scenarios is the number of available physical and
virtual machines, and how the total available resources in
the system are mapped to it. In order to distribute and map
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the available resources to a specific number of the avail-
able virtual and physical machines NM, the total number of
available resources NR

total should be given. In each iteration,
the number of resources NM

r for each resource type r is
assigned randomly, such that

∑NR

r=1 N
M
r = NR

total . Then, the
resources of each resource type r is mapped randomly to the
available physical and virtual machines, under the condition
that each machine should be assigned at least one resource
from the different resource types, and considering that there
is always at least one combination where each resource type
is mapped to a different machine, to reflect the possibil-
ity of conducting all the available experiments at the same
timeslot.

It should be noticed that the total number of available
resources NR

total should always be greater than or equal to
the number of virtual and physical machines NM , in order
to make sure that every machine is mapped at least to one
resource. Besides, the total number of available resources
NR
total should not exceed the number of virtual and physical

machines NM multiplied by the number of available resource
types NR, to ensure that there are no extra resources wasted
and not assigned to a machine. Thus, the following inequality
must be satisfied:

NM
≤ NR

total ≤ N
M
× NR (14)

For illustration, Figure 3 shows three resources to physical
and virtual machines mapping tables with different number of
machines in each table. Note that, the values in each cell of
the table is binary, to indicate whether a resource r is mapped
to machine m or not, where 1 indicates a mapping between
resource r to machine m, and 0 otherwise. The reason that
the cell value should be binary, and does not have values
more than 1, is that a resource can only be installed once on a
physical or virtual machine (i.e., it is not logical to have more
than one license for a specific software on a physical or virtual
machine). In this figure, the total number of resources in the
system NR

total is fixed, and is equal to 25. Also, the number
of available resource types NR is fixed, and is equal to 5.
Moreover, the number of resources NM

r for each resource
type r is fixed, and is equal to 5, such that

∑NR

r=1 N
M
r =

NR
total = 25. The highlighted cells in each table show that

there is always at least one combination where each resource
type is mapped to a different machine, to ensure that there
is at least one way to work all the experiments at the same
time, and this condition must be considered while randomly
assigning the number of resources for each resource type to
the physical and virtual machines.

In Figure 3-a, the number of physical and virtual machines
NM is 5. This table represents the extreme scenario of (14)
where NR

total = NM
×NR. This scenario is the most

cost-efficient scenario where all the physical and virtual
machines are fully utilized, and each machine is mapped to
all the available resource types. However, only 5 students,
requiring any of the available experiments, can be associated
with the available machines in one timeslot. By increasing

the number of physical and virtual machines NM to be equal
to 15 as shown in Figure 3-b, the number of resources for
each resource type is mapped randomly to the available
physical and virtual machines. Thus, each physical or virtual
machine is assigned some of the available resource types.
Although the number of machines increased, and accordingly
the number of students that can be associated with machines
in one timeslot increased, the resource types availability per
machine decreases, hence, all the students cannot acquire the
same experiment at the same timeslot. On the other side,
increasing the number of machines increases the laboratory
cost as well. By increasing the number of physical and virtual
machines to the maximum to be NM

= NR
total= 25 satisfying

(14) as shown in Figure 3-c, the number of resources for each
resource type is mapped randomly to the available physical
and virtual machines, while considering that each machine
should be mapped to at least one resource of the available
resource types.

Thus, each machine will be mapped to only one resource
type. In this scenario, the number of machines is maxi-
mized, hence, the number of students that can be associated
with the available machines is also maximized, and this
is considered the ideal scenario in terms of the associated
number of students. However, the laboratory cost is also
maximized, and the resource types availability per machine
is decreased to the minimum. These different scenarios show
the tradeoff between cost, and the resource types avail-
ability per machine, which if exploited by a well-designed
management scheme, it can offer a significant performance
enhancement.

C. SIMULATION RESULTS
In this subsection, we evaluate the performance of the pro-
posed remote laboratory management system without the
matching game framework, where a student’s reservation
to a physical or virtual machine for specific experiment is
fixed (i.e., the student will be always associated to the same
reserved machine until working the experiment). Then we
will compare it with proposed remote laboratorymanagement
system while applying the matching game framework, where
a student’s reservation to a physical or virtual machine for
specific experiment is dynamic (i.e., the student will be asso-
ciated to any machine that is mapped to the needed resources
for his experiment). Both the proposed remote laboratory
management system with and without the matching game
framework are compared to a third remote laboratory where
each physical and virtual machine is assigned only one exper-
iment, such that all the experiments are mapped to physical
and virtual machines. In order to ease the comparing between
the three remote laboratory management systems, the pro-
posed remote laboratory management system without the
matching game framework, which indicates a Fixed Student
to Machine Reservation, will be denoted by (FSMR). The
proposed remote laboratory management system with match-
ing game framework, which indicates a Matching Game
based Resource Association, will be denoted by (MGRA).
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While the remote laboratory system where each physical
and virtual machine is assigned only one experiment, which
indicates a Fixed Resource to Machine Assignment, will be
denoted by (FRMA).

In Figure 4, a comparison between the different remote
laboratory management schemes in terms of the average
resource utilization efficiency while changing the total num-
ber of resources in the system is presented. As shown, the
proposed MGRA and FSMR management schemes outper-
form the FRMA scheme at NM

= 5 and NM
= 15. Also,

it can be shown that the proposed MGRA has higher aver-
age resource utilization efficiency compared to the proposed
FSMR management scheme at NM

= 5 and NM
= 15. This

is because the FRMA scheme has a fixed physical and virtual
machine to experiment assignment, thus, if the number of
students acquiring an experiment is greater than the physical
and virtual machines assigned to that experiment, only some
of the students (equal to the number of machines assigned to
that experiment) will be associated to the physical and virtual
machines, while others will remain unassociated. On the
other hand, the proposed MGRA and FSMR management
schemes looks for the needed resources of the acquired exper-
iment by a student on all the available machines, thus, they
are not bounded by a number of physical or virtual machines
that are assigned to that experiment, they are bounded by the
number of resources on all the machines that are acquired by
the experiment.

Moreover, the proposed MGRA scheme outperforms the
FSMR scheme because the MGRA scheme manages the
students to machines association dynamically according to
the experiments acquired by the students (i.e. it looks for the
best association combination to fit all the students), while in
the FSMR scheme, the student that comes first chooses the
machine to be associated with, according to the machine’s
available resources and the needed resources by the experi-
ment, and this association remains fixed.

Furthermore, it can be noticed that the FRMA scheme’s
average resource utilization efficiency does not change with
the change in the total number of resources, and has almost
similar values at a different number of physical and vir-
tual machines. This because increasing the total number
of resources will increase the available resource types per
machine, despite that, the FRMA schemewill assign a perme-
ant experiment to a machine, and the available resource types
per machine will not be useful in the students to machine
association. On the other side, it can be noticed that the
proposed MGRA and FSMR management schemes increase
with the increasing total number of resources.

This is because increasing the total number of resources
will increase the available resource types per machine,
and the proposed schemes exploit the number of available
resource types per machine, as it will increase resource types
availability per machine, which in turn can handle a diverse
students’ experiments.

Figure 5 illustrates the effect of increasing the number
of physical and virtual machines for the different schemes

FIGURE 4. Average resource utilization efficiency for different remote
laboratory management schemes with the change in the total number of
resources at number of machines = 5 and number of machines = 15.

FIGURE 5. Effect of changing the number of physical and virtual
machines for the different management schemes in terms of average
resource utilization efficiency.

in terms of average resource utilization efficiency. It can be
shown that both the proposed MGRA and FSMR manage-
ment schemes outperform the FRMA scheme. This is because
both schemes exploit the number of available resource types
per machine, while the FRMA scheme has a fixed machine to
experiment assignment, thus, wasting the number of available
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resource types per machine. Moreover, it can be noticed that
the FRMA scheme has an almost constant average resource
utilization efficiency, this is because increasing the number
of machines does not affect the resource utilization effi-
ciency, since the number of students that should be associ-
ated increases as well. Also, it can be noticed that both the
proposedMGRA and FSMRmanagement schemes decreases
with the increase of the number of machines, this because
the total number of resources is constant and is equal to 25,
and by increasing the number of machines, the resource type
availability per machine decreases, until reaching the ideal
scenario shown in Figure 3-c (when the number of machines
reaches 25), at which all the schemes will achieve the same
average resource utilization efficiency, as each machine will
be assigned only one resource. Furthermore, the proposed
MGRA scheme outperforms the proposed FSMR scheme
because of the dynamic management of the students to physi-
cal and virtual machines association according to the required
resources needed for the acquired experiment.

An interesting observation is that both the proposed
MGRA and FSMR management schemes achieves the same
and the highest average resource utilization efficiency when
the number of machines is equal to 5. This is because the
total number of resources is 25, and the number of resource
types is 5, thus, each machine will have all the resource types
available for it, as shown in Figure 3-a. In this situation the
resource type availability per machine is at its maximum,
thus, both schemes have an average resource utilization effi-
ciency equal to 1.

In order to study the effect of increasing the number of
students on the remote laboratory management schemes,
Figure 6 shows the performance of the different manage-
ment schemes, in terms of the average percentage of blocked
timeslots at a different number of machines, while chang-
ing the number of students in the system. It is noteworthy
that the total number of resources in the system is fixed at
25 for this simulation run. This figure shows that both the
proposed MGRA and FSMR scheme outperform the FRMA
scheme at a different number of machines. This is because
of the dynamic experiment to machine assignment according
to the needed resources by the experiment in the FSRMA,
and the dynamic student to machine association according to
the needed resources by the experiments acquired by all the
students reserving the same timeslot in the MGRA scheme,
compared to a static and fixed experiment to machine assign-
ment in the FRMA scheme. For a number of machines equal
to 5, and since the number of timeslots is 10, all the schemes
reach a percentage of 100% at a number of students equal to
50, since all the machines in all the timeslots are reserved.
The same happens when the number of machines is 15, and
the number of students reaches 150.

Also, it can be noticed that both the proposed MGRA and
FSMRmanagement schemes have the same average percent-
age of blocked timeslots at a number of machines equal to
5 while increasing the number of students. This is because of
the case scenario discussed in Figure 3-a, where the resource

FIGURE 6. Average percentage of blocked timeslots for laboratory
management schemes at different number of machines while changing
the number of students.

FIGURE 7. Average percentage of blocked timeslots for laboratory
management schemes at different number of students while changing
the number of machines.

type availability per machine is at its maximum, and all the
resource types are available for each machine, thus both the
proposed schemes achieve the same performance. For a num-
ber of machines equal to 15, the proposed MGRA achieves
better performance compared to the proposed FSMR, where
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TABLE 2. Percentage of improvement between different remote laboratory management schemes.

the resource type availability per machine decreases, hence,
the students to machines association optimization done in the
MGRA scheme shows significant performance improvement.

Furthermore, the effect of increasing the number of
machines on the performance of the different remote labora-
tory management schemes in terms of the average percentage
of blocked timeslots at a different number of students in the
system is studied in Figure 7. It is noteworthy to know that the
total number of resources in the system is 25 in this simulation
run.

Generally, it can be shown that by increasing the number
of machines the average percentage of blocked timeslots
decreases for all the remote laboratory management schemes,
since the machines’ availability increases, hence increasing
the capacity of students to machine association at one times-
lot. Also, it can be noticed that the proposed MGRA scheme
achieves better performance at a number of students equal to
40 and 80, this is because of the students to machines asso-
ciation optimization used in the MGRA scheme to minimize
the number of blocked timeslots.

Moreover, it can be noticed that both the proposed MGRA
and FSMR schemes achieves the same performance at a
number of machines equal to 5, this is due to the scenario
described in Figure 3-a, where the resource type availability
per machine is at its maximum. It can also be shown that
all the schemes achieve an average percentage of blocked
timeslots equal to 100%, when the number of students is
80, until the number of machines reaches 8. This is because

when the number of machines is less than 8, the total number
of machines available for reservation in all the 10 available
timeslots is less than the number of students in the system,
therefore, there will always be no timeslots available.

In order to precisely compare the different laboratory
management schemes, Table 2 presents the performance
improvement percentage of the proposed MGRA and FSMR
schemes compared to the FRMA scheme, and the improve-
ment percentage of the proposed MGRA and FSMR schemes
themselves, considering different parameter values. The table
shows that the performance improvement percentage of
both the proposed MGRA and FSMR schemes compared
to the FRMA scheme can reach up to 49% in the average
resource utilization efficiency metric, when the total number
of resources is 25 and the number of machines is 5. This is
because of the case scenario discussed in Figure 3-a. Also,
their performance improvement percentage can reach up to
100% in the average percentage of blocked timeslots met-
ric, when the number of students is 10 and the number of
machines is 5 and 15. This is because the number of students
is low, and the proposed laboratory management schemes
can achieve a very low average percentage of blocked times-
lots, while due to the static nature of the FRMA scheme,
it could not achieve such a low average percentage of blocked
timeslots.

Moreover, Table 2 shows that the proposedMGRA scheme
has a performance improvement percentage that can reach
8% compared to the proposed FSMR scheme in the average
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TABLE 3. Comparing the proposed MGRA with the optimum solution in
terms of average percentage of blocked timeslots.

resource utilization efficiency metric, and the performance
improvement percentage that can reach 40% in the average
percentage of blocked timeslots. This is because the MGRA
scheme can manage the students to machines association
dynamically as discussed before.

Furthermore, Table 2 presents some special cases, such as
in the average resource utilization efficiency, when the total
number of resources is 15 and the number of machines is
15, where both the proposed MGRA and the FSMR schemes
cannot achieve any performance improvement. This case
represents the scenario discussed in Figure 3-c, where each
resource has a uniquemachine to serve it, in which the FRMA
scheme is in its ideal case, however, this scenario is costly
compared to others, since each virtual or physical machine
has only one resource to operate. Also, the case in the aver-
age resource utilization efficiency, when the total number of
resources is 25 and the number of machines is 5, where the
proposed MGRA scheme cannot achieve any performance
improvement compared to the proposed FSMR scheme. This
case represents the scenario discussed in Figure 3-a, where all
the machines operate all the available resources, thus, there
will be no advantage of the MGRA scheme over the FSMR
scheme. Also, the cases in the average percentage of blocked
timeslots, when the number of machines is 5 and 15, while
the number of students is 50 and 150, respectively. In both
cases, there is no performance improvement for the MGRA
or the FSMR over the FRMA. This is because all the labo-
ratory management schemes reach their maximum student’s
occupation, since in the first case, there are 5 machines and
10 available timeslots, thus the maximum occupation is 50,
and in the second case, there are 15machines and 10 available
timeslots, thus the maximum occupation is 150.

Finally, to evaluate the performance of the proposed
MGRA algorithm in solving the proposed optimization prob-
lem, we compare it with surrogate optimization algorithm,
that attempts to find a global solution for expensive integer
programming optimization problems, using a few objective
function evaluations [43]. Table 3 shows the optimality gap
by comparing the MGRA with the optimum solution, which
is computed by the surrogate optimization algorithm. The
comparison is in terms of average percentage of blocked
timeslots. It can be shown that, with the low complexity of
the proposed MGRA algorithm, it achieves a near optimal
solutions for most of the cases, and it can reach the optimal
solutions in some scenarios. Also, it can be noticed that
the optimality gap reaches 11% at some instants, where the
number of students increases, and the number of machines

increases as well. On the other side, the complexity of finding
the optimal solution at these scenarios increases dramatically,
and becomes untraceable, compared to the proposed match-
ing theory algorithm complexity [42].

VII. CONCLUSION
In this paper, we proposed a laboratory learning system
that provides flexibility, integrability, and scalability for
deployment on multiple different physical infrastructures.
Moreover, we formulated a mathematical model for the labo-
ratory learning system, which is followed by formulating an
optimization problem that aims at minimizing the number of
blocked time slots per acquiring student, by optimizing the
association between the reserving students and the physical
and virtual machines at different time slots, which reflects the
maximization of the resources utilization. Then, a matching
game-based framework was developed to optimally solve the
aforementioned problem.

The performance of the proposed matching game frame-
work was investigated. Simulation results showed the signif-
icance of the proposed matching game framework compared
to other schemes on resources utilization efficiency, and the
number of blocked time slots per acquiring student.
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