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ABSTRACT This research focuses on the long empty cutting path problem during the laser cutting process
by employing an improved proximity method to establish the starting point set in complex closed graphics.
Specifically, this work improves the particle swarm algorithm and proposes the Levy Flight, power function,
and Singer map employed particle swarm optimization (LPSPSO) to avoid the disadvantages of the standard
particle swarm optimization (PSO) algorithm. Specifically, the comprehensive prospect-regret theoretical
model evaluation value is used as the fitness value to guide the algorithm’s evolution and adaptively adjust
the parameters in the LPSPSO algorithm, including the inertia weight power function, the learning factors,
and the chaotic random number based on the Singer chaotic map. Additionally, the Levy flight is introduced
to disturb the particles and prevent local optimization. This is achieved by adjusting the Levy flight threshold
based on the distance between the particles to prevent the Levy flight from starting prematurely and
increasing the calculation burden. To verify the performance of the LPSPSO algorithm, it was challenged
against three state-of-the-art algorithms on 22 benchmark test instances and a laser cutting problem, with the
results revealing that the LPSPSO algorithm has a better performance and can be used to solve the empty
length of the laser cutting path problem.

INDEX TERMS Laser cutting path planning, improved particle swarm optimization, improved proximity
method, Levy flight threshold, comprehensive prospect-regret theory, chaotic random number.

I. INTRODUCTION

Laser cutting has many advantages, including speed, narrow
kerf, high cutting quality, and wide cutting range, and it has
been widely employed in modern industrial processing fields,
such as machinery manufacturing, electronics, auto parts, and
other industries. The laser cutting path determines the cutting
quality, processing efficiency, and laser life, directly affecting
the production cost. The time consumed in the laser cutting
process is divided into the actual processing time and the
walking time the laser head moves between different patterns.
As long as the processing speed is set well, the actual process-
ing time is fixed, and optimizing the walking distance of the
laser head between different patterns can reduce the walking
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time. Therefore, manufacturers must reduce the empty laser
cutting length when the laser moves from one graphic to
another.

The empty trip problems of laser cutting have been
investigated extensively in recent years. For instance,
Kongkidakhon et al. [1] presented the Hybrid Particle
Swarm Optimization and Neighborhood Strategy Search to
solve a tractor scheduling and routing problem with equip-
ment allocation constraints in sugarcane field preparation.
Han et al. [2] addressed the problem of optimal torch path
planning for the 2D laser cutting of a stock plate nested
with irregular parts. Moreover, Davoud et al. [3] combined
particle swarm optimization and the artificial bee colony
algorithm, while Luciano et al. [4] developed an off-line
two-dimensional flight path optimization scheme based on a
particle swarm algorithm to investigate the potential of the
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optimization techniques for flight path generation. Besides,
Sathiya et al. [5] introduced the fuzzy enhanced Improved
Multi-objective Particle Swarm Optimization algorithm to
solve the best safe path with minimum path length, minimum
motor torque, minimum travel time, minimum robot accel-
eration, and maximum obstacle avoidance. Huang et al. [6]
suggested a path-planning algorithm based on reinforce-
ment learning and particle swarm optimization to overcome
rapid path planning and effective obstacle avoidance for
autonomous underwater vehicles in a 2D underwater envi-
ronment. Furthermore, Xia et al. [7] developed and applied
a novel multi-objective particle swarm optimization algo-
rithm based on the Gaussian distribution and the Q-Learning
technique to determine the feasible and optimal path for
autonomous underwater vehicles. Chen et al. [8] used an
interval multi-objective particle swarm optimization algo-
rithm, which updates the global best position and local best
position of the interval law based on the crowding distance
of each risk degree interval. Hilli et al. [9] employed particle
swarm optimization to find the best path, and Islam et al. [10]
proposed a new hybrid metaheuristic algorithm that com-
bined particle swarm optimization with variable neighbor-
hood search to solve the clustered vehicle routing problem.
Liu et al. [11] designed a hybrid path-planning algorithm
based on optimized reinforcement learning and improved par-
ticle swarm optimization to solve the path-planning problem
of intelligent driving vehicles. Halassi et al. [12] presented a
new multi-objective discrete particle swarm algorithm for the
Capacitated vehicle routing problem, and Wisittipanich et al.
[13] applied two metaheuristic methods with particular solu-
tion representation, i.e., particle swarm optimization and dif-
ferential evolution to find delivery routings with minimum
travel distances. Early research often focused on cutting path
problems using particle swarm optimization relying on inertia
weight and individual and social learning factors. At the same
time, a few researchers optimized the PSO utilizing a Singer
map, Levy flight, and a Levy flight threshold to improve the
algorithm’s performance.

The empty path problems in laser cutting are an exten-
sion of the traveling salesman problem (TSP), which is a
typical NP-hard problem. Several works investigated this
issue. For example, Hajad et al. [14] modeled the laser cut-
ting path problem as a TSP and proposed a hybrid method
combining population-based simulated annealing with an
adaptive large neighborhood search algorithm to solve the
problem. Rafat [15] introduced a focused ant colony algo-
rithm to improve the performance through algorithm refine-
ments and parallel implementation. Zhu et al. [16] proposed
an ant colony optimization for the laser cutting path pro-
cess to solve the processing elements’ starting and ending
points. Chen et al. [17] proposed an adaptive heating simu-
lated annealing algorithm for solving the TSP, aiming to solve
the case where the traditional simulated annealing algorithm
falls into the optimal local solution when solving the problem.
Han et al. [18] proposed a contour path planning method
based on an ant colony algorithm to reasonably plan the
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printing sequence of each contour, focusing on the situation
where some parts have many closed curves in the slicing path
research of 3D printing. However, only a few studies defined
the starting cutting point set utilizing an improved proximity
method. In contrast, the starting point is defined randomly
to ensure the minimum distance between the feature points
among the graphics. When solving the TSP problem, the
traditional proximity method calculates the shortest distance
traversing all cities from the fixed starting point, while the
improved approach uses the random starting point when
calculating the shortest distance of all cities. Based on this
concept, the fixed and random starting points are used to
verify laser cutting empty path performance.

Research on prospect and regret theory for manufacturing
problems has increased recently. Note that prospect theory
considers the risk attitude of decision-makers when facing
gains and losses. Ning et al. [19] proposed a value function
measurement method based on prospect theory and a dis-
turbance management strategy relying on user psychologi-
cal perception for the disturbance during uncertain job shop
scheduling problems. Wang et al. [20] used prospect theory
to establish a time-based mathematical programming model
with constraints such as cost, quality of deliverables, and
service quality as the objective function. Zhao et al. [21] cal-
culated the satisfaction between the supply and demand sides
of the resources through multi-attribute evaluation based
on prospect theory and determined the matching subject’s
Preference order. Additionally, Zhu et al. [22] proposed
an optimal method based on cumulative prospect theory to
find the algorithm solution for the high-dimensional multi-
objective replacement flow of the shop scheduling problem.
Zhu et al. [23] presented the comprehensive prospect value to
judge the non-inferior solution quality to guide the evolution
of the optimal foraging algorithm. At the same time, the
regret theory considers other possible outcomes and the regret
avoidance of the decision-makers’ psychology. For instance,
Shen et al. [24] proposed a new multi-objective power dis-
patching model based on regret theory, which minimizes the
economic cost and considers the regret of decision makers
for the property of power generation psychological activities
to minimize the degree of regret. Although some researchers
have employed the prospect and regret theories, only a few
studies investigated the empty laser cutting problem with
the comprehensive prospect-regret theory that integrated the
two theories. This is important as the integrated theory can
better reflect the decision-making behavior and consider the
decision-makers’ attitudes.

A. LASER CUTTING IN CURRENT RESEARCH

Currently, most works focus on the influence of laser cutting
materials by considering the processing heat and various pro-
cessing parameters on the cutting quality process. Few works
focus on reducing the empty laser cutting path, especially the
processing path containing multiple complex closed loops.
Moreover, the prospect-regret theory is seldom applied to
laser cutting path optimization algorithm studies.
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B. PURPOSE OF THE RESEARCH

This paper develops an improved proximity method to estab-
lish the starting point set in the closed graphic, focusing
on the long empty cutting path problem during the laser
cutting process. To avoid the disadvantages of the standard
particle swarm optimization (PSO) algorithm, such as the
slow convergence speed, the poor optimization stability, and
ease of falling into a local optimum prematurely, we introduce
an improved particle swarm optimization algorithm entitled
the Levy Flight, power function, and Singer map employed
in particle swarm optimization (LPSPSO). Although some
researchers have employed the prospect and regret theo-
ries, limited research integrated these two theories, with the
comprehensive prospect-regret theory not only considering
the risk attitude of decision-makers when facing gains and
losses but also other possible outcomes, such as the regret
avoidance psychology of the decision-makers. Our method
uses the comprehensive prospect-regret theory model eval-
uation value as the fitness value to guide the algorithm’s
evolution and adaptively adjust its parameters, including the
inertia weight power function, the learning factors, and the
chaotic random number that uses the Singer chaotic map to
balance the global and local search ability. Moreover, the
Levy flight is introduced to disturb the particles and prevent
local optimization. Given that as the number of iterations
increases, the distance between the particles decreases, the
Levy flight threshold is set based on the distance between the
particles to prevent the Levy flight from starting prematurely
and increasing the calculation burden. The improved proxim-
ity method and the LPSPSO reduce the empty length of laser
cutting and improve the laser cutting efficiency.

Il. MATHEMATICAL MODEL
After analyzing the laser-cutting process characteristics, this
section establishes the laser-cutting model and uses the
improved proximity method to determine the shortest empty
path as the objective function.

A. PROBLEMS DESCRIPTION

After analyzing the characteristics, the laser cutting process-
ing problem is described as follows: The graphics of laser
cutting are generally drawn on CAM and CAD software and
imported into the laser cutting system. The basic graphics are
generally closed outlines, including starting points, ending
points, straight lines, and arcs.

When starting to cut, the disadvantage is that a completely
closed graphic has not been cut over, and the laser moves
to another graphic to start cutting. However, the irregular
cutting lines significantly increase the empty cutting length
and reduce the cutting speed. Therefore, it is important to
reduce the empty cutting path length of the laser cutting head
and improve the proximity method between the graphics to
improve the overall cutting efficiency.

B. MATHEMATICAL DESCRIPTION

The mathematical cutting process is as follows: A set of loops
of all closed outlines is defined as { S| Sy, S», S3, - -+ , Si}, the
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TABLE 1. Indices, sets, and parameters.

Indices and sets Description

i Loop index(i=1,2,3,---,n)
S the set of all loops

Sl_ the points set of any loop

Slj jth point in S,

p The total points in all loops

m; The number of points in the Si

d(s,,,S;) The distance between S, and S,
(mm)

ST The set of the starting points

D The minimum distance set

Di The total minimum distance

L Closed graphics

L ith closed graphic

The jth coordinate of a point in L,

(mm)
d The empty distance from the origin of
the coordinate to the first processing

point S, (mm)

(x;5¥;)

dl ith length from point Slj (mm)
0(0,0) origin of the coordinates
G (Sij s ST) Total empty cutting length (mm)
Simulation cutting parameters Description
p Rated power(kW )
14 Cutting speed (mm / S)
a Cutting acceleration (mm /s )
w, Width of edge (mm)
c Cutting current(A)
w, Pulse with (MS)

S

Cutting laser width (mm)

~
a

Light delay (ms)

points of any set are defined as { Si| Si1, Si2, Si3, -+ + , Sim, }»
and the total number of all pointsis p = mj+my+m3+-- -+
my,. The starting point of each loop is defined as the endpoint
to ensure that all paths of each loop are processed only
once. The corresponding indices, sets, and parameters [25]
are listed in Table 1.

The feature points of the cutting pattern are defined as
follows: The endpoints of each polygon are defined as feature
points, the circular closed pattern adopts the approximate
fitting method, defined as 9 central points, and the edge
line as the feature points (the ellipse is consistent with the
mathematical description of the circle). If the arc angle is less
than 45°, it defines the center of the arc, a point in the middle
of the arc, and two points at both ends, a total of four points
as the feature points. If a closed loop is inside another closed
loop, the inner closed loop is numbered separately, and the
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overlapping center is only numbered once. The outer loop is
presented with a thick solid line to distinguish the inner and
outer closed loops, and the inner contour is a thin solid line.

According to the mathematical model, the steps to establish
the starting point set of the closed graphics by the improved
proximity method are:

Step 1: Define any graphic as a set S| containing m| points,
and define any point as S11 in S to be the starting point of the
processing at coordinates (x11, y11). Then delete S; from the
point set S, and define the rest of the sets in a set S as the first
point set S,,—1. The number of set points S, is p — m;.

Step 2: Calculate the distances d1, d>, d3, - - - , dp—p, from
the point S1; to the p — my points in the first point set S,_1,
select the point S;; corresponding to the minimum distance
dp—q(0 < a < my), and then delete set S; where S;; is located
from the first point set S,_1. After that, define the rest of
the sets in S, as the second point set S,_»>. The number
of points in set S,_» is p — m; — m;. The distance between
point S11 and any one point S;; can be expressed as:

d (S, i) 2\/()‘11 —x5) 4 (1 =) M

Step 3: Calculate the distances di,dp,d3,---,
dp—my —my—..—m; between point Sj; and the p—my —my—- - - m;
points in the ith point set S,—_;. Then find the minimum
distance corresponding to the point S; among all points,
delete the closed loop L; where §j; is located, and calculate
the distance between the point S(;1); and each point in the
S(it1); of the remaining closed graphics. Calculate the total
distance of all minimum values and define it as Dy:

D1=d1+d2+d3+"’+dpfmg 2

Step 4: According to Steps (1)-(3), sequentially calcu-
late the starting points in the set S, and establish the

starting point set, {ST|Sy1, 31,864, -+, S}, 1 < i <
n,1 < j < p. The corresponding minimum distance set is
{D|D17D27D37' 7Dr}7 1 S r Sp'

Step 5: Compare the values in set D and define its min-
imum value as a starting point set sequentially. If there are
t equal minimum values in set D simultaneously, the cor-
responding point set is a collection of multipoint sets. The
total minimum distance is defined as the sum of the minimum
value in set D and the empty distance from the origin of the
coordinate to the first processing point S7j. Therefore, the
objective function in the laser cutting empty path planning
problem is:

n—1
G (Sj. ST) =minD +do =min »_di+dy  (3)

i=1

C. LASER CUTTING PROCESSING WITH IMPROVED
PROXIMITY METHOD

Fig. 1 illustrates the complete laser cutting process, where the
coordinates of each point are reported in Table 2. If O is the
origin of the coordinates, the processing sequence is O > L,
(S12?S13?S14?S11 ?S12) P Lo (S22 So3 ™ So1 P Sw)
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TABLE 2. The coordinates of each point.

Graphic ~ Point Coordinate Graphic ~ Point Coordinate
X Y X Y

Origin (0) 0 0 Ssi 169.4 3552
Sii 5 84.6 Ls Ss2 315 253.6

L, S 100.7 5 Ss3 14 276.9
Sis 150 53.6 Sss 15.7 305.3

Sis 93.4 174 Set 289.7 279.8

Soi 56.1 69.8 Se2 289.7 204.1

L, Sy 108.4 70.3 Ses 3435 226.1
Sy 87.6 116.5 Ses 365 279.8

Ss1 2373 94.8 L Ses 3435 333.4

Ss 2883 5 See 289.7 3559

L S33 395.6 50.2 Ser 2342 3334
Sas 303.8 152 Ses 214.7 279.8

Sss 3139 88 Seo 263.1 226.1

Say 303.1 53.4 S7 289.7 243.1

S 303.1 39.7 S7 316.4 253.1

Sss 320.7 41.2 S7 326 279.8

N 331 53.4 Sz 316.4 306.4

Ly Sas 320.7 64.1 L, Sss 289.7 316.8
Ss6 303.1 67.9 S76 263.1 306.4

N 287.6 64.1 NG 253.5 279.8

Sas 276.5 53.4 Szs 263.1 253.1

S4o 287.6 41.2

FIGURE 1. Laser cutting part processing.

P L3(S31 S35 S34 ™ S33 > S3,  S31) ? La (Sug ? Suo
™S4 ™ Su3 ™ Sus ? Sus ? Sue ™ Su7 ? Sug) ? Lo (Sex
S63 ™ Ses ? Ses  Se6  Se7 ™ Ses ™ S0 Se2) ? L7 (S71
?S72 8753 ? S S5 S5 S77 S5 S7) P Ls
(Ss1 ® Ss4 ?® Ss3? Ss2 2 Ss).

According to formula (1), the distance between O and
Si2 is d9 = 101.1 (mm), between Si» and Spp is
d; = 65.5 (mm), and between the other starting points it is
dry = 131.2 (mm) ,ds = 56.6(mm), dy = 151.6(mm), ds =
39(mm), dg = 164.1(mm).

According to formula (3), the total empty cutting path is
calculated as follows:

G (Sy, ST) = do + di + dy + d3 + dy + ds = 709.1(mm)

IIl. COMPREHENSIVE PROSPECT-REGRET THEORY
The comprehensive prospect-regret theory not only con-
siders the risk attitude of decision-makers when facing
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gains and losses but also considers other possible outcomes
and the regret avoidance psychology of the decision-
makers. The comprehensive prospect-regret theory can better
reflect the decision-making behavior of the decision-makers
by comprehensively considering the decision-maker’s
decision-making attitude.

The comprehensive prospect-regret value, calculated
according to the comprehensive prospect-regret theory,
is used to guide the LPSPSO algorithm evolution. Then this
value is utilized as the algorithm’s fitness value to evaluate the
quality of the solution according to the fitness size. It should
be noted that the solution quality and the comprehensive
prospect-regret value are positively correlated.

A. PROSPECT THEORY DESCRIPTION
Prospect theory presupposes the bounded rationality of
decision-makers, better describing the psychological behav-
ior characteristics of decision-makers [26]. Prospect theory
uses the geometric distance between satisfactions to measure
the degree of the indicators’ deviation.

For any two intervals X;; = [xg, xiy ] and Ej = [EjL, EjU],

the Euclidean distance between the two interval numbers is
defined as:

d(X,E) = /% [(xg - EJ.L)Z n (x,;f —EjU)Z} @)

The most important parts of prospect theory are the value

function and decision weights. The former is defined as:
vy = [ (d(xj, Ep))*, x;j > Ej;
—y(d(xij, ED)P, xij < Ej;

where a, B(0 < «, B < 1) is the risk coefficient proportional
to the risk, ¥ > 1 is the risk aversion willingness coefficient,
where the larger the value, the stronger the decision-maker’s
awareness of risk avoidance. Typically, « = 8 = 0.85 and
y = 2.25[27].

According to Tversky et al. [27], the decision weight is
defined as:

&)

»

8\
(P2 +(-p))
(7
_ Dj
7 (p) = — ™
(pf + 1 = ppe)*
Formula (6) represents the gain expectation, and formula (7)

is the loss risk. Typically, § = 0.61 and ¢ = 0.69 [28].
The prospect value function is defined as follows:

(6)

7t (pj) =

Vi =>" 7" (v (xy) (8)
i=1

n
Vi = z T~ (pi)v (xlj) O]
i=1
Formula (8) represents a positive prospect value, and
formula (9) is a negative prospect value.
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B. REGRET THEORY DESCRIPTION

Regret theory is another decision theory proposed by
Bell [29] in 1982 based on prospect theory. The regret theory
pays attention to the results of the decision maker’s current
plan and the impact of other feasible plans, emphasizing the
decision maker’s avoidance behavior of regret to reduce his
degree of regret for his decision [30]. Therefore, decision-
makers based on regret theory directly relate to decision
gains and regret-pleasure expectations. The regret-happiness
expectation value [31] in regret theory is formulated as
follows:

Zi(x) = z (Gi(x) + Ri(x)) (10)

where Z;(x) represents the regret-happiness value, Gj(x)
denotes the regret value, and R;(x) is the joy value.

C. COMPREHENSIVE PROSPECT-REGRET THEORY VALUE
MODEL CONSTRUCTION

The prospect theory and the regret theory establish the com-
prehensive prospect-regret theory. The positive and negative
prospect values calculated by prospect theory are imported
into the regret theory formula to establish the comprehensive
prospect-regret theory value. The corresponding steps are:

Step 1: Calculate the positive prospect value Vi+ and nega-
tive prospect value V;~ of each decision based on the prospect
theory (formulas (8) and (9)).

Step 2: Establish the maximum positive prospect value
VI.Jr (max) and the minimum negative foreground value
V;~ (min) as the point of reference.

Step 3: Import values Vi+, vV, Vf(max) and V;”(min)
into the Hamming distance formula to calculate the regret
value Gj(x) and the joy value R;(x) [32], respectively.

Step4: The formulas are established as follows:

|:*<ﬂ SRR ]

G,-(x) — 1 —e Vi (max)—VI. (min) (11)
[of it |

Ri(.x) — 1 —e Vi (max)fVi (min) (12)

where ¢ represents the avoidance coefficient [33] ranging
[0, 1], which is inversely proportional to the decision-makers
degree of regret [34].

Import formulas (11) and (12) into formula (10), and the
comprehensive prospect-regret theory value is:

Zi(x) = D (Gi(x) + Ri(x))

v,.+ (x)—V; (min)
Vl.+(max)—Vi_(min)

I }

v,.Jr )— v,.Jr (max)
V;r (max)— Vf (min)

+1 —e[w } (13)
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where Z; (x) denotes the theoretical value of the determined
decision combining prospect and regret theory. The theoret-
ical value of the comprehensive prospect regret is positively
correlated with the quality of the solution, which is used to
guide the algorithm’s evolution.

IV. OPTIMIZATION TECHNIQUES

To improve the optimization performance of the standard
PSO algorithm, the inertia weight, social learning factor,
individual learning factor, and random number are improved.
Moreover, the Levy flight is introduced into the algorithm’s
optimization process to avoid premature particle swarm opti-
mization. Additionally, we set a Levy flight threshold to
avoid the premature start of the Levy flight and increase the
algorithm’s calculation burden.

A. STANDARD PARTICLE SWARM ALGORITHM

PSO is a typical swarm intelligence optimization algorithm
widely used in many fields due to its simple programming,
few parameters, and low time complexity. The standard par-
ticle swarm optimization algorithm position and velocity state
attributes are:

v = v e (g — x) + eana (pl — xi) (14)

where r; and rp are uniformly distributed random num-
bers in the interval (0, 1), ¢; and ¢, are the individual
learning factor and the group learning factor, respectively,
which are usually non-negative constants, and w is the iner-
tia weight factor that directly determines the convergence
speed. i = 1,2,3,---n is the number of particle swarms,
X = [xfl,xl.’z,xig,o'- ,xfs] ,xlg € [Ls,Hs],Ls, Hs are
the upper and lower limits of the s dimension of the search
space respectively, v/ = [vf},vh, v, -, UfS]T Ul €
[Umin,s, Umax,s], and vpip,s and vpax, s are the minimum
and maximum velocities of the particles on the S dimension
respectively. p! is the individual optimal position with p} =

I3 1 1
[pil’piZ’pB""

, pﬁS]T and p; is the optimal global position
withpi, = [P;lapfgza P;3, s

,p;S]JsSsS,lfisN.

B. INERTIA WEIGHT IMPROVEMENT OF PSO
Since the inertia weight is an important factor affecting
the convergence speed of the particle swarm optimization,
to solve the shortcomings of slow convergence, low stability,
and easily falling into local optimum in the solution process,
we introduce an adaptive adjustment method for the inertia
weight power function:

(®max + ®min) L) (Wmax — ®@min)

o (1) = 1y -

where wmax and wp;i, are the maximum and minimum values
of the inertia weight. According to experience for wmax =
0.95 and wmin = 0.40, the algorithm’s performance signif-
icantly improves. fax is the maximum number of iterations
and ¢ is the current number of iterations.

(16)
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C. LEARNING FACTORS IMPROVEMENT

According to the characteristics of the algorithm’s learning
factors, which determine the moving direction of the particle,
when ¢; > c¢; the individual learning ability of the particle
motion is greater than the social learning ability. For the
opposite case ¢] < ¢3, the social learning ability is stronger.
The initial value of c; is larger, which helps to expand the
search range. As the number of iterations increases, the value
of ¢1 decreases nonlinearly, and the value of ¢ also increases
nonlinearly, which is beneficial to local search [35]. Based
on the adaptive adjustment method of the learning factor
accompanying the inertia weight [36], the new learning factor
function is formulated as follows:

{ ci1(t)=a+ e(_ﬁ) (17)
o)=b—c @)

where a = 1.25 and b = 2.50. When the number of iterations
is infinite, we set ¢ max = 2.25, ¢1min = 1.25, comax = 1.75,
and ¢y min = 0.75.

D. RANDOM NUMBERS IMPROVEMENT

In the standard particle swarm algorithm, | and r, are ran-
dom numbers uniformly distributed in the range of (0, 1).
Integrating the chaos theory into the swarm-based algorithm
is a method to balance the global detection of the algorithm,
which is the minimum computational cost [37]. Therefore,
adding chaotic behavior to random numbers can make the
search have better dynamic and statistical characteristics [38],
expand the search range, enhance the escape ability of the
particles from the optimal local solution, and prevent the
algorithm from falling into the local optimal prematurely.
In [39], the authors experimentally proved that replacing
random parameters r, with chaotic parameters is the opti-
mum choice, with the Singer map being the best choice for
this algorithm. The Singer map parameter value fluctuates
between (0,1) with great chaotic randomness, and the Singer
mapping formula is defined as:

ry = xpy1 = w(7.86x, — 23.3x7 + 28.75x7 — 13.3x}))
(18)

where p is a parameter between 0.9 and 1.08. For © = 1.04,
xr = xo = 0.18, and up to 600 iterations, Fig. 2 illustrates the
Singer map of the initial value and the number of iterations.
Therefore, the formulas of the improved particle swarm
algorithm after parameter adaptive adjustment are:
vt = o0 u a0 (pl - x)
+ ¢2 (1) ua (pl, — xjy) 19)
xjg = xjg + Ut (20)
E. INTRODUCE LEVY FLIGHT
The Levy distribution applied in many research fields is a
probability distribution proposed by the French mathemati-
cian Levy and is a random walk process combining action
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Number of iterations

FIGURE 2. Singer map iterations graph.

trajectory with large-small steps [40] and a non-Gaussian
stochastic process [41].

Given that the PSO solution process suffers from slow
convergence speed, poor optimization stability, and easily
falling into the local optimum prematurely, the introduction
of the Levy flight into the PSO can increase the search range,
jump out of the local optimum, and enhance optimization
ability.

The updated position formula of the Levy Flight is as
follows:

xl.’“ =x! +a @ Levy(r) (21)

where x! is the position of iteration ¢, @ is the point-to-point
multiplication, « is the control parameter of step size, and
Levy(}) is the random search path, formulated as:

Levy~u=tfx,1<k§3 (22)
The random search step size of Levy’s flight is as follows:
5= (23)

lul?

1
[ F(l+/3)51n(7r/3/2) I B
1

rla+p)2182 T 24)

where s is the ﬂlght search step length, the value range of
is (1, 2], with a typical value being 8 = 1.5, and u, v obey
the normal distribution with .« ~ N(0, 02), v ~ N(0, 67).

The algorithm’s optimization process is divided into global
and local search, with the Levy flight aiming to overcome
the problem that particle swarm optimization falls into a local
optimum too early during the local search process. If the Levy
flight starts too early, the algorithm’s calculation burden is
large, and the global convergence speed is reduced. There-
fore, it is necessary to set the Levy start threshold to control
the start time of the Levy flight.

The convergence process of LPSPSO aims to search for a
large range of particles until the range and distance between
the particles gradually reduce. Therefore, the Levy flight
threshold is established according to the average relative
distance between particles.
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Let i denote any particle in LPSPSO, at a current position
of x;, with velocity v;, and the distance between the particle i
and the other particles is:

(25)

After calculatmg the maximum distance dmax, the min-
imum distance dpin,and the average distance davg, respec-
tively, the formula for the Levy flight threshold is:

_ d avg —d, min
= gmux _gmin (26)
v = e ) @7

where 7 is the startup judgment value ranging from 1 —
0.632, ¢ is the current number of iterations, which is related
to T, and tpax 1S the maximum number of iterations. As the
number of iterations increases, the distance between the par-
ticles changes, the value of « increases, and the value of
reduces. When « > t, the distance between the particles is
small enough, and Levy flight starts. For k < t, the algorithm
conducts a global search.

F. THE PROCESS OF LPSPSO
The process of LPSPSO is presented below and illustrated in
Fig. 3.

Step 1: According to the mathematical description of
steps (1)-(3) of the improved proximity method for the laser
cutting model, the starting point set ST of the cutting process
is established.

Step 2: According to the solution ideas of the TSP in
the laser cutting process, all points are not repeatedly cut
(except for the starting point), and each starting point of the
closed loop to be processed is set as the particle of LPSPSO.
The optimum global value is evaluated and recorded, and the
number of starting point set ST is defined. Moreover, the
algorithm’s parameters are defined: the initial iteration time is
t = 1, the particle number N, maximum iteration times #pax,
initial particle position x;, initial particle velocity v;, velocity
boundary value vimax and vpin, position boundary value xmax
and Xmin.

Step 3: Calculate the comprehensive prospect-regret value
according to formulas (4)-(13), and use it as the fitness eval-
uation value of LPSPSO to update the particle and guide the
algorithm’s evolution.

Step 4: According to the inertia weight power function
adjustment (formula (16)), the learning factor (formula (17)),
and the chaotic random number (formula (18)), adaptively
change the parameters w(t), c1(¢), c2(t), and r», and input
these parameters to the velocity formula (19) and the position
formula (20) to calculate the fitness of the particle and record
the current optimal solution gpes;-

Step 5: Calculates the Levy flight threshold « and
the distance between the current particles. According to
formula (25) calculate d yi—max. dxi—min and d yi—qyg, calculate
the Levy flight threshold « according to formula (26), and
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Calculates laser cutting starting point set
according to formulas(1)-(3)

Set the parameters of LPSPSO

y

Calculates the comprehensive prospect-regret
value according to formulas(4)-(13)

v

Sets the comprehensive prospect-regret value as
fitness evaluation value to guide LPSPSO evolution

Calculates the global optimam value

» *1
Inertial weight , learning factor adaptive and chaotic
random number adjusted

!

calculate particle fitness value and
record the current optimal solution

Calculates the Levy flight threshold

Y
N

Record the global
optimal and output

FIGURE 3. Flow chat of LPSPSO.

calculate the starting probability judgment value t according
to formula (27).

Step 6:Levy flight threshold judgment. Compare the size
between « and 7. If « > 7, the Levy flight has started and
the particles are updated according to formulas (21)-(24).
If « < 7, LPSPSO conducts global optimization according
to formulas (19)-(20).

Step 7: Set the evolution time threshold to k = 10.
If &« < 7 the fitness value of 10 consecutive iterations does not
change. Then judge the algorithm’s prematurity and compare
the current iteration time ¢ with the maximum number of
iterations fmax. If t < fmax, perform step 4 to continue the
iteration.

Step 8: Judge whether the maximum iteration number of
iterations fax has been reached. If 1 = t,4x, record the global
optimal and output it. If < #,x, return to step 4 and continue
the iteration.

V. SIMULATIONS AND EXAMPLES
This section challenges LPSPSO against PSO, the ant colony
improved particle swarm optimization (ACO-PSO) [42], and
the K-means clustering improved algorithm (K-PSO) [43].
The performance of various tests is discussed and analyzed,
and according to the corresponding theoretical research, all
methods are implemented in C++ and VC.

Since the empty laser cutting path planning optimization
is a TSP, 22 TSP test examples are selected to evaluate
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FIGURE 4. Blanket laser cutting pattern.

the competitor methods’ performance. Then the fixed and
random starting points are selected for laser cutting.

A. SIMULATION VERIFICATION OF LPSPSO

The laser cutting planning problem is classified as TSP, and
therefore, to verify the performance of LPSPSO, 22 bench-
mark instances of TSP are solved by LPSPSO and the state-
of-the-art competitor algorithms. The verification results of
the TSP-lib instances are reported in Table 3, which high-
lights that PSO finds 1 optimal solution, 4 by ACO-PSO, 5 by
K-PSO, and 6 by LPSPSO. Compared with the competitor
algorithms, LPSPSO finds the most optimal solutions.

Considering the deviation rate, the highest deviation rate
of PSO is 8.087% (3.767% average), of ACO-PSO is 5.198%
(1.231% average), of K-PSO is 3.873% (average 1.040%),
and LPSPSO is 2.306% (average 0.622%).

Compared with the competitor algorithms, LPSPSO
obtains the most optimal solutions and presents the lowest
deviation rates, highlighting the advantages of the proposed
LPSPSO algorithm.

B. VERIFICATION EXAMPLES

To verify the performance of LPSPSO, a processing file in
the.dxf format is drawn in AutoCAD. We cut from a fixed and
random starting point in the same cutting pattern to calculate
the laser cutting head with the shortest empty path distance.
The laser cutting pattern contains 43 closed graphics and is
illustrated in Fig. 4. The distance from the origin to the first
starting point is defined from formula (3). The coordinates of
all closed graphics and the corresponding feature points to be
processed are reported in Table 4. Moreover, the algorithms’
parameters are as follows: the number of particles in the
particle swarm is N = 50, and the maximum number of
iterations is fyax = 600.

1) VERIFICATION AND ANALYSIS OF LASER CUTTING FROM
A FIXED STARTING POINT

For the fixed starting point case, we select the point Sy as
the fixed starting point. The empty laser head path moves
between the cutting graphics as calculated by the evaluated
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TABLE 3. Verification results of the TSP-lib instances.

Example Optimal PSO ACO-PSO K-PSO LPSPSO
names solution results deviation results deviation results deviation results deviation CPRV
rate rate rate rate
grl7 2085 2098 0.620% 2085 0.000% 2089 0.191% 2085 0.000% 0.003
gr2l 2707 2761 1.956% 2747 1.456% 2733 0.951% 2727 0.733% -0.012
grd8 5046 5193 2.831% 5082 0.708% 5078 0.630% 5049 0.059% -0.031
gr96 55209 59871 7.787% 55627 0.751% 57390 3.800% 55623 0.744% -0.017
fv36 525 536 2.052% 525 0.000% 529 0.756% 527 0.380% 0.014
fri26 937 954 1.782% 949 1.264% 937 0.000% 937 0.000% 0.004
brgl80 1950 1979 1.465% 1963 0.662% 1962 0.612% 1962 0.612% 0.026
bays29 2020 2087 3.210% 2029 0.444% 2020 0.000% 2020 0.000% 0.009
bayg29 1610 1689 4.677% 1653 2.601% 1637 1.649% 1637 1.649% -0.01
rand50 5553 5781 3.944% 5582 0.520% 5577 0.430% 5572 0.341% 0.027
rand75 7054 7099 0.634% 7077 0.325% 7092 0.536% 7064 0.142% 0.013
chn31 15377 16730 8.087% 15461 0.543% 15477 0.646% 15392 0.097% 0.022
ch130 6110 6298 2.985% 6167 0.924% 6132 0.359% 6145 0.570% -0.041
ch150 6528 6771 3.589% 6636 1.627% 6622 1.420% 6670 2.129% -0.023
eil51 426 434 1.843% 426 0.000% 426 0.000% 426 0.000% 0.002
eil76 538 563 4.440% 545 1.284% 538 0.000% 538 0.000% 0.001
eill01 629 672 6.399% 653 3.675% 644 2.329% 642 2.025% -0.017
lin105 14379 14670 1.984% 14392 0.090% 14501 0.841% 14390 0.076% -0.038
lin318 42029 45008 6.619% 43120 2.530% 43476 3.328% 43021 2.306% 0.029
linhp318 41345 44890 7.897% 43612 5.198% 43011 3.873% 42078 1.742% 0.018
oliver30 420 420 0.000% 420 0.000% 420 0.000% 420 0.000% -0.002
p654 34643 37681 8.062% 35519 2.466% 34825 0.523% 34674 0.089% 0.035
average deviation rate 3,767% 1.231% 1.040% 0.622%

CPRV stands for comprehensive prospect-regret value. The deviation rate is the percentage difference between the calculated result and the optimal

solution.

FIGURE 5. Empty Laser cutting processing for a fixed starting point (a)PSO path, (b) ACO-PSO path,

(c)K-PSO path, and (d) LPSPSO path.

O STSRT

algorithms (Fig. 5) and the empty laser head path track
illustrated in Fig. 6. Through the path comparison analysis,
we conclude that all back-shaped cutting paths can reduce
the cutting path. However, the PSO algorithm has a relatively
large displacement between the starting points, the path is
chaotic, and it does not find the best starting point increas-
ing the total cutting path (Fig. 5(a)). ACO-PSO and K-PSO
perform better (Fig. 5(b) and 5(c)), with the total cutting
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(d)

paths of both decreasing. The LPSPSO algorithm employs the
improved proximity method and other optimization parame-
ters, affording a better solution (Fig. 5(d)).

The empty laser cutting path length calculated by LPSPSO
is 91928.79mm, which is the shortest, while the length
of PSO is 95752.04mm, which is longer than LPSPSO
by 3823.25mm(3.99%). Moreover, the cutting length of
ACO-PSO is 93123.41mm, which is 1194.62mm longer
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TABLE 4. The coordinates of closed graphics and feature points.

Coordinate Coordinate Coordinate Coordinate
GN FP GN FP GN FP GN FP
X Y X Y X Y X Y
Origin ) 0 0 Li Sz 638 192 Ly S 26 124 Lss Sss1 336 378
Su 6 6 Sin 674 202 Som 68 124 Sss2 336 346
L, Si2 130 6 Sizs 678 184 Sos 68 176 Sss3 3586 3554
Sis 60 80 Sia 734 180 Soa 26 176 Sss4 368 378
Sai 165 6 Sis 740 234 Sa1 42 226 Ssss 358.6  400.6
S 204 6 Siz6 678 276 Sos 60 230 Sss6 336 410
L Sos 228 48 Si27 662 244 L Soss 26 346 Sss7 3134 4006
2 Sas 204 88 Sias 632 244 3 S 68 342 Ssss 304 378
Sos 156 88 Sisi 616 106 Sass 74 370 Sss0 3134 3554
Sa6 134 48 Lis S 696 166 Sie 6 370 Ss61 166 360
S31 180 46 Si3 616 166 Saal 88 228 S62 150 320
Sa 180 24 Siai 522 166 Sz 152 222 Ss63 210 366
Si 1956 304 Sia2 522 134 L Sz 128 370 Lss Ss64 198 422
Sas 202 46 S 557.2 140 # Saas 92 368 Ss65 268 444
Ls Sss 1956  61.6 S 586 166 Sass 130 238 Ss66 232 495
Ss6 180 68 Ly Suss 559.2 192 Sais 70 238 Ss67 146 450
S37 1644 616 S|4(, 522 198 st1 180 210 S}7I 102 425
Sas 158 46 Si47 484.8 192 L Sas2 276 228 Ssn 102 407
S39 1644 304 Sias 458 166 2 Sas3 188 272 L S373 1147 4123
S4| 248 6 S|40 4848 140 5254 170 242 37 8374 120 425
L, Sa2 360 6 L Sisi 476 220 L Sa61 210 276 Ss7s 1147 4377
Su3 384 30 15 Sis2 592 220 2 Sae2 250 286 Ss76 102 443
Sus 360 54 Sis3 590 252 Sae3 178 304 S377 89.3 437.7
Sus 248 54 Sis4 542 246 Sonn 320 268 Ss7s 84 425
S4(, 360 30 S|55 548 3 14 Sz72 320 226 S379 893 4123
Ssi 434 42 Sis6 512 316 So7s 349.7 2383 Sss1 102 480
Ssz 434 6 S|57 524 248 Sz74 362 268 S}SZ 102 462
Ss3 4594 165 Siss 474 252 Ly Sa7s 349.7 297.7 Ssg3 1147 4673
Ss4 470 42 Siel 382 116 Sa76 320 310 Sss4 120 480
Ls Sss 4594 675 Sie2 412 116 Som 290.3 297.7 Lss Ssss 1147 4927
Ss6 434 78 Sie 412 170 Sz 278 268 Sss6 102 498
Ss7 4085 675 Lis Sie4 444 170 Sa79 290.3 2383 Sse7 89.3 492.7
Sss 398 42 Sies 444 270 Sasi 400 290 Ssss 84 480
Ssg 4085 165 S](,(, 382 270 L Szgz 468 290 S389 893 4673
Sel 548 72 Si67 402.4 193 2 Sass 468 330 Ss01 6 440
Se2 548 62 Sin 312 82 Sass 400 330 S0 34 432
Se3 5587  64.5 L Si7 348 132 Sao1 584 291 Ss03 34 508
Se4 564 72 7 Si73 366 192 L Saon 708 291 Ss04 38.8 5172
Le Ses 5587  79.5 Sins 290 186 » Sao3 708 327 L Ss0s 48 522
Ses 548 82 Sisi 262 94 Sao4 584 327 3 Ss06 100 522
Ser 5374 79.5 Sis2 262 66 Ss01 738 376 Ss07 100 554
Ses 532 72 Siss 281.8 742 S0 794 376 Ss08 20 554
Seo 5374  64.5 Sis4 290 94 Lso Ss03 766 442 S399 10.5 549.5
Sa 496 6 Lis Siss 281.8 1138 Ss04 794 508 Ss910 6 540
Sn» 578 12 Sise 262 122 S30s 738 508 Sao1 136 504
Sz 562 46 Sis7 2422 1138 S 586 348 S0 250 504
L, Su 586 100 Siss 234 94 Ssi2 702 348 L Sa03 274 529
Sss 520 104 Siso 2422 742 L3 Ssi3 702 434 40 S04 250 554
St 528 86 Sio1 204 150 Ss1a 554 434 Suos 136 554
Sy 492 56 S0 204 124 Ssis 554 376 Sa06 250 529
Ss1 592 6 Si3 2224 1316 Sa1 490 332 Sann 296 454
L Ss2 6175 165 Sioa 230 150 L Sz 554 476 Suiz 378 460
8 Sg3 628 42 Lio Sios 2224 1684 Ss23 426 476 St 362 492
Ss4 592 42 S196 204 176 Ss31 488 378 La Sata 386 546
So1 680 6 Sio7 1856  168.4 Lss Ss32 522 456 Sats 318 554
L, Soz 730 50 S1og 178 150 S333 454 456 Sats 328 534
So3 684 102 S199 1856  131.6 Ssa1 336 330 Sa17 292 504
Sos 634 60 Sao1 6 102 Ssa2 392.7 338.3 Sa 422 512
Siol 738 6 L Sao2 164 102 Ssa3 438 378 L Sun 578 512
Si02 794 6 20 Saoz 164 196 L Ssas 392.7 419.1 2 Sun 578 554
Lio Sios 768 74 Saos 6 196 4 Sass 336 428 Sus 422 554
Sios 794 138 Sou 92 110 Ss46 2773 419.1 Szt 592 464
Sios 738 138 Soi 116 126 Ss47 234 378 Sz 716 464
S 764 178 Sai3 140 110 Saas 2773 338.3 L Suss 716 528
L S 794 176 Ly Saua 132 138 Saig 106 156 s Suss 6738  516.7
1 Siis 788 338 Sais 154 154 L Sate 78 154 Suss 630 512
St 754 328 Saie 126 156 2 Saito 100 138 Suze 601.8 4953
Sa17 116 182
GN represents the graphic number, and FP represents the feature points.
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FIGURE 6. Empty Laser cutting path track for a fixed starting point (a) PSO path track, (b) ACO-PSO
path track, (c) K-PSO path track, and (d) LPSPSO path track.
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FIGURE 7. Evolution curve comparison.

and 1.28% more than LPSPSO, and the length of K-PSO
is 92476.35mm, 547.56mm longer and 0.64% more than
LPSPSO. The complete results are reported in Table 5.

Among the total cutting time, LPSPSO requires the least
time (622.07s), with PSO presenting the longest total cut-
ting time of 696.31s(74.24s longer and 10.66% more than
LPSPSO). Accordingly, the total cutting time for ACO-PSO
is 628.06s (5.99s longer and 0.96 % more than LPSPSO), and
for K-PSO, itis 632.53s (10.46s longer and 1.65% more than
LPSPSO).

Fig. 7 reveals that as the number of iterations increases,
the empty path length gradually reduces. LPSPSO first finds
the optimal value, followed by K-PSO and ACO-PSO, while
PSO is the last. According to the evolution curve, the optimal
solution is found by LPSPSO after 397 iterations, while
ACO-PSO requires 483 iterations, K-PSO 462 iterations, and
PSO 589 iterations. These results prove that LPSPSO has
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a better performance than the competitor algorithms. The
cutting starting point sequence from a fixed starting point of
these algorithms is reported in Table 6.

2) VERIFICATION AND ANALYSIS OF LASER CUTTING FROM
RANDOM STARTING POINT

This experiment considers a random starting point, and the
complete empty laser head path moves between the cutting
graphics as calculated by each competitor algorithm (Fig. 8).
The pure path of the laser head empty cutting path is depicted
in Fig. 9.

The path comparison analysis reveals that PSO has a sig-
nificant displacement between the starting points, its path
is chaotic, and it does not find the best starting point
increasing the total cutting path significantly (Fig. 8(a)). The
ACO-PSO and K-PSO algorithms attain a better performance
(Fig. 8(b) and 8(c)) compared with PSO, with their total
cutting paths decreasing and becoming less chaotic. Never-
theless, LPSPSO affords a better solution (Fig. 8(d)).

Table 7 infers that the empty laser cutting path length
calculated by LPSPSO is 88437.51mm, which is the shortest.
The length of PSO is 121785.97mm (33348.46mm longer
and 27.38% more than LPSPSO), the length of ACO-PSO
is 102261.38mm (13823.87mm longer and 13.51% more
than LPSPSO), and the length of K-PSO is 97198.48mm
(8760.97mm longer and 9.01% more than LPSPSO).

Considering the total cutting time, LPSPSO is the fastest,
requiring 619.19s, with PSO being the slowest requiring
746.15s (126.96s longer and 17.02% more than LPSPSO),
ACO-PSO requires 664.45s (45.16s longer and 6.80% more
than LPSPSO), and K-PSO needs 669.96s (50.77s longer and
7.58% more than LPSPSO).

VOLUME 11, 2023



P. Qu, F. Du: Improved Particle Swarm Optimization for Laser Cutting Path Planning IEEEACC@SS

TABLE 5. Processing information from a fixed starting point of each algorithm.

Algorithm Time of total =~ Time difference Percentage Empty Length difference Percentage Number of iterations
name cutting /s compared with differencein  cutting path ~ compared with differencein  /times
LPSPSO /s time length /mm LPSPSO /mm length
PSO 696.31 74.24 10.66% 95752.04 3823.25 3.99% 589
ACO-PSO 628.06 5.99 0.96% 93123.41 1194.62 1.28% 483
K-PSO 632.53 10.46 1.65% 92476.35 547.56 0.64% 462
LPSPSO 622.07 91928.79 397

TABLE 6. Starting points sequence from a fixed starting point.

Algorithm name

The starting point sequence

PSO

ACO-PSO

K-PSO

LPSPSO

SHLD 2 S26(L2) P S35(Ls) > Sa02(Lao) ® Sais(La)) 2 S199(L19) 2 Siss(Lis) ? Sus(La) ® Sini(Lin) 2 S161(Lig) 2 Sss(Ls) > S7o(Ly) 2
S6a(L6) 2 Ssa(Ls) ™ Soa(Lo) 2 Si51(L13) 2 S1aa(Li) 2 Si2i(L12) 2 S152(Lis) 2 S01(Lao) 2 S31a(La) ? S501(La) > Sass(Las) 2 S3aa(Lss)
2 S13(L39) 2 S354(Lss) 2 Sa76(Lar) 2 S362(Lae) 2 Sasa(Lag) 2 Sasa(Las) 2 Soia(Las) ? Saos(Laz) 2 Sosn(Las) 2 Sson(Lse) P Sazs(Lar) 2
S382(L38) ® Su01(Lao) ® Sarr(Lar) ? Szt (La2) ® Susi(Las) ? S305(L30) 2 S1is(Li1) ? Sios(Lio)

SHL) 2 Su(La) 2 Si(Ls) ? Sula) ? SinLis) ? SinLin) ? SsLs) ? SinLi) ? SieLi) 2 SisLis) 2 Sop(lay) 2
Sii(Ls2) ® S3i(Ls3)? Sus(Lse) 2 Sasa(Lss) 2 Sars(La)? Sosa(Las) ® Saea(Loe) ® Ssa(Lse) ? Sios(Lio) 2 Saos(Lao)® Saus(Lai)
2 SosLa) 2 SonLa0) P Sanloy) 2 Sena(Lsn) P Ss0a(Lse) P Saso(Lss) 2 Suon(Lao) ? Sarr(La) P San(Lan) P Sya(Ls) 2
Sast(Las)® S30s(L30)® S1ia(Li) Sa02(Las) ? Size(Li2)® Sisa(L13)® Sios(Lio) > So3(Lo)? Ses(Ls) > Sia(Lr) > Sea(Le)
SHL)? S201(L2) 2 Sin(Lon)? Sas(La) P Sios(Lio)? Sasi(Las)? SaaaLag)® Sona(Lan)? Sa6s(Lae)? Ssei(Lae)® Sar(Lon)
Ssai(Laa) 2 S3sa(Las) ? Spea(Lag) 2 Sise(Lio) ? Sins(Lin) ? Sigs(Lis) 2 Sou(lo) ? Sse(La) ? Sus(Ly) ? Sse(Ls) 2 Spo(Ly) 2
SsaLe) ® Sos(Lo)® Sioi(Li0) ? Sin(Li)? Sia(Liz)? Sina(Lin)? SiaaLi)? SiaLis)? Sa01(Lao)® Ssn(La)? Ssor(Lao)
Sen(La)® Sin(La)? Sin(L)? Si(Ls) 2 Sun(La)® Si0s(Lao)® So6(Lso)? Ssse(Lsg) ? Sre(Lsr)

SHLD 2 S:01(L20)? SuiL)  SooLa) SiosLin) ™ Sas(La) 2 Sae(Ls) P Siss(Lis) ? Sus(La)® Sin(Lin)? Sin(Lie) 2
Ss7(Ls) > S7(L7) > Ses(Le) > Ssa(Lg) > Soa(Lo) > Si31(L13) > S10s(L1o) > Sin(Li) > S124(L12) > S202(L2o) > S312(Ls1) >
S301(L30) 2 Sen(La)? Sun(La)? SinLi)? Sinn(Las) 2 Sans(Lan) 2 Soss(Lan) ™ Sise(Lis)? Suas(Lia)? Suna(Lan)® Sasa(Las)
2 Si(La))? SseaLse)® Ssse(Lss)? Sani(La)? Saor(La) Ssos(Lso)® Sse(Lse) > Sare(Lar) ? Saus(Loe)? Syas(Las)

0 STSRT.

(c) (d)
FIGURE 8. Empty Laser cutting processing from a random starting point path. (a) PSO path,
(b) ACO-PSO path, (c) K-PSO path, and (d) LPSPSO path.

According to the evolution curve illustrated in Fig. 10, while ACO-PSO requires 501 iterations, K-PSO 488 itera-
the empty path length gradually reduces as the number of tions, and PSO 598 iterations. These results highlight that
iterations increases. LPSPSO first finds the optimal value, LPSPSO is better than the competitor algorithms. The starting
followed by K-PSO and ACO-PSO, and PSO is the last. The point sequence from a random point of each algorithm is
optimal solution is found by LPSPSO after 406 iterations, presented in Table 8.
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TABLE 7. Processing information of each algorithm considering a random starting point.

Algorithm Time of total ~ Time difference Percentage Empty Length difference Percentage Number of iterations
name cutting /s compared with differencein  cutting path ~ compared with differencein  /times
LPSPSO /s time length /mm LPSPSO /mm length

PSO 746.15 126.96 17.02% 121785.97 33348.46 27.38% 598

ACO-PSO 664.45 45.16 6.80% 102261.38 13823.87 13.51% 501

K-PSO 669.96 50.77 7.58% 97198.48 8760.97 9.01% 488

LPSPSO 619.19 88437.51 406

0, 0, STSRT
END
(@ (b)

END

(c) (d)
FIGURE 9. Empty Laser cutting path track from a random starting point. (a) PSO path track,
(b) ACO-PSO path track, (c) K-PSO path track, and (d) LPSPSO path track.

TABLE 8. Starting points sequence from a random starting point.

Algorithm name The starting point sequence

S204(L20) 2 Suse(Ls) 2 S301(Lao) ? Sms(Lo) 2 Sis(L) 2 SonLa)? Soin(La)? Suss(Lar) 2 Saga(Lss) Saa(La) > Sag(Ly)?
S164(L36)? Sa02(Lao)? S263(Las) ? S252(Las) ? Sioa(Lio) 2 Sse(Ls) 2 Six(La) P Sisn(Lis)® Sins(Lin)? Suna(Lan) Saar(Laa)

PSO 2 Siss(Lss) ? SusLa) ? Sasa(Lan) ? San(L)) ? Sam(Lan) ? Susn(Las) ? Siss(Lie) ? Sisi(Lis) 2 Suar(Lia) 2 Sans(Lar) 2
Sun(La)? Sr0a(Lo)? S76(L) 2 Ss01(La) Ses(Le) Sin(Li) P Sima(Li2)? Soa(Lo)? Sios(Lio) 2 Siaa(Lis)® Ssi(Ls)

SiL) 2 S201(L20) ? Sue(Ls) 2 Soae(Lon) ? Sa02(Lao) 2 S379(Lsn) ? Sona(Lon)? Saio(Lan) ? Sae(La) F Sio(Ls) 2 Sosi(Las)?

ACOPSO Sus(Lis) ¥ Sass(Lag) > Sssa(Lsw) > Ssei(Lso) > Suor(Lao) > San(Lan) > SssLas) > Sss(Lon) > SuselLn) > SasaLag) >

Sre(Lan) 2 Sas(L) > Sse(Ls) 2 SiaiLie)? Sie(Lr) SuiLe)? SesLe) > Sian(Lia) 2 Siss(Lis) 2 Sou(Lo) P Sion(Lig) >
Si3aL13) 2 SN2 Sins(Li2) Saoi(Lao) > Sai(Lan) > Suni(Las)® Sani(La)® Ss01(Lao)® Sun(Laz)® Sum(Lan)
S201(L20) 2 Som(L) ? San(La) Sis(L) P Sas(La) ™ Ss(Lag) ? Sion(Lio) Sise(Lig) ® Sas(La) Sini(Lir) Sasi(Las) >
K-PSO Sz4z(Lz4)_) Szzl(Lzs)_) 5372(L37)_) 5392(L39)_) S;xz(sz)_) SAOI(LAO)-) 5367(L36)-) Szaz(Lze)-) 5278(L27)-) S]m(le)_)
S34|(L34)_) S;sz(Lss)_) Sm(Lm)9 S;zz(Lzz)_) 5421(L42)9 Sz;;(Lsz)9 5431(L43)-) Ssll(Lal)-) Saol(Lao)-) 5294(L29)9
Sos(Los) 2 Sius(Lia) > Sis(L) 2 Sse(Ls)? Ses(Lo) > SsaLs)? Soi(Lo)? Sios(Lio) > Sizs(Lin) Siia(Lin)

5236(Lz3)-) 5391(L39)_) 5378(L37)a 5382(L38)-) 5401(L40)-) S367(L36) 2> 5243(L24)_) Sza}(Lze)-) stz(Lzs)-) 5203(L20)_)
Sur(La) 2 Sus(La) 2 SuL) P Sae(La) P Sae(Ls) P Sion(Lio) P Siss(Lis) 2 Sus(L) > Si(Ly) > Si(Le) > Son(Lo) >

LPSPSO Sii(Li0) 2 Sin(Lin)® SiLi)® Sin(Li)? Sa(Las) ? SsiaLa) 2 Ssi(Lao) P Suna(Las) > Sunn(Lin) > Sima(Li) 2
S32(Ls) ™ Sar(La)® Ssus(Ls)® Sise(L3)® Syre(Lon) Sise(Lie) Sosi(Log)® Siss(Lis) Siar(Lia)
3) COMPARISON highlight that the PSO algorithm has the longest cutting

Figs. 5 and 7 compare the two types of laser head empty path path and cutting time, while the LPSPSO has the shortest
data under a fixed and a random starting point. These figures ~ path and time. Compared with the fixed starting point, the
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FIGURE 10. Evolution curve comparison from a random starting point.

competitor algorithms increase the empty path distance cal-
culated from the random starting point. The PSO algorithm
increases the most from 3.99% to 27.38%, while the LPSPSO
algorithm decreases the path distance from 91928.79 mm
to 88437.51 mm (reduction of 3491.28 mm, i.e., 3.80%).
Regarding the fixed starting point, the total cutting time of
the competitor algorithms increases compared to the random
starting point, while the cutting time of LPSPSO cost reduces
due to the reduction of the laser head empty cutting path
length. The PSO algorithm processing time increases the
most, with an increase of 49.84s5(6.68%), and the LPSPSO
algorithm reduces by 2.88s (0.46%). Compared with the fixed
starting point, the number of iterations increases because of
the increased calculations due to the random starting point.
Compared with the other algorithms, LPSPSO presents bet-
ter performance and applicability in solving path-planning
problems.

VI. CONCLUSION

This work investigates the empty laser cutting head path
length and proposes the LPSPSO algorithm. Three state-of-
the-art algorithms challenge our algorithm’s performance on
22 benchmark test instances and a practical problem. From
the experiments, we conclude the following:

(1) The improved proximity method is used to calculate
the minimum distance between different feature points of the
graphics, and the coordinates are established for each feature
point, which is beneficial to the path optimization problem.

(2) The comprehensive prospect-regret theory is intro-
duced into the LPSPSO to guide the algorithm’s evolution.
The comprehensive prospect-regret theory not only considers
the risk attitude of the decision-makers when facing gains
and losses but also considers other possible outcomes and
the regret avoidance psychology of the decision-makers. The
comprehensive prospect-regret theory can better reflect the
decision-making behavior of the decision-makers by con-
sidering the decision-maker’s decision-making attitude. The
comprehensive prospect-regret value is used to guide the
LPSPSO evolution, calculate its value according to the com-
prehensive prospect-regret theory, and utilize this value as
the algorithm’s fitness value. Then, evaluate the solution’s

VOLUME 11, 2023

quality according to the fitness size, expanding the theoretical
application fields.

(3) The LPSPSO is improved by adaptively adjusting the
inertia weight power function, learning factor, and the chaotic
random number, to solve the shortcomings of the standard
PSO. Additionally, the Levy flight is introduced to disturb
the particles and prevent local optimization. The Levy flight
threshold is set based on the distance between the particles to
prevent the Levy flight from starting prematurely and increase
the number of calculations, thus accelerating the optimal
solution.

(4) The laser head empty path problem can be considered a
TSP problem. In the 22 TSP test cases, the LPSPSO algorithm
finds the most optimal solutions, demonstrating LPSPSO’s
superiority in solving the TSP problem.

(5) In analyzing and verifying the laser head cutting empty
path under a fixed and a random starting point, we compare
our method against three algorithms. The proposed LPSPSO
algorithm presents the shortest cutting path, and the results
prove that LPSPSO can effectively reduce the cutting path
and improve processing efficiency.

(6) In addition to applying our scheme to the laser cutting
path optimization problem, the improved approach method
involving the comprehensive prospect regret theory and
the LPSPSO algorithm can also be applied to 3D print-
ing path optimization, AUV car path optimization, agricul-
tural machinery tillage process path optimization, and other
problems.

In future studies, the mathematical model will be estab-
lished in more detail, and more indexes will be set. Addition-
ally, other operational research theories will be used, such
as a more complex algorithm PFPSO will be investigated,
introducing the Probabilistic Hesitant Fuzzy Set into the
algorithm.
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