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ABSTRACT In this paper, we propose a directional signal extraction network (DSENet). DSENet is a low-
latency, real-time neural network that, given a reverberant mixture of signals captured by a microphone
array, aims at extracting the reverberant signal whose source is located within a directional region of interest.
If there are multiple sources situated within the directional region of interest, DSENet will aim at extracting
a combination of their reverberant signals. As such, the formulation of DSENet circumvents the well-known
crosstalk problem in beamforming while providing an alternative and perhaps more practical approach
to other spatially constrained signal extraction methods proposed in the literature. DSENet is based on
a computationally efficient and low-distortion linear model formulated in the time domain. As a result,
an important application of our work is hearing improvement on edge devices. Simulation results show that
DSENet outperforms oracle beamformers, as well as state-of-the-art in low-latency causal speech separation,
while incurring a system latency of only 4 ms. Additionally, DSENet has been successfully deployed as a
real-time application on a smartphone.

INDEX TERMS Real-time, directional signal extraction, signal separation, beamforming, microphone array.

I. INTRODUCTION

In the past few decades, several signal separation methods
have been proposed in the literature for tackling the famous
cocktail party problem. In the cocktail party problem, we wish
to separate the overlapping speech signals, captured by an
array of one or more microphones, coming from multiple
people talking at the same time. Popular signal separation
methods include the use of independent component analysis
(ICA) [1], [2], independent vector analysis (IVA) [3], [4],
and deep neural networks (DNNs) [5], [6], [7]. Signal
extraction is a concept closely connected to signal separation.
Unlike signal separation, which, given a signal mixture,
aims at extracting all signal sources, signal extraction only
extracts an individual target signal. As such, signal extraction
is more suitable for hearing improvement applications,
where, for efficiency, a single target signal should be
extracted and presented in real time. In this work, we are
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specifically interested in low-latency signal extraction for
hearing improvement on edge devices such as smartphones,
smart glasses and hearing aids.

Methodology on signal extraction is in general similar
to that of signal separation. In signal extraction, however,
some type of cue about the source of interest or prior
assumption about the mixture are necessary to isolate the
target signal from other signals present in the mixture. For
instance, Even et al. [8] proposed a method which assumes a
dominant target source mixed with diffuse noise created by
other less dominant sources. Similarly, Koldovsky et al. [9]
assumed a non-Gaussian target source mixed with a Gaus-
sian background. Weng et al. [10] developed a DNN
which assumes a mixture of two overlapping speeches and
extracts the target based on energy and/or pitch features.
Wang et al. [11] proposed a DNN which can extract either
female-only or male-only speech from different gender
mixtures. Delcroix et al. [12] proposed a DNN capable of
tracking an individual speech source in a multi-talker mixture
using a set of known voice utterances of the target speaker as
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a cue. In addition to voice utterances of the target speaker,
Xiao et al. [13] further proposed exploiting voice utterances
of the competing speakers to improve the DNN’s extraction
performance. In a rather different approach, Ephrat et al. [14]
proposed a DNN which in addition to a single-channel audio
stream takes as input cropped video segments of a localized
speaker’s face, allowing to both isolate the speaker of interest
and improve extraction performance. Finally, in perhaps the
most popular and practical approach, spatial cues are utilized
by the various multi-channel signal extraction methods in
[15], [16], [17], [18], and [19]. Spatial cues here refer to
both knowledge of microphone array geometry and either
complete or partial knowledge of relative source locations.

In mulitpath or reverberant environments, source signals
are time delayed and convolved. Hence, in the time-domain,
the mixing process is modeled as a convolutive mixture. The
majority of either signal separation or extraction methods
in the literature, including those mentioned above, simplify
the mixing model by tackling the problem in the frequency
domain using the short-time Fourier Transform (STFT).
Using STFT, assuming the window length is sufficiently
longer than the mixing filter, convolution in the time-domain
is approximately converted to multiplication in the frequency
domain. One drawback, however, is that a rather large
window length is needed. In fact, a window size of 32 ms is
commonly used in literature, resulting in somewhat excessive
latency for hearing improvement applications.

In recent years, the work of Luo et al. [20], [21],
[22], [23], [24], [25] on DNN-based speech separation
in the time-domain has gained a lot of interest in the
literature. Time-domain speech separation methods, such
as the real-time formulations of the Time-domain Audio
Separation Network (TasNet) [20], the fully-convolutional
TasNet (Conv-TasNet) [21], and the Filter-and-Sum Net-
work (FaSNet) [25], have shown that time-domain DNNs
can achieve high separation performance comparable to
frequency-domain approaches, while attaining considerably
lower latency. In fact, signal extraction variants of the
aforementioned time-domain networks have already been
proposed in the literature. For instance, Xu et al. [26] offered
the Time-domain speaker extraction Network (TseNet),
a DNN conditioned on known voice utterances of a target
speaker as cue for extracting a speech signal of interest.
Additionally, Gu and Zou [27] proposed the Temporal-Spatial
Neural Filter, a multi-channel variant of Conv-TasNet for
signal extraction based on spatial cues.

Most edge devices nowadays come equipped with an array
of two or more microphones. Microphone arrays are useful
in determining the space-time structure of an acoustic field.
Thus, as shown in [15], [16], [17], [18], [19], and [27],
assuming no spatial ambiguities, the use of a microphone
array coupled with spatial cues can often prove sufficient in
identifying and extracting a source of interest without the
need of either further assumptions about the type of mixture,
as in [8], [9], [10], and [11], or direct cues about the target
source, as in [12], [13], [14], and [26]. A practical limitation
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of the spatially constrained signal extraction methods
n [15], [16], [17], [18], [19], and [27], howeVer, is the need
of precise estimates of source locations, which, with audio-
based measurements alone, are especially hard to obtain in
multi-talker scenarios unless visual cues are also available.
Moreover, it is unclear what happens when the location
estimates are not precise and the sources are near each other.

In this work, we propose Directional Signal Extraction
Network (DSENet), a real-time, multi-channel signal extrac-
tion DNN specifically designed for hearing improvement
on edge devices. Given a reverberant mixture, DSENet
aims at extracting the reverberant signal, as captured by
the reference microphone, whose source is located within a
predefined directional region with respect to the microphone
array. If multiple sources are located within the directional
region of interest, DSENet aims at extracting a linear
combination of their reverberant signals. Consequently,
when compared to conventional spatially constrained signal
extraction approaches, the formulation of DSENet does not
require precise estimates of source locations while, at the
same time, provides a practical and clearly defined approach
for handling spatial ambiguity cases.

Many smartphones nowadays offer a feature known as
audio zoom [28], [29]. Audio zoom uses spatial filtering,
also known as beamforming, to combine the signals captured
by the microphone array of the device in such a way to
produce a spatial pattern that maximizes the response towards
a direction of interest while attenuating the interfering
signals located at directions of no interest. In reverberant
environments, however, the interfering signals may reach
the microphone array from many directions, including the
direction of interest, resulting in a problem known as
crosstalk.! Unlike beamforming, the formulation of DSENet,
in principle, circumvents crosstalk, thus providing an alter-
native approach to audio zoom. Apart from smartphones,
DSENet can also be similarly used in wearable devices
featuring a microphone array, such as hearing aids or smart
glasses, to allow focusing sound capture towards the line of
sight of the user.

The proposed DSENet introduces the following five con-
tributions. (1) Practical signal formulation: precise estimates
of source locations are not required; spatial ambiguity cases
are handled in a clearly defined manner; no crosstalk in target
signal definition. (2) Low latency: extraction is performed
directly in the time-domain; a latency of only 4 ms is attained.
(3) Low distortion: as in FaSNet, a linear signal model based
on the conventional beamforming technique of filter-and-
sum (FaS) is applied. Additionally, a linear interpolation
technique is proposed for smoothing out possible distortions
due to time-varying filtering. (4) Limited computational and
memory complexities: a small and relatively simple network,

ICertain adaptive beamformers avoid crosstalk by assuming knowledge of
second order statistics of target and/or interference signals, e.g., the minimum
variance distortionless response (MVDR) beamformers in [30] and [31]
These statistics, however, can be especially hard to estimate in reverberant
multi-talker scenarios.
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which can be feasibly deployed on an edge device, is pro-
posed. In fact, DSENet has been successfully implemented
on a smartphone. (5) High performance: DSENet is shown
to significantly outperform both time and frequency domain
formulations of oracle’> MVDR beamformers in all test
metrics. For matching target signal cases, DSENet is also
shown to outperform state-of-the-art (SOTA) in low-latency
causal speech separation Conv-TasNet and FaSNet models.

The reminder of this paper is structured as follows. The
proposed DSENet is introduced in Section II. Experiment
configurations are described in Section III. Results are
reported in Section I'V. Finally, in Section V we conclude the
paper and discuss future research.

By convention, vectors in this paper are column vectors.
Bold lower case letters denote vectors and bold upper case
letters represent matrices. X[i] is the i-th element of x.
x[i : j] is a subvector formed by the i-th through the
j-th elements. x” is the transpose of x. ||x|| is the Euclidean
norm of x. [E[ - | denotes expectation. U(a, b) denotes uniform
distribution between a and b. (T) denotes an unknown estimate
that needs to be found. FC denotes a fully connected layer.
GRU denotes a gated recurrent unit layer. LN denotes layer
normalization [32]. PReLU denotes a parametric rectified
linear unit activation function [33].

Il. DIRECTIONAL SIGNAL EXTRACTION

NETWORK (DSENet)

A. TASK DEFINITION

Let us consider a microphone array of M elements and
arbitrary geometry in a reverberant environment with N
sources. The time-domain signal captured by the m-th
microphone is modeled by

N
> gmixsi
i=1

Ym

N
D Xmin m=1,2,....M (1)
i=1

where g, ; is the impulse response of the i-th source, s;, with
reference to the m-th microphone, and x,, ; is the resulting
reverberant signal. For simplicity, background and internal
microphone noises are neglected. Each source is assumed
to be at far field from the microphone array. The goal is
to extract a linear combination of the reverberant signals,
as captured by a reference microphone, whose sources are
placed sufficiently near a direction of interest with respect to
the local coordinate system (LCS) of the microphone array.
Direction is here parametrized by the azimuthal angle 6.
Let the first microphone be the reference. Consequently, the
target signal is defined as

N
z= Z BO)X1,i, (2)
i=1

2Second order statistics required by MVDR are acquired directly from the
individual signals prior mixing.
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FIGURE 1. Beampatterns for different combinations of o and p.

where 6; is the azimuthal angle of the i-th source with respect
to the LCS of the microphone array and S(0) is a scalar
gain given as a function of 6. It follows that 8(6) should be
1 when 6 is near the direction of interest and O otherwise.
Since the LCS can be defined in an arbitrary manner, without
loss of generality, we can select any direction as the direction
of interest. For simplicity, let &6 = 0 denote the direction
of interest. For stable performance, 8(6) should preferably
be a continuous function. Assuming a non-linear microphone
array, i.e., no front-back ambiguity [34], B(6) is here given
by the following beam-like function

BO) = e_%(g) ; 3)

where o and p are parameters defining the desired beampat-
tern. As shown in Fig. 1, o controls the beam width, while p
controls the beam sharpness.

B. LINEAR SIGNAL MODEL

Since nonlinear signal models can create unpleasant distor-
tions to the target signal that are challenging to predict or
comprehend, they do not seem to be particularly suitable for
hearing improvement applications. Therefore, as in FaSNet,
a linear signal model based on the conventional beamforming
technique of FaS is preferred instead.

1) FILTER AND SUM (FaS)

Signal extraction is performed by applying a time-varying
linear filter to each microphone signal and summing the
results as given by

M
2nl= D> "hl ym[n—L,:n+L], 4)

m=1

where h,,, is a non-causal linear filter applied at the
m-th microphone signal and n-th time index, and z[n] is
the corresponding sample of the estimated target signal.
It follows that the length of hy, , is 1 + L, + L, where L,
and Ly are the respective parameters defining the number of
past and future samples of the multi-channel input signal used
to estimate the target signal.
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2) FILTER INTERPOLATION

Estimation of new filters for every output sample is highly
impractical in terms of computational efficiency. Instead,
assuming the filters do not vary significantly from one time
index to the next, we propose estimating the filters every L
samples followed by applying linear interpolation to smooth
out possible distortions due to sudden filter transitions. Let

i =2[(k — DL +1: kL] 5)

denote the k-th frame of length L of the estimated target signal
z. Similarly, let

Yok =¥m [k =DL+1-L,ckL+ L]  (6)

denote the k-th frame of length L + L, + Ly of the input signal
¥m- The FaS operation in (4) is now reparametrized as follows

M
Blil = D Wy ¥mk [i i+ Ly + L]
m=1

i=1,2,...,L,

(N
where h,, ;. ; denotes the filter applied at the i-th sample of
the input frame y,, x. Let h,, x be the filter estimated at the
k-th frame. hy, ; ; is given by applying linear interpolation
between h,, x—1 and h,, ; as follows

hm,k - hm,k—li

hm,k,i = hm,k—l + I (8)
Ata given frame index k, the input to DSENet is thus y,, i, for
m=1,2,..., M, and the output is z;. Experimental results

have shown that excellent trade-off between computational
complexity, latency, and extraction performance can be
achieved for L = L, = Ly.

With the proposed filter interpolation technique, we found
that the additional, commonly applied, smoothing step of
overlap-add is not necessary. The overlap-add technique is
used in FaSNet. With this step, inference is performed every
L /2 samples followed by overlap adding adjacent outputs to
form the extracted frame z;. The fact that this step is omitted
here, not only implies a computational speedup by a factor of
two, but also lower system latency by L/2 samples.

C. NETWORK DESIGN

As shown in Fig. 2, the architecture of DSENet consists of
three processing stages: feature extraction, filter estimation,
and output. In the feature extraction stage, the M different
channel time-domain input frames y,, x in (6) are concate-
nated to form a vector of length M(L + L, + Ly) which is
then transformed into a lower-dimensional feature vector of
length H. This lower-dimensional vector is then used in the
filter estimation stage to estimate the M filters h,, x in (8).
In the output stage, the FaS operation in (7) is performed to
extract a scaled version of the target signal frame estimate Z;
in (5). The scaling comes from the use of a scale-invariant
training objective. Thus, an additional scale recovery step is
performed in the output stage. FC layers are used to map a

VOLUME 11, 2023

given feature space into another of different dimension. Two
stacked GRU layers of H units each are used to estimate
the filters in an intermediate feature space. H is set at a low
value in relation to the dimension of the input to provide low
computational complexity and good scalability for varying
microphone array sizes.

1) FEATURE EXTRACTION
Let

vi] ©)

be a vector grouping all M different channel input frames
Ym.k- In the feature extraction stage, the vector px of length
M(L, + L + Ly) is mapped into a lower-dimensional feature
vector f of length H. In this mapping, py is first normalized
to have unit L? norm to reduce variability. Then, an FC
layer is applied followed by a nonlinear activation function to
extract f;.. The nonlinear activation function used is PReLU.
The complete feature extraction procedure is given by

f, = PReLU (W (p—") + b) , (10)
[lprll + €

where W e RI>MIp+L+ly) and b e RY are the respective
weight and bias parameters of the FC layer, and € = le-8 is
a constant for numerical stability.

T T
Pr = [yl,k Yo

2) FILTER ESTIMATION
Let

n ] (11)

be a vector grouping all M different channel filters h,, x used
in (8). In the filter estimation stage f; is used to estimate hy.
This stage consists in first applying LN to ease the training
process, followed by two stacked GRU layers of H units each,
resulting in a vector of length H. This vector is then used as
input to an FC layer of M (L, + Ly + 1) units to output hy.

T T
h; = [hl,k h2,k

3) OUTPUT

In the output stage, currently estimated filters grouped by
h; in (11) are used in (8) along with previously estimated
filters grouped by hi_; to interpolate h,, x ; and perform
the FaS operation in (7). Due to the use of a scale-invariant
training objective, the output, however, is a scaled estimate
of the target signal. Thus, an additional scale recovery step is
needed. This step is covered separately in Section II-E.

D. TRAINING OBJECTIVE
Maximization of scale invariant signal to distortion ratio (SI-
SDR) [35] is used as the training objective. SI-SDR is a

widely popular evaluation metric in signal separation tasks.
Here, SI-SDR is defined by

2
|evz||

SI-SDR = 1010g10 (m

+e), (12)
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FIGURE 2. System flowchart of the proposed DSENet model.
where
TA
7' 7
o= (13)
|lzl]

is the scalar projection of the estimated signal Z onto the target
signal z.

E. SCALE RECOVERY
Since maximization of SI-SDR is used as the training
objective, the model will incur an arbitrary scale on the
estimated signal, which we assume is fixed across all input
samples regardless of the signal characteristics over time. Let
zbe an arbitrary sample of the target signal. Let Z be the scaled
estimate of z. We wish to find a scalar n that, when multiplied
with any z, gives a good approximation of the corresponding
target signal. Minimization of the mean squared error (MSE)
is used here to estimate 1, which conveniently gives us the
following closed-form solution

i = argminE (12— 0°| = B[] (14)

" E[2]

It follows that 1 can be estimated offline using a select set
of training utterances. To minimize the effect of noise in the
estimation of 7, we select the training utterances for which
SI-SDR is maximized. These utterances consist of a single
source positioned exactly at the direction of interest, i.e.,
6 = 0, in a non-reverberant environment. DSENet attains
high performance in terms of SI-SDR in this kind of scenario
due to the problem’s simplicity.

Ill. EXPERIMENT CONFIGURATIONS
The performance of DSENet is evaluated in multi-talker
scenarios.

A. DATASET

A dataset using clean speech utterances from Lib-
riSpeech [36] was generated to simulate two overlapping
speech signals being captured by a microphone array in
a reverberant room. The dataset generated 32768, 4096,
5120, 4-second-long multi-channel utterances for training,
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TABLE 1. Microphone array 3D positions (cm).
Axis | Sensor1 | Sensor2 | Sensor3
5.1 4.1 9.2
-1.9 0.9 1.0
z 0.0 0.0 0.0

validation, and testing, respectively. The signals were
sampled at sampling frequency Fy = 16 kHz. For each
utterance, the length and width of the room were each
drawn from (5 m, 10 m), and its height was drawn from
U2 m,4 m). The reverberation time was drawn from
U(0.1 s, 0.5 s). The overlapping speech sources were divided
into two categories, target and masker. Their positions were
defined in terms of range, azimuth angle, and elevation angle,
with respect to the LCS of the sensor array. The azimuth angle
of the target was drawn from U(—10°, 10°). The azimuth
angle of the masker was drawn from 2/(—180°, 180°). The
elevation angle of both sources was fixed at 0° and their
ranges were each drawn from /(0.5 m, 2 m). The signal-to-
interference ratio (SIR) was drawn from /(-5 dB, 5 dB).
For practical purposes, the 3-element array of nonlinearly
and non-uniformly distributed microphones of an actual
edge device, i.e., a Pixel 3 smartphone, was used. The
3-dimensional (3D) microphone positions are given in
Table 1. These positions are defined with respect to an LCS
chosen in a way such that the angle of interest, i.e., 8 = 0°,
is at the top of the device. The LCS of the microphone array
was then brought to the middle of the room and the room
impulse responses (RIRs) were generated using the image
method [37]. The parameters defining the target signal, that
is o and p, were set to 0.2 and 8, respectively.

B. HYPERPARAMETERS

The model was trained for 100 epochs with a learning rate
of le-3 and exponential decay of 0.98 every two epochs.
Adam [38] was used as the optimization algorithm. The
batch size was set to 8. L was set to 32 samples, which
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FIGURE 3. Performance of DSENet versus oracle MVDR beamformers for varying azimuthal separation between target and masker positions.

was chosen according to the minimum burst size of 2 ms
in many devices. To ensure a small model size, the number
of filter coefficients for each channel was bounded to
2L 4 1 and H was set to 128. Thus, resulting in a model size
of roughly 260K parameters. The scale incurred by the model
was estimated using a set of 128 randomly generated training
utterances. As per Section II-E, these training utterances
consisted of a single source positioned at &6 = 0° and no
reverberation.

C. PERFORMANCE METRICS

The performance metrics used are: signal-to-noise ratio [35]
improvement (SNRi), SI-SDR improvement (SI-SDRi),
narrowband Perceptual Evaluation of Speech Quality
(PESQ) [39], and Short-time Objective Intelligibility
(STOI) [40].

IV. RESULTS

A. PERFORMANCE FOR VARYING FILTER
CONFIGURATIONS

Different network configurations were trained by varying
L, and Ly. As shown in Table 2, the noncausal filter con-
figurations achieve excellent tradeoff between performance
and latency. It should also be noted that all configurations
achieve high SNRi, a scale variant metric, thus indicating
the effectiveness of the scale recovery technique. In the
remainder of this paper, we use the best performing
configuration as per the results in Table 2 with L, = Ly = L.
Excluding processing time, this configuration incurs a system
latency of (L + Ly)/Fy = 4 ms.

TABLE 2. Performance of DSENet for varying Lp and L;.

L, Ly | SNRi | SI-SDRi | PESQ | STOI

2L 0 9.66 9.63 2.42 0.87
10.46 10.31 2.60 0.88
0 2L 9.97 10.00 2.49 0.88

B. BENCHMARKING AGAINST MVDR BEAMFORMERS
For reference, DSENet is benchmarked against the well-
known MVDR beamformers. There are multiple MVDR
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formulations in literature, for a fair comparison with DSENet,
we consider only those which do not perform dereverberation.
Among these MVDR formulations, both time and frequency
domain implementations are examined. The time-domain
MVDR (TD-MVDR) is based on the formulation in [31]
and the frequency domain MVDR (FD-MVDR) is based
on [30]. TD-MVDR is parametrized in the same manner as
DSENet, i.e., we let L, = Ly = 32. FD-MVDR, on the
other hand, is known to perform best with a larger frame size.
Consequently, we include two FD-MVDR configurations,
one with a 4 ms frame size (FD-MVDR-4) and the other
with a 32 ms frame size (FD-MVDR-32). Both FD-MVDR
configurations use Hann windowing and 50% overlap. The
second order statistics of desired and interference signals,
required by the MVDR beamformers, are estimated using the
entire utterances of the actual desired and interference signals
prior mixing. Hence, it should be noted that DSENet is bench-
marked against oracle MVDR implementations. Finally, due
to DSENet’s rather unusual target signal definition in (2) to
further ensure a fair comparison, at least for cases in which
there is sufficient angular spacing between target and masker,
during evaluation, the target position was fixed at 0° and the
performance metrics were computed with respect to MVDR’s
target signal, that is, the reverberant target signal as captured
by the reference microphone.

s - bt
g
-

FIGURE 4. Sample utterance. From top to bottom: mixture, target, and
extracted with DSENet waveforms.

Performance results of DSENet with respect to MVDR
beamformers for varying angular separation between masker
and source are shown in Fig. 3. As per desired behavior,
and consistent with the target signal definition in (2), when
there is no angular separation between the two speech
sources, DSENet does not incur a gain nor loss in either
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SNR or SI-SDR metrics. This comes from the fact that
based on spatial cues alone there is an ambiguity in which
signal is the target among the two sources. Hence, the
input signal at the reference microphone remains virtually
unmodified, resulting in zero gain. In the case of the MVDR
beamformers, on the other hand, there is no ambiguity due
to oracle knowledge of the different signal statistics. Yet,
as expected, performance is still not impressive owing to
limited spatial discrimination. However, once there is better
spatial discrimination, performance of the different methods
improves with DSENet being clearly on top in all metrics.
The fact that DSENet outperforms FD-MVDR-32 while
attaining much lower system latency is especially remarkable.
Using a sample utterance, Fig. 4 further illustrates the
extraction capability of DSENet.

C. COMPARISON WITH SOTA IN CAUSAL SPEECH
SEPARATION

When the number and locations of the different sources
are available, signal separation methods could in principle
tackle the problem in this work in a more general, although
less efficient, manner. Hence, it is of interest to verify how
DSENet fares in terms of both performance and efficiency
with respect to these methods. For this purpose, we compare
the signal extraction performance and computational and
memory complexities of DSENet with that of SOTA in
causal speech separation (CSS). Since the target application
is hearing improvement, only low-latency CSS methods are
considered, which, as DSENet, have a 2 ms frame size. These
include the single-channel Conv-TasNet [21] and the multi-
channel FaSNet [25]. Both CSS models were trained on the
two-speaker speech separation task without dereveberation.
Similar training and validation datasets to those described
in Section III-A were generated with the only difference
that the azimuth angles of both sources were independently
drawn from U(—180°, 180°) to avoid introducing spatial
bias. Conv-TasNet was implemented according to the high-
performing causal configuration in [21]. FaSNet, on the other
hand, was implemented in the same manner as the causal
configuration in [25] with the exception that we increased
both the number of input channels in each convolutional
block and the embedding dimension from 64 to 80. This
was done to compensate for the use of greater sampling rate.
Both CSS methods were trained under the same conditions
as DSENet described in Section III-B. For a fair comparison,
only utterances for which the target signal definition of
DSENet overlaps with that of one of the target signals of
CSS methods are considered. For this purpose, we employ the
same target signal definition and evaluation dataset described
in Section I'V-B with the exception that utterances for which
the azimuthal separation between the sources is below 20°
are neglected. The performance metrics of the CSS methods
are then computed with reference to the separated reverberant
speech signal attaining highest SI-SDR with respect to the
reverberant target signal.
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TABLE 3. Comparison with SOTA in causal time-domain speech
separation.

Method “ﬁ‘i’f:l MAC/s 51(-3113))1{1 PESQ | STOI
Conv-TasNet | 5.07M 5.56B 5.70 1.80 0.77
FaSNet 1.66M | 4.12B 9.37 215 | 085
DSENet 026M | 0.13B 11.85 252 | 088

Table 3 shows the signal extraction performance and
computational and memory complexities of DSENet with
respect to the two SOTA models in low-latency CSS. The
field MAC/s stands for the number of multiply-accumulate
operations per second of a given model when performing
inference. SNRIi is ignored due to the use of scale invariant
task definition in CSS methods. Results show that, at least
for matching target signal scenarios, DSENet outperforms
SOTA in low-latency CSS in all test metrics while incur-
ring only a small fraction of computational and memory
complexities. Despite its massive size, Conv-TasNet attains
the worst performance among the three methods, which is
not surprising since it is the only single-channel method.
The significant performance gain of DSENet over FaSNet,
however, was not entirely expected since both methods
are multi-channel and follow a FaS approach. This gain
can be attributed to the following two factors. (1) DSENet
does not generalize as much as FaSNet since it is trained
on a more constrained problem, which makes its learning
process simpler. (2) DSENet uses a unified approach to
estimate the individual-channel filters for the FaS operation,
whereas in FaSNet, individual-channel filters are estimated
in a partially independent manner to provide invariance
to different numbers and locations of microphones, which
although of certain practical importance, may weaken the
separation performance of the model.

D. IMPLEMENTATION ON SMARTPHONE

With the aid of TensorFlow Lite and the Android Native
Development Kit (NDK), DSENet was successfully deployed
on a Pixel 3 smartphone in the form of a mobile application,
i.e., an app. This mobile application is demonstrated in Fig. 5.
The per frame processing time was consistently below the
2 ms burst size of the device without the need of post-
training quantization or any other computational complexity
reduction schemes besides those previously discussed. When
tested in the field, we noticed that the implemented model
not only generalized well in terms of signal extraction in
multi-talker scenarios but, as a positive side effect, also
attained noticeable background noise suppression, despite
being trained using exclusively speech signals.

V. CONCLUSION AND FUTURE WORK

This paper proposed DSENet, a network for directional
signal extraction using a microphone array. The target signal
of DSENet is defined as the linear combination of the
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FIGURE 5. DSENet implemented as a mobile application on a Pixel

3 smartphone. With this application, hearing can be improved, with
nearly negligible latency, towards signals originating at a direction of
interest by simply pointing the top of the device in that direction.

reverberant signals, as captured by a reference microphone,
whose sources are placed within a directional region of
interest with respect to the LCS of the microphone array. As a
result, this formulation circumvents the crosstalk problem
in beamforming while providing a different and perhaps
more practical approach to conventional spatially constrained
signal extraction. The primary application of DSENet is
hearing improvement on edge devices. As in TaSNet-like
systems, signal extraction is performed directly in the time
domain. Consequently, the nearly negligible latency of 4 ms
is attained. To avoid strange distortions common to DNNss,
a linear signal model based on the conventional beamforming
technique of FaS is used. Additionally, filter interpolation is
proposed to reduce computational complexity and smooth out
filter discontinuities. The network architecture of DSENet
is relatively simple and, as such, can be easily deployed
on an edge device. In fact, DSENet has been successfully
implemented on a smartphone. Moreover, despite its small
size, when tested on signal extraction in multi-talker sce-
narios, the developed model is shown to clearly outperform
both oracle MVDR beamformers and SOTA in low-latency
CSS.

Further research may explore other efficient alternatives
to the architecture of DSENet with the aim of improving
directional signal extraction performance without excessive
compromise on memory and computational complexities.
Introducing some degree of dereverberation to the task
definition may also be of interest. The aim would be to eval-
uate the effect of either partial or complete dereverberation
on extraction performance, both in terms of target signal
distortion and interference signal rejection.
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