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ABSTRACT The wireless backhaul has become a key enabler for 5G technology by presenting a cost-
effective and scalable alternative to the typical fiber backhaul. WiGig protocols, such as IEEE 802.11ad and
later IEEE 802.11ay, have been considered for backhaul connectivity of 5G mobile networks, thanks to the
availability of high bandwidths capable of achieving fiber-like data rates. However, this band suffers from
high propagation loss that can only be compensated using highly directional antennas, making mmWave
links more susceptible to blockage and errors. Thus, to effectively evaluate the viability of WiGig-based
technologies in wireless backhaul scenarios, it is crucial to characterize the impact of obstruction across the
different network layers. This article presents an extensive measurement campaign and cross-layer analysis
of physical (PHY), medium access control (MAC), and transport layers metrics measured for outdoorWiGig-
based hardware submitted to short-term and long-term blockage. This study found that maintaining constant
and higher modulation and coding schemes (MCSs) in long-term blocked channels may induce packet errors
as high as 100%, round-trip-time (RTTs) that can be in the order of a few seconds, and packet losses as high
as 90%. Even dynamically adjusting the MCS, the performance can be highly degraded. This effect was
exacerbated in short-term links, as they suffered frommore extremeMCS changes upon sudden obstructions.
Temporary line of sight (LOS) obstruction was shown to cause maximum delays of half a second and a PER
of around 20%; in more extreme cases, it has even led to temporary link failures.

INDEX TERMS Milimeter-wave communications, backhaul network, WiGig, IEEE 802.11ad, milimeter-
wave reliability, blockage, cross-layer analysis.

I. INTRODUCTION
In recent years, a large amount of research emerged regard-
ing mmWave technologies and their unique applications.
In particular, the IEEE 802.11ad standard (WiGig) was pro-
posed for 5G small cell wireless backhauling [1], [2], [3], [4]
due to the support for data rates as high as 2.5Gbps (in the
Single Carrier mode). This multi-gigabit wireless standard
operates in the unlicensed 7GHz band located between
57 – 64GHz. It features fast session transfer for seamless data
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fallback and data increase between 60GHz and 2.4/5 GHz
PHYs, andMAC and PHY layer enhancements which include
support for directional antennas, beamforming, and spatial
reuse techniques. The standard novelty resides in the new
Directional Multi-Gigabit (DMG) PHY layer that, based on
multiple-antennas beamforming techniques, is capable of cre-
ating highly directional beams that concentrate the power
in a specific direction, which ultimately compensates the
increased attenuation in the 60GHz band [5]. Therefore,
a reliable communication link can only be established the
beamforming training, which points the stations’ transmitting
and receiving patterns to each other. In the next evolution,
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the IEEE 802.11ay, a Task Group [6] was formed to propose
the next generation wireless multi-gigabit standard. Built on
top of its predecessor IEEE 802.11ad, it defines new PHY
and MAC layers that enable WiFi devices to achieve theoret-
ical peak data rates up to 100Gbps, - by employing MIMO
techniques -, while also ensuring backward compatibility and
coexistence with 802.11ad DMG STAs operating in the same
band [7]. Still, at the time of writing, few IEEE 802.11ay-
compliant COTS devices are available on the market [8].

While the highly directional links employed inWiGig tech-
nologies address the path loss issue associated with higher
frequencies, it also makes the 60GHz communication more
vulnerable to blockage and errors. MmWave signals suffer
less diffraction than microwave signals, which once again
makes them much more vulnerable to blockage (20 – 30 dB
in temporary or long-term link outage [9]). Also, relying
on non-line-of-sight (NLOS) transmission is not always an
option (received signal decreases 10 – 20 dB using first-order
and second-order reflected signals [10]). Therefore, a sudden
obstruction of the line of sight path is enough to cause a
significant decrease in the achievable throughput and lead to
delays above acceptable limits for critical applications. In the
worst cases, link obstruction may even cause link failure.
Thus, to explore the viability of WiGig-based technologies in
wireless backhaul scenarios, it is crucial to understand the real
impact caused by different types of obstruction in the major
link Key Performance Indicators (KPIs).

This work aims to characterize the impact caused by long
and short-term obstruction based onmulti-layer data acquired
in a millimeter-wave outdoor deployment. To the best of
our knowledge, this is the first study on the real effects of
obstruction in mmWave links. The remaining of this paper
is organized as follows. Section II presents a comprehensive
study of previous experimental works made at the 60GHz
band. Section III details the deployed backhaul infrastruc-
ture and describes the multi-layer data acquisition process.
Section IV presents a detailed analysis of short-term and
long-term obstruction’s impact on the metrics at multiple lay-
ers. At last, section V summarizes our findings and discusses
future research directions.

II. RELATED WORK
Up to now, experimental studies on the 60GHz band used
wireless docking stations with radio chipsets that Wiloc-
ity [11] typically manufactures. Moreover, they mainly
focused on indoor measurements campaigns [12], [13], [14],
[15], [16], [17].

In 2015, [12] investigated the feasibility of full-scale
indoor 60GHz networks by conducting several measure-
ments using 802.11ad-compliant COTS devices in an indoor
office environment. The authors conducted an analysis using
the received signal strength indicator (RSSI), PHY data
rate, and TCP throughput to characterize the impact of the
transmitter-receiver distance, antenna height, location, and
orientation on the system’s performance. They found that

RSSI is a weak indicator for PHY data and TCP through-
put and that PHY data rate is not always a good indicator
of higher-layer performance. Furthermore, they showed that
static human blockage had a more significant impact on the
TCP throughput than transient blockage.

In 2017, [17] proposed a novel approach of leveraging
WiFi channel fingerprints for localizingWiGig coverage area
along with reducing its beamforming training (BT) complex-
ity over conventional exhaustive search BT. For that purpose,
they linked WiFi fingerprints with Wigig information (RSS
readings and the best beam sector IDs) collected in a non-
obstructed meeting room environment with Wigig-compliant
APs.

Later in 2018, Kacou et. al. [13] presented an experiment to
compute the channel’s root mean square (RMS) delay spread
and associated path loss under LOS and NLOS conditions.
Their measurements showed that their 802.11ad equipment
has a 65 – 70 dB of propagation loss under normal operation,
and a 25 dB of additional path loss, in the case of obstruc-
tion by a load-bearing wall or by a wooden cabinet close.
Additionally, they found that the TCP throughput decreases
from 1.6Gbps to 2.5Gbps in LOS conditions to 0 to 1.6Gbps,
when faced with static obstruction. Besides, it was observed
that four people blocking a LOS path still achieved a through-
put greater than 1Gbps in indoor office environments.

In 2020, authors of [15] reported the ability to differenti-
ate with 96% accuracy temporary from permanent blockage
caused by humans in an indoor environment by analyzing the
signal quality and TCP throughput. To do so, they deployed
an experimental testbed with an INTEL WiGig sink chipset
W13100 as the access point (AP) and the INTEL tri-band
wireless-AC 17265 wireless cards as the wireless station
(STA). However, similar to the previously listed works, the
blockage characterization is limited to a small set of metrics,
including the TCP throughput, RSSI, and PHY data rate. The
work in [14] accesses lower layer metrics (MCS, data rate,
and CRC failures), and presents a preliminary study of their
behavior for blocked and non-blocked indoor mobility sce-
narios that use a COTS 802.11ad device. More specifically,
they describe the impact that transmit-receiver distance has at
multiple layers, and define the influence of transient blockage
at different speeds on the signal-to-noise ratio (SNR) and the
beam adaptation process. Their results show that transient
blockage may induce long-term suboptimal beam alignment
on a 60GHz link, causing a significant performance decrease.
Later in 2019, [16] extended this work by providing a more
in-depth analysis of static and transient blockage impact. This
analysis shows how different types of blockage affect the TCP
throughput, the number of control packets, the MCS, and the
beam pattern changes.

The works reported in [14] and [16] present huge advances,
but some limitations are still present from a higher-layer
perspective, as they only focus on TCP throughput. The
performance of critical mmWave indicators -delay and packet
loss- are excluded from their analysis. Furthermore, the mea-
surement campaign was conducted indoors with equipment
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whose characteristics differ entirely from those intended for
outdoors.

The few outdoor studies available evaluate the feasibility
of indoor’ IEEE 802.11ad solutions on outdoor environments
submitted to static and transient blockage. In fact, to the
best of our knowledge, only [18] and most recently [19]
address outdoor scenarios. Zhu et al. presented in [18] the
results of measurements (range, attenuation and interference)
using COTS Wilocity radios and a horn antenna emulat-
ing a 10 × 10 antenna array to evaluate the feasibility of
60GHz picocells in outdoor scenarios. However, this work
still has two major limitations. First, the results of simulating
a large array using a horn antenna can only be considered
valid in an environment with no interference. Second, the
cross-layer performance analysis only includes RSSI and
TCP throughput. Most recently, Tran et al. [19] conducted
an outdoor experiment campaign in a customized mmWave
Meshed Backhaul that employs WiGig to demonstrate the
potential of Mobile Edge Computing (MEC) technology in
this type of network. The tests performed evaluated the UDP
throughput and end-to-end delay achieved in non-obstructed
single-hop andmulti-hop backhaul links with a constantMCS
of 9. So far, this is the only work that proposes a physical
deployment for a mmWave backhaul.

In contrast, this work presents the most extensive PHY,
MAC and transport layer measurement campaign. Further-
more, it will join the analysis of metrics from the transport
(TCP throughput, number of TCP retransmissions, packet
loss rate, RTT) and PHY/MAC layers (RCPI, SNR, Packet
Error Rate, Beam Index TX, Beam Index RX, and L2 data
rate) to characterize static and transient blockage on 60GHz
links. More specifically, this work proposes a cross-layer
analysis of the impact caused by long-term and short-term
blockage on an experimental WiGig-based outdoor network
intended for 5G backhauling.

Table 1 provides a brief summary of the aspects discussed
for the current experimental work using the IEEE 802.11ad
standard. Specifically, we compare these works to our own
in terms of equipment, test environment, metrics and layers
analyzed, types of blockage investigated and point out their
limitations.

III. EXPERIMENTAL SETUP
This section describes the outdoor deployment infrastructure
and the data collection process.

A. NETWORK OVERVIEW
The deployed mmWave backhaul network comprises three
CCSMetnet 60GHz nodes [20], similar to the ones presented
in Figure 1. These nodes were designed for deployment on
urban street furniture, such as lamp posts. However, in this
work, a smaller-scale network was deployed on the rooftop of
our premises’ building, - at the height of about 1.5 meters and
with a 50meter distance between the nodes-, to ensure that the

FIGURE 1. Nodes and topology of the deployed outdoor testbed,
presenting the long-term blockage scenario.

tests were performed under a closed and controlled outdoor
environment. Figure 1 shows the testbed and equipment used
throughout this work. In this infrastructure, two accelerated
processing units (APUs) were placed at each node end to
inject traffic into the mmWave connections.

The network nodes leverage the standardized IEEE
802.11ad (WiGig) technology to form a wireless 5G meshed
backhaul capable of accommodating data rates up to 4.6Gbps
in the Single Carrier mode. Each node has four radio modules
covering a 90◦ range, overlapping to cover a 300◦ horizontal
field of view. Each radio employs a 19 dBi (37dBm EIRP)
beamforming steerable antenna (a 16 × 2 element array),
which allows coping with the propagation losses by estab-
lishing highly directional links between stations (STAs). This
beamforming capability allows the equipment to divide the
300◦ horizontal field into a set of 64 discrete sectors (with a
5◦ horizontal beamwidth) that can be used to send and receive
the signal toward a specific direction.

The system also takes one step further by engineering a
multi-point to multi-point topology. Each node can cover up
to 500 meters depending on the location, availability, and
capacity. The deployed network adopts an architecture where
multiple small cell base stations (SBSs) can be connected
to the core network through fiber connections at Point of
Presence (PoP) locations. These fiber-enabled nodes partici-
pate in an election process to select one network coordinator,
known as the Personal Basic Service Set (PBSS) coordina-
tor or PCP/AP. The remaining nodes, A and B, are remote
and thus can only gain access to the core network through
node PCP.

The network also features an Element Management Sys-
tem (EMS) based on HTTPS and SNMP protocols, which
provides a graphical overview of the nodes’ current state and
the mmWave links. In addition, the EMS GUI displays the
real-time MAC layer metrics (e.g., RCPI, SNR, MCS, PER)
collected for each mesh link. A more detailed description
of the operation of the deployed testbed, as well as some
other additional real-life measurements, can be found in our
previous published work [21].

5180 VOLUME 11, 2023



T. Ferreira et al.: Millimeter-Wave Feasibility in 5G Backhaul: A Cross-Layer Analysis of Blockage Impact

TABLE 1. Comparison of existing experimental measurement work for WiGig-based networks.

B. MULTIPLE-LAYER PROBING
The physical layer metrics, accessible through the EMS, were
collected and stored inside a local Mongo database collection
using a python script that sends HTTP requests to the moni-
toring interface API. This database collection is composed of
entries that display the instantaneous KPI values for a specific
path, presented in Table 2.

The network metrics were collected simultaneously
with the physical ones using a custom iperf3-based python
probe. The values assumed for the different TCP session-
related parameters, such as timeout and window sizes, are
the iperf3 defaults. The probe developed comprises two main
components: an application server and the client. For the
client part, a python script was developed, which instantiates
an iperf3 client whose job is to collect TCP metrics (con-
figured to use half of the Ethernet capacity, 500Mbps). The

metrics collected are the received and transmitted data rate,
the number of retransmissions and the lost packets. Addi-
tionally, the pingparser library was used to parse the output
of the ping request to obtain additional network metrics,
such as the RTT-based metrics, the number of transmitted,
received and lost packets, and the duplicated packets related
metrics (calculated by averaging the values measured during
ten packets). The TCP-based and Ping metrics were also
loaded to the same Mongo database collection that stored the
PHY and MAC layer metrics.

By default, the client uploads to the server installed at node
PCP. However, the client located at the node end could also
be configured to operate in reverse mode, making it download
from the server instead. Depending on the configured mode,
the iperf3 traffic flows more in one direction than the other,
i.e., either the uplink or the downlink.
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TABLE 2. Physical level metrics collected for dataset generation, and data acquisition scenarios.

C. PROBING VERIFICATION
To characterize the impact of obstruction on real mmWave
backhaul links, the physical and network metrics were com-
pared to distinguish the network behavior under distinct
blockage events. For that purpose, the multi-layer metrics
were collected for each possible path for the two pairs of
STAs and for each MCS mode (constant [1, 3, 5, 7 and 9]
and dynamic/automatic) under three scenarios. These scenar-
ios were defined according to the type and duration of the
blockage event crossing the LOS path, presented in Table 2.
Note that the term path refers to the physical link between a

specific pair of STAs. For instance, a link between node PCP
and B would ideally have eight paths to test using the four
radios on each side if correct signal reception was always
guaranteed. Also note that, due to the nature of the short-
term blockage scenario data acquisition, it was unrealistic to
collect data for all possible paths with all MCS modes for the
same 15 minutes mark used in the other scenarios. So instead,
tests were only performed for a smaller set of paths and only
using the automatic MCS for a five minute-duration.

IV. MULTI-LAYER DATA ANALYSIS
The multi-layer metrics collected for each experiment
(i.e., for each MCS and path combination) for the three
scenarios were analyzed to characterize the impact of long-
term and short-term blockage. The results from the analysis
are presented in the following two sections. The first section
presents the behavior of the physical and MAC-level KPIs
under short-term and long-term blockage, while the second
section details the impact of blockage in the transport and
network-layer metrics.

A. MAC AND PHY LAYERS
By jointly analyzing the metrics collected at the physical
layer for different paths, several conclusions can be drawn.

The next section provides insights into the most relevant
physical and MAC-level KPIs: SNR, PER, and MCS. Table 3
displays the statistics of the low-level metrics measured for
the worst-performing link between stations PCP and A, under
normal operation, long-term blockage (identified as ‘‘LT’’),
and short-term blockage (identified as ‘‘ST’’), which served
as the basis for the analysis.

1) SNR
This section discusses the results obtained concerning the
SNR. Some considerations are presented:

• A link suffering from either long/short-term blockage
has a lower average SNR when compared with the non-
blocked scenario;

• The mean SNR of the uplink/downlink of a given path
may not be similar, even in a non-blocked scenario, since
they use different beams for transmitting/receiving to
avoid interference. Thus, each direction has its commu-
nication channel, which is likely to be subject to different
conditions;

• The SNR of two path directions suffering from long-
term blockage may not experience the same average
drop, even if both uplink/downlink have similar values
under normal operation. Depending on the location and
rotation at which the obstacle is placed, one communi-
cation channel direction may be affected more than the
other;

• The average SNR drop is not the same for all long-term
blocked links since different paths (formed by different
radios) cover different regions of space. Thus, placing
an obstacle in the LOS connection formed by two radios
facing each other is more likely to affect the signal
quality than in paths formed by radios on different sides;

• Under short-term blockage, the uplink and downlink
formed between a pair of STAs followed a similar
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TABLE 3. Statistics of the measured physical and MAC-level KPIs in the worst-performing link.

behavior, apart from the maximum value reached that
is close to what was registered in LOS conditions.
In both directions, the LOS blockage occurred at the
same instants, although with different intensities;

• In some cases, the SNR drops were more pronounced
when the link was short-term blocked than when it was
long-term blocked, as there is a higher chance of achiev-
ing complete beam obstruction.

Figures 2(a) and 2(b), obtained for paths PCP/A/2/21 and
PCP/A/1/1, respectively, present examples in which all the
conditions described above are met under the three scenarios:
1) the uplink and downlink’s average SNR are different in all
three scenarios; 2) both directions present a similar behavior
for the same scenario since the instants at which transitions
are observed are the same; and 3) in a short-term blocked
link, the SNR alternates between a maximum value close
to the non-obstructed scenario’s average, and a minimum
value that may be lower than the mean registered in the long-
term blocked scenario. The minimum andmaximum SNR are
obtained in instants where the LOS path is obstructed or not,
respectively. This behavior was also verified for the SNR of
the remaining two paths (i.e., PCP/A/1/2 and PCP/A/2/1).

Because data is acquired with a 1-second periodicity, deter-
mining the exact value of the duration of the SNR drop
caused by short-term human obstruction is not possible. Nev-
ertheless, since each metric collected represents the average
measured for that time window, we get an upper limit of
1 second. Therefore, it is observed that each LOS obstruction
is reflected, in most cases, in the generation of a single point.

2) PACKET ERROR RATE
This section discusses the results obtained with respect to the
PER. Some considerations are depicted as follows:

• The mean PER is higher for a long-term blocked link
than for a link in normal operation when the MCS is
constant, as there is consistently lower SNR caused by a
lower RSSI;

1The term PCP/A/x/y identifies the link between node PCP and node A
established by using radios y and x, respectively.

FIGURE 2. SNR of two mmWave paths under normal, long-term blocked
and short-term blocked scenarios.

• Even if a specific link has an SNR that is equal to or
higher than the established threshold for a given MCS,
achieving negligible PER is only possible if the RSSI is
also superior to the minimum defined in the standard;

• Non-obstructed links operating with constant MCS
mode present negligible PER (mostly under 1%);

• Non-obstructed links operating in the automatic mode
present a more significant variability than in the con-
stant mode (usually up to 10%) due to slight MCS
adjustments;
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• Generally, a PER peak is detected, regardless of the
scenario, at instants where a significant signal quality
decrease occurred, caused by human obstruction or nat-
ural factors (e.g., strong wind);

• Setting a higher MCS in a long-term blocked link results
in increased PER as the channel’s margin decreases;

• The PER of links operating in the automatic MCS
mode present more significant fluctuations when com-
pared to the values recorded for the same scenario with
the constant MCS. These fluctuations are due to the
node’s ability to vary the modulation and the redun-
dancy introduced accordingly to the measured SNR
and PER;

• As an extension of the previous statement, channels that
face short-term obstructions present a larger PER vari-
ability when compared with either long-term blocked
and non-obstructed channels. The PER remains smaller
under long-term blockage because the channel fluctua-
tions are slower than in short-term fluctuations;

• Under the short-term blockage, the PER is more likely
to achieve its maximum value at times the LOS path is
unexpectedly blocked and its minimum value at instants
where there is LOS;

• Even in non-obstructed and long-term blocked scenar-
ios, the PER may sporadically reach peak values com-
parable to those obtained with short-term blockage, due
to natural causes;

• Rapid SNR variations do not always necessarily lead to
higher error rates.

Figure 3 shows how the PER of the uplink A/PCP/2/1 is
affected by theMCS increase under long-term blockage. This
specific link had an average SNR of 7.5 dB, which in theory is
enough to support modulations up toMCS 7 [22] as its thresh-
old is set to 5.3 dB. However, this path only received on aver-
age −75 dBm (before antenna gain), which does not comply
with the−68 dBmofMCS 7 nor the−69 dBm requirement of
MCS 5. Thus, the uplink cannot maintain a reliable connec-
tion with either one of these schemes. Figure 4(a) confirms
this conclusion, since it shows that long-term blockage has
caused PERs to be within the 30 – 100 range for the MCS 7,
being null in the non-obstructed environment.

On the other hand, in links operating with an automatic
MCS mode, the PER fluctuations observed are smaller than
those obtained with the constant MCSs. Auto mode allows
the modulation scheme used by a link to be adjusted as soon
as there is a significant drop in signal quality and/or when
high PERs are experienced. This capability causes instants
that follow PER peaks to exhibit lower PERs soon after the
maximum, as shown in Figure 4(b) for link A/PCP/2/2. This
image shows evidence that a link suffering from long-term
blockage is more likely to present larger PER variability than
when it is short-term blocked or operating in LOS conditions.
Still, this relationship is not always true. Higher PERs depend
on different aspects of the positioning of the transient obsta-
cle, such as its rotation and distance from the transmitter or
receiver. Therefore, it is not possible to estimate precisely

FIGURE 3. The influence of the MCS in the PER for link A/PCP/2/1 under
long-term blockage.

FIGURE 4. PER obtained for A/PCP/2/1 under normal and long-term
blockage scenarios with a constant MCS of 7 (a). PER obtained for
A/PCP/2/2 under normal, long-term and short-term blockage scenarios
with automatic MCS (b).

how significant the impact of the two types of obstructions
will be without knowing the specific details of the blocker’s
position.

As shown by the PER statistics of Table 3, long-term and
short-term blocked scenarios can cause PERs as high as 64%
and 88%, respectively. Furthermore, the experiments con-
ducted have shown that a received power below the−70 dBm
mark leads to PERs between 90 and 100% in low constant
MCS. Note that, with −70 dBm, only an MCS equal to or
below three can be supported with a small PER.

Finally, the relationship between signal quality drops and
the error rate is further explored. Figure 5(a) demonstrates a
situation in which the PER varied at a rate roughly equal to
that of the SNR. In this figure, is clear that the error measured
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for the uplink A/PCP/2/1 during short-term blockage is lower
at instants where the signal quality is higher, and is higher
when the signal quality drops. However, as shown in the
experimental results of uplink A/PCP/2/2 in figure 5(b), SNR
drops do not always translate to PER maximums. There-
fore, achieving or not a maximum PER value depends more
directly on whether the amount of redundancy introduced by
the MCS at the time when the obstruction occurs is suffi-
cient to compensate for the additional error introduced by
natural or blockage-induced channel variations rather than the
obstruction value itself.

3) MODULATION AND CODING SCHEME
This section discusses the results obtained when changing
the modulation and coding scheme. Some considerations are
depicted as follows:

• Increasing theMCS on a link enables it to transfer data at
higher bit rates, if the received signal strength and SNR
meet the outlined threshold values;

• In the automatic mode, the link MCS is dynamically
adjusted according to both SNR and PER. Therefore,
a decrease in the modulation supported may be triggered
by either detecting a significant SNR loss, a high PER or
both;

• As soon as the line of sight is no longer obstructed, the
MCS resets to its pre-loss value.

The CCS mesh nodes used in the experimentation adjust
the MCS according to both the SNR and PER measured at
a given instant. Figure 6 shows the MCS adjustment made
by the system to establish and maintain a link between node
A and PCP (using radio 2 at both ends) that is submitted
to short-term blockage. In this figure, it is clear that time
windows with fewer MCS changes are the ones that present
smaller SNR fluctuations around the mean value of 20 dB and
a controlled small PER. In these windows, the MCS is set up
to the maximum possible value, 9 for that connection, only
changing occasionally to a smaller MCS, 8, due to sporadic
small decreases in the signal quality.

Because dynamic MCS adjustment is performed on an
instantaneous SNR and PER basis, it was difficult to pin-
point the MCS decrease to a single metric. Instead, a careful
analysis had to be performed considering both metrics to
understand the instantaneous MCS changes properly. Under
this work context, the MCS changes were either due to one
of three different conditions. First, the MCS decrease can be
triggered due to a significant SNR drop alongside a high PER,
as shown in instant t6 of Figure 6, where the MCS decreases
to 8. Second, the MCS can be changed solely due to the
presence of high error rates, as shown in instants t2 and t4.
A maximum PER of 18% and 16%was registered at t2 and t4,
respectively, while the SNR value remained practically unal-
tered. Third, the MCS change can be triggered in some cases
due to a signal quality decrease, which is the case of instant t3.
In t3, the SNR has decreased from 20 to 9 dB with a 5%
error rate.

FIGURE 5. PER and SNR observed for two mmWave links operating in
automatic MCS mode, under short-term blockage.

Still, it is only possible to delineate a general behavior of
the dynamic adjustment algorithm. As shown in instant t1 and
t5, not every decrease in signal quality and/or increase of the
PER results in a MCS adjustment.

B. NETWORK AND TRANSPORT LAYERS
Once the impact of the main KPIs at the physical layer is
understood, these findings are used to detect general patterns
perceptible to the human eye at the transport layer, such as
the behavior of packet delay and TCP performance in highly
variable mmWave networks. The following section provides
insights relating to the most relevant TCP and network-level
KPIs: Round Trip Time (RTT), packet loss, TCP throughput,
and TCP retransmissions. Table 4 presents the statistics of the
TCP and network metrics measured for the worst-performing
link between stations PCP and A, which served as the basis
for the analysis.

1) RTT
To obtain the RTT metric, the pingparser library pings the
client host for a given amount of time. In each time window,
the 10 ICMP packets transmitted through the network were
used to compute an average, maximum and minimum round-
trip-time for each possible communication path and every
scenario. The following discussion presents the findings from
our analysis of the average and maximum RTT:

• A non-blocked link has an average RTT that decreases
as the MCS index increases (for the constant mode).
Even so, some small fluctuations around the mean are
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FIGURE 6. The influence of the SNR and PER in the dynamic MCS
adjustment mechanism for link A/PCP/2/2 under short-term blockage.

observed due to the varying nature of the mmWave
channel;

• In a non-blocked link, the average RTT value measured
with MCS 1 is ten times higher than any other MCS
tested since the throughput traversing the network is
at least 2.2 times lower than the one observed in other
tested modulations;

• Links operating with higher MCSs in both modes, under
a non-obstructed environment, have amaximum average
RTT that does not surpass the 20-millisecond mark and
a standard deviation that is always lower than three
milliseconds;

• The average RTT of a long-term blocked link resembles
the behavior observed for links operating in the non-
blocked state when the PER is low;

• Long-term blockage and short-term blockage are
observed to cause larger variability in the mean and
maximum RTT value when compared with the normal
scenario;

• A heavily blocked link can have a high RTT which can
be in the order of one or a few seconds;

• Long-term and short-term blocked links using the auto-
matic MCS mode face a significant increase in both the
average and maximum RTT when compared with the
values registered in LOS conditions;

• Links suffering from obstruction with high PERs present
higher average RTTs for MCS with the lowest code
rates as they are less likely to compensate for the error
introduced by the channel;

• A less robust MCSwill lead to an increase in the number
of retransmissions;

• The mean RTT of all paths formed between a pair of
stations have similar average values for the same MCS.

Figure 8 shows the RTT measured for the link A/PCP/2/2
in the non-blocked and long-term blocked scenarios. Through
the analysis of Figure 8(a), it is possible to observe that,
under normal conditions, the mean RTT is higher for lower
MCSs. This is expected since lower MCSs have lower asso-
ciated data rates [22]. On the other hand, under the long-term

FIGURE 7. RTT in link PCP/A/2/2 under normal, long-term and short-term
blocked scenarios for the automatic MCSs.

blockage, the link experiences higher delays in less robust
MCS (i.e., MCS with lower code rates). For instance, in
Figure 8(b), a maximum RTT of 150ms is experienced with
MCS 5 (which uses a 13/16 code rate), while at MCS 7 (code
rate of 5/8) that value drops to 85ms. MCS 1 (the most robust
scheme) follows the same behavior observed in its non-
blocked state since the PER is close to zero. This figure also
shows that long-term obstruction causes high fluctuations of
the mean RTT, even in the constant MCS mode. As shown
in Figure 7, the RTT behavior is even more unpredictable in
the case where the MCS is automatically adjusted for short-
term blocked links as they are more prone to rapid changes
in the MCS than long-term blocked links where the obstacle
remains static during the entire test. This high RTT variability
makes it difficult to estimate with certainty the extent of the
obstruction’s impact.

2) PACKET LOSS
In our specific context, two types of retransmission mecha-
nisms can be identified that act at two different layers. First,
retransmissions can be made at the MAC layer of IEEE
802.11ad. Second, TCP-based retransmissions can also be
performed at the transport layer. The following discussion
presents our findings from the analysis of the packet losses
at the transport layer:

• A non-obstructed mmWave link using both automatic
and constant MCS usually presents a low average packet
loss (less than 4%), with only some sporadic losses
occurring due to timeouts;

• TCP is not adapted to work with the new PHY andMAC
layer mechanisms of IEEE 802.11ad;

• The higher the MCS, the more likely the link is to suffer
from packet losses. In these conditions, a higher number
of TCP retransmissions will be triggered to overcome
the channel erasures;

• Short-term blocking a link may lead to packet losses up
to 9% even under dynamic MCS adjustment.

As shown in Table 4, a non-obstructed link usually presents
a very low packet loss for all supported MCSs. Still, some
sporadic losses were observed in normal scenarios (e.g., the
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TABLE 4. Statistics of the transport and network-layer metrics for the worst-performing link.

FIGURE 8. Average RTT observed for the uplink A/PCP/2/2 under normal
operation (a) and long-term blockage (b).

11.5% losses measured in the normal scenario with MCS 1).
These losses are likely caused by the timeouts when the
channel is busy performing the 802.11ad MAC mechanisms
(e.g., beamforming training), as the signal quality remains
practically constant. As reported by the authors of [23], TCP
does not change its timeout limit to account for these new
operations and thus is forced to discard the unprocessed pack-
ets. Additionally, Table 4 shows that long-term blockage can
cause average packets losses of about 98% when a high MCS
is kept constant. Furthermore, it is demonstrated that short-
term blockage can cause maximum packet losses up to 9% in
the automatic MCS, contrasting with the 3% packet losses of
non-obstructed and long-term blocked links. Figures 9 and 10
depict these aspects. As shown by figure 9, on a highly long-
term obstructed link, the higher the MCS used, the higher the

losses. Conversely, as shown by figure 10, when the MCS is
dynamically adjusted according to the channel conditions, the
losses incurred are lower than those registered with high and
constant MCSs.

3) TCP THROUGHPUT
The following discussion presents the findings from our anal-
ysis of the TCP throughput:

• Increasing the MCS in a non-obstructed link leads to an
increase in the maximum achievable throughput;

• Long-term blockage causes a high PER in higher index
MCSs, which in turn decreases the achievable data
rate;

• In the worst-case scenario, a heavily blocked link
achieves rates as low as 1 Mbps when using constant
MCSs. This means that the network’s delivery capac-
ity is so low that TCP reduced its congestion window
from 500 to 1 Mbps, only allowing traffic generated by
the retransmissions to circulate through the network;

• A short-term blocked link performing dynamic MCS
adjustments has larger data rate fluctuations, as a sudden
SNR decrease can make the modulation go fromMCS 9
to MCS 1 within a second.

Table 4 shows the results obtained for the worst-
performing link for each MCS mode. The following con-
clusions that validate the previous statements can be taken:
1) increasing the modulation scheme increases the achievable
data rate, as we went from transmitting at a 67 Mbps rate
in MCS 1 to 496 Mbps with MCS 7; 2) long-term blockage
caused the average TCP throughput to drop significantly in
higher MCSs. For instance, the throughput reduced from 496
Mbps in the non-blocked scenario to almost 0 Mbps for the
MCS 7. This observation is further confirmed by the results
of Figure 11(b) for link PCP/A/2/2, as both a constantMCS of
5 and 7 were not able to transmit more than a fewMbps under
long-term blockage; and 3) the data rate of a link suffering
from short-term blockage varies very quickly in the automatic
MCSmode, as shown in Figure 12. This behavior is a result of
the sudden changes in theMCSs that aremade in an attempt to
control the PER. Note that there was an irregularity observed
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FIGURE 9. TCP packet losses for path PCP/A/2/2 in the normal
scenario (a), and in the long-term blocked scenario (b) for the constant
MCS mode.

FIGURE 10. TCP packet losses for path PCP/A/2/2 under normal,
long-term blocked and short-term blocked scenarios with the automatic
MCS mode.

for all paths tested. More specifically, the data rate increased
with the introduction of the obstacle in the MCS of 1.

4) RETRANSMISSIONS
To properly compare the impact of each scenario in the num-
ber of TCP retransmissions, the TCP retransmits metric was
normalized using the average TCP received rate. This enabled
the removal of the effect of higher modulations on the trans-
mitted bit rate and, consequently, in the total retransmissions.
The following statements summarize the conclusions drawn
from our analysis of the non-obstructed, long-term blocked
and short-term blocked scenarios:

• The total number of TCP retransmissions is higher in
non-blocked links (which support high MCS) than in
blocked links;

FIGURE 11. TCP throughput of the PCP/A/2/2 link operating under
normal (a) and long-term blockage (b) conditions with constant MCSs.

FIGURE 12. TCP throughput of the PCP/A/2/2 link operating under
normal, long-term and short-term blockage conditions for the auto MCS.

• The normalized number of retransmissions of links
under long-term blockage is much higher than in
non-blocked environments for a constant MCS, which
implies that, on average, more packet retransmissions
are needed in order to deliver a given packet to its
destination;

• In a long-term blocked link with high PER, setting
higher MCSs increases the number of TCP retransmis-
sions and thus, decreases the maximum achievable TCP
throughput;

• Heavily blocked links in a long-term blocked environ-
ment have a limited delivery capacity when used with
TCP as they mainly carry traffic from pending retrans-
missions instead of useful new information;

• Changing the MCS to a higher index MCS with lower
code rates in heavily blocked scenarios increases the
number of normalized TCP retransmissions;
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FIGURE 13. Number of TCP retransmissions per Mbps measured during long-term blockage in the uplink
A/PCP/2/2 (a) and A/PCP/1/2 (b) for five different MCS levels. Packet losses measured for the uplink
A/PCP/2/2 (c) and A/PCP/1/2 (d) for five constant MCS levels.

• Using MCS with higher coding rates makes it less likely
that the TCP performs a high number of retransmissions
in a link submitted to short-term blockage;

• The behavior of the number of TCP retransmissions in
scenarios where the MCS is adjustable, especially in
obstructed environments, is rather challenging to predict
as the instants at which the increases in the number
of retransmissions occur are not directly related to the
instantaneous signal quality.

Figure 14 shows the impact that long-term blockage has on
the total and the number of retransmissions per Mbps. At first
glance, it may appear that a non-blocked link is worse than
the long-term blocked one, but that is not true. Removing the
effect of the maximum achievable throughput enables a cor-
rect analysis of the blockage impact. The truth is that a long-
term blocked link, in which the MCS is constant, is unable
to adjust its MCS whenever a high PER is detected. Thus,
maintaining theMCS leads to a consistently high PER, which
in turn forces TCP to trigger a high number of retransmissions
to deliver the packets without error.

In principle, the higher the average packet losses, the
higher the number of retransmissions needed to deliver a
packet successfully. However, the collected metric is not
referring to the average number of retransmitted packets per
transmitted packet but rather to the mean number of retrans-
missions required to deliver the overall packets. On aver-
age, non-blocked links carry a much higher bit rate than
a long-term blocked link, which means that a larger num-
ber of packets must be delivered to the receiving STA.

Thus, as shown in Figure 14, under normal operation, a higher
number of retransmissions every second is necessary to
deliver the information, even though the number of retrans-
missions required per packet is lower. The latter observa-
tion provides evidence that CCS nodes most likely use an
in-order delivery strategy for flow control purposes. Similar
to that described in [23] for a TP-Link AP based on IEEE
802.11ad, the link layer cannot aggregate within the same
block, frames from both retransmission and transmission
queues. Therefore, the only type of traffic transiting in a
link with pending retransmissions is the traffic generated
from those retransmissions. Thus, new information can only
circulate after the pending packets are successfully delivered.
In our experiments, the transmitted rate was observed to be
no more than 60 Mbps for heavily blocked links, suggesting
that the network mainly carries traffic from pending retrans-
missions instead of useful new information.

Furthermore, the experimental results show that, even
under normal conditions, TCP packet retransmissions still
exist. According to [23], this is because the timeout value of
frames that are waiting on the received queue is not adjusted
to account for the time channel that was occupied performing
frame transmissions of the IEEE 802.11ad mechanisms, such
as beamforming and beam tracking.

Figure 13 shows the relationship between the normalized
number of retransmissions and the packet losses for two links
suffering from different levels of long-term obstruction. The
A/PCP/2/2 link has lower SNR than the A/PCP/1/2 link in
all constant MCS tested, resulting in a more heavily blocked
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FIGURE 14. The total number of TCP retransmissions (a) and number of
retransmission per Mbps (b), measured for PCP/A/2/2 under long-term
blockage when using a constant MCS of 5.

channel. In a highly obstructed link like A/PCP/2/2, using
higher MCSs such as 5 and 7 causes an average packet loss of
49% and 97%, respectively, and maximums that can reach the
100% mark (see table 4). The high losses trigger more TCP
retransmissions. On the other hand, in a slightly blocked link
similar to A/PCP/1/2, the number of retransmissions is kept
low for all testedMCSs. Note that, in the A/PCP/1/2 link case,
the maximum retransmissions do not surpass the six mark,
whereas in the heavily obstructed link, the value is 33 times
higher. This is because A/PCP/1/2 was observed to comply
with the RSSI and SNR requirements of MCSs up to 7, which
allowed it to operate with negligible PER for all MCS tested.

Furthermore, describing the behavior of the TCP retrans-
missions on a link using an adaptive MCS scheme is a com-
plex task, as an increase or decrease in the instantaneous value
of this metric can be traced to multiple sources. First, due
to the MCS adjustment, it is expected that most of the time,
a significant SNR decrease and/or high PER will cause the
MCS to be changed to a more robust scheme. Nonetheless,
suppose that the code rate of the FEC mechanism can correct
the errors introduced by obstruction. In that case, there are
not many losses in the channel, and thereby, the number of
retransmissions should remain controlled. Yet, an increase in
the TCP retransmissions could be observed due to pending
retransmissions from previous unsuccessful instances. Thus,
one cannot conclude with certainty whether an increase or
decrease in the number of retransmissions will be observed
when the MCS is dynamically adjusted.

V. CONCLUSION
In this work, a backhaul using IEEE 802.11ad was suc-
cessfully deployed in an outdoor scenario, which allowed
collecting physical, network, and transport layer metrics
of mmWave links suffering from long-term and short-term
blockage. To the best of our knowledge, this is the largest col-
lection campaign in WiGig-based networks, which includes
an extensive cross-layer analysis of the behavior of long-term
and short-term blocked 60GHz links. The analysis conducted
showed that maintaining higher modulations in long-term
blocked channels might only be possible at the expense of
high PERs (between 90%-100%), a maximum delay that can
be in the order of one or a few seconds, high losses at the
transport layer (between 37%-100%), and a high number of
TCP retransmissions which reduces the throughput rates to a
fewMbps. Even though dynamically adjusting theMCS leads
to more controlled PERs and losses at the transport layer,
it was still shown to reach maximum PERs of 40% even if the
SNR remains constant in a long-term blocked link. Moreover,
long-term blockage was shown to cause maximum delays of
0.9 seconds in some links and data rates that vary by a few
hundred Mbps.

Furthermore, it has been shown that short-term blocked
links are more likely to reach maximum PERs when there are
sudden decreases in signal quality and are, therefore, more
likely to adapt their MCSs to a more robust scheme. Still,
the MCS returns to its pre-loss value as soon as the LOS
condition is re-established. Hence, short-term obstruction not
only decreases the maximum throughput at layer 2 but also
causes packet losses up to 8% that will lead to a significant
decrease of the TCP congestion window, further contributing
to the decrease in the data rate. Moreover, the temporary
LOS blockage led to maximum delays of half a second in
the worst-case scenario. These aspects combined create a
highly unreliable backhaul network, which comprises the
constant data rate and maximum delay requirements of both
TCP-based and UDP-based services.

Our future work will leverage the insights provided by this
work to propose mechanisms at multiple layers that improve
network reliability and resilience of outdoor IEEE 802.11ad-
based networks. In particular, we aim to explore the potential
of network coding techniques at the transport layer and of
deep-learning-based forecasting algorithms to mitigate the
negative impact of LOS obstruction.
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