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ABSTRACT Non-orthogonal multiple-access (NOMA) is designed to transmit massive amounts of user
communications. The incidence matrix manages the relationship between users and resources. This study
focused on increasing user supportability and complexity reduction using larger incidence matrices. Our
approach to optimizing the incidence matrix to improve system capacity and reduce complexity is based
on two critical mathematical concepts: Parallel classes in hypergraph theory and combinatorial designs
allow us to explore and extend incidence matrices. Frame theory is used to estimate matrix structures.
Then, we investigate applications utilizing our incidence matrix designs–Simple Orthogonal Multi-Arrays
(SOMA). The characteristics of SOMA reflect the unique Latin Square pattern, allowing us to produce
a highly flexible and fair resource allocation matrix. SOMA designs let us support overload factors over
500%. The theoretical performance analysis equations of our NOMA system were established to support
dynamic adaptability and optimization. We implemented and evaluated security methods for eavesdroppers.
The prototype of the user hierarchy allows a higher-priority group to have a lower error rate without
significantly affecting the system’s performance. Finally, the Monte Carlo simulation indicated that our
NOMA systems allow higher degrees of freedom and lower complexity than other NOMA schemes while
maintaining graceful error rates with a maximum 33% improvement.

INDEX TERMS Incidence matrix, NOMA, combinatorial design, frame theory, SOMA.

I. INTRODUCTION
This study explores the design of large incidence matrices
used in non-orthogonal multiple-access (NOMA) by combi-
natorial design techniques for a given number of users b or
resources v to achieve better bit error rates (BER), throughput,
and overload capability (OC).

There are three main reasons why it is challenging to gen-
erate and apply large incidence matrices to NOMA systems.

• The linear combination of modulated symbols
• The mapping of constellations with uncertainty
• The excessive complexity of decoding
Therefore, the complexity of constellation expansion lim-

its the size of the incidence matrices used by many sparse
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NOMA schemes. Consequently, we were motivated to fill a
void in generating and analyzing larger incidencematrices for
massive user support.

Through a combinatorial design known as Simple Orthog-
onalMulti-Arrays (SOMA), ourmethod is capable of produc-
ing larger dimension incidence matrices that are confirmed
to be near equiangular tight frames (ETFs) by frame theory.
ETFs have significant applications in signal processing and
coding theory because of their robustness to noise and trans-
mission losses [1]. ETFs are characterized by the fact that the
coherence between any two distinct row or column vectors
is equal to the Welch bound [2]. This guarantees that the
maximum coherence between pairs of vectors is minimized.
Therefore, our incidence matrix designs can be used com-
prehensively in other NOMA designs with suboptimized user
resource allocation.
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We chose this optimization because the lower the coher-
ence, the less the multiuser signal overlaps [3], and hence,
the less complex the constellation expands. Therefore, we can
replace the complex computation for resource and user allo-
cation of each specific NOMA scheme by providing an exist-
ing structure to obtain a suboptimal result.

NOMA is envisioned to be a promising multiple-access
technique for future wireless communication systems. Its
purpose is to meet user experience needs more efficiently
and provide a theoretical basis for the later deployment of
cells with smaller coverage [4], [5]. NOMA schemes use
nonorthogonality and overloading to achieve their purpose
by serving multiple users in the same orthogonal resource
element (RE). While these concepts are not new in 3G
or 4G communications, such as CDMA [6], NOMA has a
non-orthogonal approach at the core of its design structure,
aiming for a larger OC. Therefore, one of the most critical
aspects of NOMA is the handling of the overloaded architec-
ture, that is, the incidence matrix.

Many NOMA schemes have been widely investigated in
recent years. Newer and more complex systems beyond the
initial power and code domain types, such as hybrids [7]
and waveforms [8], are being discussed. The more complex
and extensive the system, the more it needs to be organized
under a particular mathematical guideline to maintain its
efficiency. Therefore, optimizing incidence matrices, partic-
ularly higher-dimensional matrices, has become increasingly
important because an optimized incidence matrix can reduce
the complexity of the receiver andmaximize performance [9].

The effect of optimizing the incidence matrix can be
observed in pattern-division multiple access (PDMA) [10].
By optimizing the power scaling and phase-shifting fac-
tors in its pattern matrix, PDMA systems have significantly
improved the spectral efficiency over OMA systems. More-
over, the author in [9] demonstrated that the regularity of
regular sparse NOMA contributes to optimizing the spectral
efficiency by employing user and resource mapping over the
NOMA with an irregular matrix. In addition, the incidence
matrix following the ETF structures allocates the resource
block selection for each user in a manner that reduces the
number of maximum likelihood calculations in the optimal
receiver for each user.

Additionally, the incidence matrices are where the NOMA
system manages the user and resource distribution and regu-
lates the system size and overload factor. This fact motivated
us to study high-dimensional incidencematrices. On the other
hand, it is well known that ongoing research is trying to find
an optimized scheduler in the power domain NOMA, such
as [11] and [12]. However, the incidence matrix, which is
the counterpart of the scheduler in code domain NOMA, has
received little attention. One of the reasons is that, although
the incidence matrix performs similar tasks to the scheduler
in terms of user grouping and resource distribution, it also has
additional responsibilities, including taking part in the trans-
mission, encoding, and decoding of multiuser data, which
makes it more complex. As a result, most studies used only

a low-dimension 4 × 6 matrix as an example because of its
complexity. Our design method can reduce the computational
complexity of generating the incidence matrix and decoding
at the receiver, which is discussed in Section II-E.

In this study, we propose an incidence matrix structure
that utilizes a Resolvable Balanced incomplete block design
(BIBD) in combinatorial design. Resolvability is an essen-
tial property in hypergraph theory that divides the inci-
dence matrix into parallel classes to deal with constellation
expansion problems [13]. Frame theory was used to support
and examine the matrix structures. We also explored and
expanded the boundaries of NOMA applications based on the
characteristics of our incidence matrix design.

A. RELATED WORKS
As stated in the previous introduction, there has been little
attention in the literature on creating larger incidencematrices
for NOMA schemes. However, it is well known that a matrix
with a longer girth performs better in the message pass-
ing algorithm (MPA), one of the major multiuser detections
(MUD) methods. Therefore, we can still find related work
that attempts to optimize the incidence matrix.

In [14], incidence matrices based on multistage maximum
distance separable (MDS) codes were generated. The author
traded performance with complexity, enabling the system to
be scalable. The largest matrix in [14] was 56 × 70.
In [15], the author exploited an algebraic scheme to

improve the low-density spreading (LDS) sequence design
based on projective geometry. Owing to the expansion of the
matrix size, the performancewas better than that of other LDS
designs. The largest matrix in [15] was 13 × 15.
Finally, the author in [16] utilized the Latin rectangle to

improve the power efficiency of a high-dimensional code-
book of sparse code multiple access (SCMA). The largest
matrix in [16] was 8 × 12.
Comparatively, our design is more adaptable than the

above methods because it is based on parallel classes with
resolvable characteristics, allowing methods to expand or
puncture the matrix. Frame theory also proves that the struc-
ture yields a type of optimal packing of lines in Euclidean
space. Hence, our matrix design was not limited to a specific
NOMA scheme. The largest matrix we provide in this study
is 20 × 100, as shown in Figure 6.

B. CONTRIBUTIONS
In this study, we combined a code domain NOMA (CD-
NOMA) system established from previous studies [17], [18]
with SOMA to take advantage of its highly flexible structure.
In our system, different SOMAs can provide NOMAs with
incidence matrices of varying sizes. The freedom of this
design structure provides an advantage in achieving optimum
trade-offs between performance, OC, and security by chang-
ing the incidence matrix. Thus, we achieved more exten-
sive connectivity and higher throughput than SCMA [19],
PDMA, Multi-User Shared Access (MUSA) [20], and
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our prior work. This study makes the following main
contributions:

• We begin by utilizing SOMA designs to form an
incidence matrix generating algorithm. Examples of
incidence matrices with OCs of 166% and 500% are
provided.

• We verified the efficiency of the generated incidence
matrix using frame theory.We can facilitate the design of
large incidence matrices, particularly for massive com-
munications and low-capacity channels.

• We provide an objective function to optimize the inci-
dence matrix based on performance parameters.

• Computational complexity is calculated to show that our
design has low complexity.

• Hereafter, we show how to deal with the growing prob-
lem of mapping between patterns and constellations
using an expurgation. Expansion methods for the inci-
dence matrix are also discussed.

• We provide applications that utilize the characteristics of
SOMA, like resolvable and BIBD.

• We demonstrate that, by using our MUD, we can use
well-known modulation performance analysis equations
to predict our system. Owing to the adaptability of
our system, we provide a fundamental step towards
resilience via resource allocation.

• We performed simulations for both additive white Gaus-
sian noise (AWGN) andRayleigh fading channels. Here-
after, we evaluate the numerical models to compare
their system performance with those of other NOMA
schemes. We found that our system performed better
than well-defined NOMA schemes.

The remaining sections of this paper are organized as
follows. In Section II, we discuss the incidence matrix design
in our current and previous work. Frame theory, which can
describe the characteristics of our design, was also intro-
duced. The application of the characteristics of the incidence
matrix is explained in Section III. The simulation results and
discussion are presented in Section IV. Finally, conclusions
are presented in Section V.

II. INCIDENCE MATRIX DESIGN
Combinatorial design theory is a mathematical tool that chal-
lenges questions regarding whether it is possible to arrange
elements of a finite set into patterned incidences, such as sets,
words, and arrays, so that a particular balance rule can be
satisfied [21].

We exploited the most researched combinatorial design,
balanced incomplete block design (BIBD), to generate the
incidence matrix for NOMA because the sparse pattern of
BIBD can provide an inherently sparse and evenly distributed
mapping to its resources and users in a non-orthogonal
manner [22].

We introduce our previous works that utilized a specific
type of BIBD and explain why we upgraded our work. A new
structure was used to enhance security and cover flaws in the
old design.

Hereafter, we introduce another mathematical tool called
Frame Theory to show that our design structure is optimized
for OC, user fairness, and regularity for a set of parameters,
such as the number of resources and users [23]. In addition,
both our previous and new designs can be shown to be
near ETFs. An ETF is the closest equivalent of orthonormal
bases in incoherence [24], meaning that the incidence matrix
has the maximal spatial angular displacement for every col-
umn vector pair, making the structure optimal for detecting
multiuser signals.

Finally, we discussmethods to adjust thematrix parameters
and list the objective functions to optimize the OC of the
incidence matrix under the constraints of power, resources,
and BER.

A. PREVIOUS WORKS
In our previous studies [17] and [18], we studied a Low-
Density Code design to build a CD-NOMA system by taking
advantage of highly structured BIBDs. We further propose a
method to achieve a larger OC for transmitting more users
with limited resources by expurgating the number of users
per resource to obtain a structure with larger sparsity.

Many communication systems use BIBDs, including sen-
sor networks, modulation schemes, and Low-Density Parity
Check codes (LDPCs) [25]. BIBD is a design that selects all
sets of the same size. Additionally, every treatment occurred
equally and the design was balanced pairwise. This balance
property enables us to translate BIBDs into regular incidence
matrices [26] by treating each block as a column (user) and
each element as a row (resource). Resources can be viewed
as many things, such as power, sparse codes, and spaces.
Definition 1 (BIBD [22]): A BIBD is a pair (X, A) defined

by D(v, b, r, k), where X is a set of v elements called points,
and A is a collection of subsets of X called blocks, such that

• |X | = v
• Every block contains exactly k points
• Each element of X appears exactly in r points out of
b blocks

• Every pair of distinct points is contained in exactly
b blocks.

Hence, by treating each block as a user and each element as
a resource, we can create an arbitrary incidence matrix from
the BIBD array D(v, b, r, k), as shown in Figure 1.

FIGURE 1. An example of arbitrary incidence matrix D(v, b, r , k).

• total b users (columns) and total v frequencies (rows)
• r users per resource and k resources per user
• Their relation is given by k · b = r · v
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In our design, various BIBDs can provide NOMA with
various coding matrices. However, we focused on a specific
BIBD called the Steiner Triple System (STS). One of the
main reasons why we chose STS is that almost all STS are
resolvable [27]. A design is resolvable if one can partition
its blocks into parallel classes, where a set of blocks contains
every element exactly once. Utilizing the resolvable property,
we can compress the incidence matrix in a balanced man-
ner, which helps us group and detect multiuser information.
Another reason is that STS structures can be processed as
Steiner ETFs [28], which is the natural choice when one tries
to combine the advantages of orthonormal bases with the
concept of redundancy provided by frames [29].
Definition 2 (STS) [22]: Given three integers t, k, v such

that 2 < t < k < v, a Steiner system S(t, k, v) is a v-set X
together with a family A of k-subsets of X (blocks), with the
property that every t-subset of X is contained in exactly one
block.

An example of the STS structure in NOMA utilizing the
resolvable property is shown below. The 4 color codes repre-
sent the 4 parallel classes based on the resolvable property.

We can translate each pair like (1,2,3) into a user with
resources allocated to 1, 2, and 3 to generate a 9 × 12 inci-
dencematrix, where a column is a user and a row is a resource.

Aswe can see, the incidencematrix can be compressed into
dimension v × p, where p is the number of parallel classes,
which helps us generate new complex symbols by combining
multiuser data.

However, while this structure provides much larger user
support, its k points are always 3, and the STS pattern is
limited. As mentioned in [17] and [18], the receiver’s perfor-
mance can be improved by using low-density matrices with

a more extended k , which is not possible by STS. In addi-
tion, a limited pattern needs to be secured. After introducing
the SOMA structure, we proved a size comparison in the
following subsection. In addition, our SOMA designs have
smaller constellation sizes per RE than the STS structures.
Therefore, we can achieve better restrictions on constellation
expansion by utilizing the updated structure, which enhances
the motivation to update our structure reference.

B. SOMA DESIGN
We exploited the SOMA structure [30], [31] to provide a
general framework for producing larger incidence matrices.
Through frame theory, it is known that SOMA structures gen-
erally distribute larger, if not the maximum, spatial angular
displacements in their column vectors.

The characteristics of SOMA ensure an inherent, sparse,
and consistent weighted array, which is a crucial property of
the incidence matrix. These features make SOMA a perfect
tool for designing an incidence matrix.

Therefore, the aims of our SOMA design are as follows:
• Increase efficiency and performance compared to other
systems.

• A layer of security is provided using the natural structure
of the Latin Squares (LS) during the design phase [32].

Compared with the STS structure, SOMA has more par-
allel classes with more resolution options. This increased
degree of freedom will grant us higher security than our
previous design owing to the wider variety. For exam-
ple, SOMA(2,4) shown below can be grouped into parallel
classes, coded in colors, by selecting either rows, columns,
or transversals [33].

SOMA also has a flexible k value (resource per user) other
than a fixed value of 3 by STS. The SOMA structure is
constructed from Latin Squares, which have applications in
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cryptography because of their variability [32], [34]. Hence,
the SOMA patterns inherit diversity to prevent the adversary
from quickly guessing the incidence matrix.

Consequently, we propose a method for building an inci-
dence matrix based on SOMA that is composed of Mutually
Orthogonal Latin Squares (MOLS). Although detailed def-
initions of SOMA and MOLS are found in [31] and [35],
we provide a simplified description of orthogonal LS,MOLS,
and SOMA below.
Definition 3: (Orthogonal Latin Square): A Latin Square

consists of n rows and n columns with n symbols with values
from 1 to n. Each row and column will contain symbols
from 1 to n exactly once. We call this n × n array an
order n LS, or LS(n). Suppose there is a pair of LS, A,
and B, of the same order n such that the superposition of
their elements (aij, bij) ̸= (akl, bkl) if (i, j) ̸= (k, l), where
i, j, k, l ∈ {1 ∼ n}, then we call the pair of LS A and B
orthogonal LS. The matrix obtained by the superposition of
A on B is called a Greco–Latin or Euler square.
Definition 4: (Mutually Orthogonal Latin Square:) A set

of MOLS is a set of two or more LS of the same order, all of
which are orthogonal to one another.

For example, 3 different MOLS(6) are shown in Figure 2a.

FIGURE 2. (a) Example of 3 different MOLS(6) (b) Superimposition
of 3 MOLS(6).

An example of a MOLS is shown in Figure 2a. and b.,
we confirmed that none of the cells contained a repeated set
of elements for any two or more colors combinations [26].

Another property of MOLS is that the number of MOLSs
of an order is bounded by t = n− 1. Thus, we call a
set of t-MOLS(n) a complete set, if t = n− 1. If we let
Num(n) denote the size of the largest collection of MOLS(n),
we obtain the following characteristics [35]:

1) Num (n) ≤ n− 1foranyn ≥ 2
2) If q is a prime power, then Num (q) = q− 1
3) Num (n) ≥ 2 for all n except 2 and 6

Definition 5 (Simple Orthogonal Multi-Array): Let k > 0
and n > 1. SOMA(k, n) is an n × n array whose cells each
contain exactly k elements chosen from a given set of k · n
symbols, such that each of the symbols occurs exactly once

in each row and once in each column, together in at most
one cell. Note that a SOMA(1,n) is the same as a Latin
Square of order n (LS(n)) and that a set of k superimposed
Mutually Orthogonal Latin Squares (MOLS) of order n gives
a SOMA(k, n) [31].

We can see from the definitions above that the challenge of
our design lies in finding the optimized order of the MOLS
to balance efficiency, performance, and system complexity,
which we discuss in a later subsection. However, the genera-
tion of a single SOMAwas simple. While researchers already
find many MOLS, column and row switching can be applied
to create different SOMA to avoid exposing the incidence
matrix to the unauthorized user. Hence, a generalized algo-
rithm that generates an incidence matrix utilizing a known
MOLS database was proposed.

Algorithm 1 SOMA(k, n) Design
Inputs: Number of resources v, users b, and resources per
user k
Output: Incidence matrix SOMA(k, n)
1. Find the k - MOLS(n) by b where b = n2 from a pre-

generated combinatorial database.
2. Ordered the sequence of the chosen MOLS.
3. Extend the element values by the sequence order.
4. Perform random column and row switching on all

MOLS for security.
5. Superimpose the combination of MOLS to generate

SOMA(k, n).
6. Translate the SOMA(k, n) to incidence matrix

D(v, b, k, r) by treating each cell as a user and each
element as a resource.

While Latin Square is not a BIBD structure, it can be
exploited to generate one structure. Using similar techniques,
we can translate the SOMA design into an incidence matrix
following the format of BIBD, D(v, b, r, k), by arranging each
cell of SOMAas a user and the number of elements as the REs
of the user.

Therefore, an arbitrary SOMA(k, n) array can represent a
system that supports total n2 users (columns) and k · n REs
(rows). Hence, the relationship between arbitrary SOMA(k,
n) and D(v, b, r, k) is v = k · n; b = n2; r = n; and k = k;

To give a SOMA structure example, we show SOMA
(3, 5) in Figure 3, which is composed of superimposed
MOLS1, MOLS2, and MOLS3 with their elements rear-
ranged according to SOMA’s definition. The difference
between Figure 2b. superimposition of the 3 MOLS(6), and

FIGURE 3. An example SOMA(3, 5).
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FIGURE 4. An intensity map of SOMA(3,5).

Figure 3. SOMA(3, 5), are the elements of SOMA assigned
in sequence.

This SOMA(k, n), where k = 3 and n = 5, rep-
resents a system with n2 = 25 users (column) and
k · n = 15 frequencies (row). By arranging each cell of the
SOMA as a user and the number of elements as frequencies,
we can translate this array into an incidence matrix of format
D(v = 15, b = 25, r = 5, k = 3). The corresponding incidence
matrix of SOMA(3, 5) is shown in Figure 16, as shown at
the bottom of the page, and its sparsity is shown in Figure 4.
From Figure 4, we can visually observe that the ratio of the
sparsity of SOMA(3,5) is 1

5 , which originates from the order
n = 5 of this SOMA structure. Therefore, the higher the order
of SOMA, the sparser the incidence matrix becomes. The
growth in sparsity can help us to aid sparse types of NOMA
schemes, as in [36].

Finally, we would like to prove that SOMA designs
have smaller constellation sizes per RE than STS designs

when supporting the same number of users. We know
that the constellation size is controlled by parameter r in
BIBD(v, b, r, k), where r represents the number of users per
RE. STS(v) has a relationship of v · r = b · 3 and r =

3·(v−1)
6 ,

while SOMA(k, n) has its r = n and b = n2. Therefore, when
the number of supported users is the same in both systems,

r in SOMA(k, n) becomes rSOMA =

√
v(v−1)

6 . Comparing

rSOMA and rSTS , we find that if v → 4, rSOMA =
√
2 <

rSTS =
3
2 , and if v → 5, rSOMA =

√
5(4)
6 < rSTS = 2.

Assume v → N , rSOMA < rSTS , then v → N + 1, rSOMA =√
(n+1)n

6 < rSTS =
n
2 . By Mathematical induction, r in

SOMA(k, n) will always be smaller than r in STS when
both designs support the same number of users. Thus, the
expansion of the constellation generated by the SOMAdesign
will be slower than that of STS, which can help us to provide
higher user support.

C. FRAME THEORY
We used Frame Theory to show the characteristics of our
design. Frame theory focuses on studying overcomplete rep-
resentations of orthonormal bases, which fits the concept of
nonorthogonality in NOMA schemes [37]. The theorems and
conclusions were employed to improve our understanding
of the mapping problem [38]. Consequently, we leverage
frame-theoretic constructs to analyze the limits of the generic
CD-NOMA model.

The STS and SOMA designs can be expanded as EFTs,
meaning that the matrix is the closest to uniformly orthogonal
between each column vector, so the calculation complexity
for multiuser detection can be reduced.

If we treat the arbitrary incidence matrix D(v, b, r, k)
defined in Figure 1. as a frame F that belongs to space Cv×b

in frame theory, and assign fi as a column vector of F. Then,
frame F can be seen as a synthesis matrix that compresses
higher-dimensional information into a lower dimension.

SOMA (3, 5) = D (15, 25, 5, 3) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1
0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0
1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0
0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0
0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1
0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0
0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0
0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0
0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(1)
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FH performs a reverse operation [39].

F ≜ CbCv (2)

FH ≜ CvCb (3)

Moreover, we know that a matrix F ∈Cv×b with v <b
is a frame over the finite Hilbert space Cv if its linearly
dependent column vector fi ∈ Cv satisfies the frame bounds
equation [23]:

α ∥z∥22 ≤

b∑
i=1

|⟨fiz⟩|2 ≤ β ∥z∥22 , ∀z ∈ Cv (4)

where z is any column vector that belongs to space Cv,
and the finite coefficients 0 <α < β are referred to as the
highest lower and lowest upper frame bounds for α and β,
respectively.

With this information, we can measure parameters critical
to frame theory, such as frame redundancy, unit-normality,
tightness, and incoherence.

Frame redundancy, P(F) (5), measures the expansion in
mapping, where OC originates from [23] and [39]. P(F) is
key to most frame applications in engineering. For example,
redundancy reduces the inevitable quantization error that
appears in all applications of series representations [5].

P(F) ≜
b
v

(5)

Based on the above definition, the frame redundancy mea-
sures the over-completeness of frame F. In other words,
overloading the original signal space Cv by b frame vectors
represents the expected robustness gained under the synthesis
matrix operation [40].

Unit-normality, defined as
∥∥fj∥∥2, outlines fairness in terms

of the energy distribution between column vectors.
Tightness (6) is used to describe the energy profile of F:

FP(F) ≜
∥∥∥FHF∥∥∥2

F
≥

b2

v
(6)

Frame Potential (FP) measures the representative energy
dispersed by a normalized frame F for vectors over a unit
multidimension.

A frame is said to be tight when both bounds of inequality
in (4) are tight.

α = β = P(F) ≜
b
v

(7)

This condition guarantees that the global minimum of (6)
can be determined. Therefore, we can obtain the lower Welch
bounds (WBs) via (a) the Welch bound is equivalent to the
frame potential inequality in frame theory and (b) the frame
potential is minimized at tight frames [40], [41]. WBs are
important tools for spreading in the vector space. Its math-
ematical form is shown in (8).(∣∣∣∣max

i̸=j
|⟨fi, f/j⟩|

∣∣∣∣)2t

≥
1

b− 1

 b(
v+ t − 1

t

) − 1

 , t ∈ Z+ (8)

Tight frame conditions can also help us perform a perfect
reconstruction from the synthesis domain to the analysis
domain via the frame operator SF [23]:

SF ≜ FFH (9)

Incoherence (10) measures the regularity of F, which has
been considered in other NOMA schemes [42].

µ(F) ≜
max
j ̸= i

∣∣(fj · fi)∣∣∥∥fj∥∥2 · ∥fi∥2
(10)

Through incoherence, we determine the highest off-
diagonal entry of the frame Gramian matrix [43].

GF ≜ FHF (11)

The frame Gramian operator, GF, satisfies the following
properties [40]:

• GF is linear and bounded.
• GF is self-adjoint, GHF = GF .
• GF has rank(G) = v.
• G is positive and semi-definite.
The squared Frobenius norm of the Gramian matrix GF is

the sum of the squared correlations (SSC) of frame vectors.
Therefore, its depreciation is related to the design criterion
often employed in CD-NOMA schemes to optimize active
user multiplexing and inherent system performance, such as
MUSA and PDMA.

However, a more critical result regarding frame incoher-
ence can be obtained by utilizing WB [44]:

µ (F) ≥

√
b − v

v (b − 1)
(12)

In contrast to the FP, the mutual coherence bound (12) is
not always achievable [24]. The only frames that achieveWB
are the ETFs. However, ETFs are limited to dimensional pairs
(v, b) [45].

An ETF is the closest equivalent of orthonormal bases in
terms of incoherence [46], meaning it is a unit-norm tight
frame (UNTF)with themaximal spatial angular displacement
of frame vector pairs

(
fj · fi

)
forj ̸= i [41]. In other words,

ETF achieves WB equality.
A frame is said to be an ETF if it satisfies the following

conditions [2]:
1)

∥∥fj∥∥2 = 1 for j = 1, 2, . . . , b
2)

∣∣(fj · fi)∣∣ = c for j ̸= I and c is a constant
3) FFH =

b
v I

Our previous Steiner Triple System (STS) design [16],
as well as our current SOMA design, can be extended into
ETFs by modifying the Hadamard matrix [28].

The SOMA(n, k) structure has
∥∥fj∥∥2 = k ,

∣∣(fj · fi)∣∣= 0 for
users in the same parallel class group and

∣∣(fj · fi)∣∣ = 1 for
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users in different parallel classes. These results show that the
SOMA design allocated users in the same parallel class as
orthogonal and users between other parallel classes with the
least coherence. Furthermore, Figure 5. shows an intensity
map of the Gramian matrix of SOMA(3,5) and STS(9). These
Gramian matrices show that our SOMA designs have similar
structures on the rows to STS columns. Following the same
method as in [28], SOMAdesigns can be expanded into ETFs.

Hence, the incidencematrix provided by our SOMAdesign
can increase the efficiency and performance while decreasing
the complexity of the modulation process, such as the MPA
used in SCMA.

In summary, the measurements of frame theory have pro-
vided us with insight into how to design tight, low-coherence,
and equal normal frames by the matrix parameter, such as OC
from frame redundancy, user fairness from unit-normality,
and the angular of column vectors from incoherence. The
sparsity and consistent weight with the unique subsets of
SOMA provide a unique mapping pattern for users and
resources. This matrix has equal fairness and regularity, along
with high tightness. Based on these properties, the incidence

FIGURE 5. (a) Intensity map of Gramian matrix of transpose of SOMA(3,5)
(b) Gramian matrix of STS(9).

matrix generated by our SOMA design is also effective when
used in other CD-NOMA schemes.

D. OPTIMIZATION
One of the goals of NOMA is to provide the most services
to as many users as possible with the fewest resources under
graceful performance. Hence, we can list an objective func-
tion by maximizing OC with the constraint of the total power
provided by the base station and minimum performance
requirements, including the bit/symbol error rate (BER/SER)
from [47] and [48], and system throughput, T.

In SOMA designs, SOMA(k, n) can be expressed as
D(v = nk, b = n2, k = k, r = n) where an arbitrary inci-
dence matrix D(v, b, k, r) can be considered as v resources, b
users, k resources per user, and r users per resource. We want
to increase b and lower v for OC and increase k and lower
r for the bit rate and error rate. However, the matrix has a
relationship of k · b = r · v, so we need to study the tradeoff
between these parameters.

Assume that each user transmits m bits per resource
block. The variables are represented as follows: P is power
and γ is the signal-to-noise ratio (SNR). Therefore, the
optimization problem can be mathematically formulated as
follows:

maxOC =
b
v

=
n
k

s.t.
v∑
i=1

Pi ≤ Pmax (C1)

Pi > 0, ∀i ∈ {1, 2, . . . , v} (C2)

k = kd + km (C3)

BERj ≤ BERmax , ∀j ∈ {1, 2, . . . , b}

M = 2mr (C4)

BER =
1
r

√
M − 1
M

{(√
M − 1

)
+ 4I1 −

(√
M − 1

)
I2
}
[47]

I1 =

(
1 − u
2

)kd kd−1∑
m=0

(
kd − 1 + m

m

)(
1 + u
2

)m

u =

√
βγ̄i

1 + βγ̄i
; β =

3r
2 (M − 1)

I2 =
4
π

∞∑
n=0

(−1)n

2n+ 1

(
1 +

1
βγ̄i

)−(n+1)

×


kd−1∑
j=0

(
n+ j
j

)
(1 + βγ̄i)

−j


γ̄i = α2 Eb

No
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α is a random value from the channel condition

T =

v∑
i

(1 − SERi) ·M − b · kd · 2m ≥ Tmin (C5)

SER = 1 −

(
1 − 2·

(
1 −

1
√
M

)
·Q

(√
3 · log2M
M − 1

·
Eb
No

))2

for r = 2·Z+[48]

n ∈ prime power; k ≤ n− 1 (C6)

v = nk, b = n2, k = k, r = n (C7)

The size of the OC in the SOMA design is determined
by n and k. The value n will affect the error rate because
it is equal to the number of users per resource (RE), and it
is known that the larger the number of users in an RE, the
harder it is to distinguish the multiusers’ data. On the other
hand, it is well known that the more REs a user has, the
better the performance, including the error and data rates.
Hence, the higher the value of k, the higher the value of n that
can be supported based on the performance improvement.
However, to achieve a higher OC, we want to increase n but
decrease k . Hence, we need to determine the tradeoff between
k and n based on different NOMA schemes, channel state
information (CSI), and power and performance constraints.

The constraint in (C1) controls the total power that is not
exceeded. The term Pmax is the total power budget, and Pi
denotes the transmitted power of each RE. The constraint
in (C2) maintains the power of each RE non-negative. Fur-
thermore, because each user is given k resources that can be
freely assigned to carry the same or different data, a com-
bination of k should also be considered. The challenge of
making the optimum tradeoff on a given k is how we use
the most beneficial resources to the user in terms of diversity
gain (performance) and spatial multiplexing gain (data rate).
Therefore, k can be written as k = kd + km where kd
represents the resources used for diversity and km represents
multiplexing in (C3).

The constraint in (C4) guarantees that the maximum error
rate of each user will not be passed, and the error rate has a
positive correlation with kd and a negative correlation with
n. Constraint in (C5) ensures that the efficiency of system
throughput per symbol time is above a certain threshold.
Because some REs can be used for diversity, we must minus
the repeating bits in calculating the throughput.

Finally, to determine the optimal combination of
kd and km, we can deploy the diversity-multiplexing trade-
off (DMT) [49]. DMT is used to describe the relationship
between boosting the reliability of reception for a given data
rate (providing diversity gain) and boosting the data rate for
a given reliability of reception (providing multiplexing or
degrees of freedom gain) under a fixed set of REs [50].

By adjusting the number of REs sending the repeating data
as diversity and the number of REs sending the sequential
data as multiplexing on the set of REs given to each user,
we simulated the tradeoff as a DMT problem [51]. Thus,

we can draw an optimal tradeoff curve to express decision
making based on the conditions below.

A diversity gain d∗ (g) is achieved at multiplexing gain g if
1) Rate R = r· log SNR
2) Outage probability Pout(R) ≈ SNR−d∗(r)

Or
3) log Pout(r· log SNR)

log SNR = − d∗ (r)
The curve d∗ (g) represents the diversity–multiplexing

tradeoff of the slow-fading channel. Using the curve d∗ (g),
we can determine the optimum composition for the number
of REs in either diversity or multiplexing under different
situations.

E. COMPUTING COMPLEXITY
Most NOMA research focuses on computational complexity
analysis of the receiver. Therefore, we also compare the
complexity of our design using the NOMA scheme proposed
in our previous work [17] to other decoders.

The NOMA proposed in [17] only needs to search for the
union of each user’s data, which will form a new multiuser
symbol on the constellation. If the summation of the data
of all users equals zero, the maximum vector is required to
perform the search. Therefore, we proved that the compu-
tational complexity is O(b2) in [52], where b is the number
of users. Hereafter, we compare the decoder complexity in
Table 1 with the contents of [10] and [19].

TABLE 1. Decoder complexity table.

where K is the number of layers, Mp is the number of
projection points on the constellation. For BPSK, Mp = 2,
df = degree of signal superposition on a resource element
for MPA, dc = degree of freedom allowed in the SIC-MPA.
Second, we can compare the computational complexity of

constructing the incidence matrix using the SOMA structure
with that of SCMA. Because the SOMA(k, n) design is com-
posed by superimposing k MOLS of order n, the complexity
can be written as O

(
kn2
)
as the complexity of generating a

MOLS(n) is O
(
n2
)
. On the other hand, according to [53],

the complexity of designing a (v, b) SCMA codebook is
(v (v− 1) + 1)b 1, which can be seen as O

(
v2b
)
. Therefore,

we know that our matrix design has lower complexity than
the codebook design of SCMA.

Finally, we found that the computational complexity of
completing a partial Latin Square can be exploited as a
security property. It is well known that completing a partial
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Latin Square is anNP-complete problem [54]. However, if the
partial part is the critical set of Latin squares, the search
process becomes a unidirectional path. The critical set is a
completable partial Latin Square that carries the minimum
information needed to uniquely reconstruct the original Latin
Square [55]. The partial Latin square is no longer uniquely
completable if any entry in the critical set is missing. There-
fore, we can utilize the critical set in the authentication, which
prevents the adversary under a security gap, a physical layer
security metric, to obtain the incidence matrix directly.

F. ADDITIONAL MODIFICATION
In addition to optimizing the general SOMA design, we can
also consider modifications that target the b, k , and
r parameters.
Increasing b improves the user support capability. There-

fore, the SOMA structuremust be expandable to achievemas-
sive user transmissions. We introduced two basic methods for
expanding the system.

The first method is to repeat the incidence matrix diago-
nally and pad the new matrix with 0, as shown in (13). Using
this method, the performance, OC, and complexity remained
the same as those of the base matrix.

D (30, 50, 5, 3) =

∣∣∣∣D(15, 25, 5, 3) 0
0 D(15, 25, 5, 3)

∣∣∣∣ (13)

The second method is to combine the SOMA of the same
order formed by the permutations of the MOLS side by side.
Thus, the system can be rewritten as q-SOMA(k, n), where
q is the number of SOMA(k, n) used, k is the number of
MOLSs used in each SOMA, t is the total number of MOLS,
and n is the value of the order of the MOLS.

As an example, we can construct 4-SOMA(3, 5) as an
incidence matrix that supports 100 users by 20 frequencies—
D(20,100,15,3)—by adding 4 different SOMA(3, 5) side by
side, as shown in Figure 6. where 6a illustrates its structure,
and 7b illustrates its sparsity. As shown in Figure 6a., there
was a total of t = 4 MOLSs. Therefore, we can determine
the frequencies by using t · n= 4 · 5 = 20. Similarly, the
total number of users supported by system 4-SOMA(3, 5)
can be determined as q · n2= 4 · 25 = 100. This example
is chosen because it uniformly utilizes all combinations of
3 from the complete set of MOLS(6). Therefore, it represents
the incidence matrix with the largest OC we can get from
SOMA(3, 5) without breaking the definition of BIBD, which
helps it to keep the characteristic of near ETF.

In our previous study [18], we developed an expurgation
algorithm for BIBD designs in order to combat constella-
tion expansion. The algorithm decreases r by decreasing k .
We further adjusted the algorithm to utilize the resolvable
property of SOMA designs by expurgating the RE from
parallel classes of different MOLS. Using this method can
help maintain the balance of each resource and generate user
groups while limiting constellation expansion. An example
of expurgating r by 1 in the SOMA(3, 5) design is presented
below. We can obtain a system that supports 15 users with

FIGURE 6. (a) Example 4-SOMA(3, 5) structure. (b) Example 4-SOMA(3, 5)
intensity map.

k = 2 and 10 users with k = 3, while maintaining r = 4 after
expurgation. User hierarchy can therefore be developed by
arranging the user with higher requirements to 10 columns
with 3 REs, and the others to 15 columns with 2 REs in the
incidence matrix.

FIGURE 7. (a) Expurgation of parallel classes by MOLS (b) Expurgated
SOMA(3, 5) with 15 users and 2 REs in gray and 10 users and 3 REs in
white.

III. NOMA SYSTEM AND APPLICATION
In this section, we discuss an application that utilizes the
characteristics of the SOMA design.

A. NOMA SYSTEM
The first application is the NOMA scheme. In our previ-
ous work [17], a NOMA downlink (DL) system, shown in
Figure 8, was considered. The system can utilize a BIBD
incidence matrix D(v, b, k, r), which has a total of b users
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and v resources, where v < b. In addition, the system dis-
tributes the resources in a balanced manner required by most
NOMA systems, such that it allocates r users per resource
and k resources per user. Although resources can be seen
as many things, such as powers, sparse codes, and spaces,
we treat each RE as different orthogonal frequency-division
multiplexing (OFDM) subcarriers in our NOMA system.

FIGURE 8. System Model.

The multiuser data can be sent by the first union of the
information bits mi of each user per resource to form new
complex data and map the complex data to a M-quadrature
amplitude modulation (QAM) constellation to create a new
complex OFDM symbol.

yj =

r⋃
i=1

mi,j where j = 1 ∼ v (14)

After OFDM demodulation is performed at the receiver,
the received symbol with v orthogonal tones can be written
as

rDL = h · Y + N (15)

where h denotes the channel-coefficient matrix. Y and N
represent the information vector and the noise, respectively.
User data are transmitted in k resources; only k out of v
resources are decoded per user, thereby decreasing decoding
complexity.

Hereafter, we can exploit multiuser detection (MUD),
as shown in Figure 9. at the receiver utilizing the incidence
matrix structure with parallel classes user allocations without
using successive interference cancellation (SIC) or message
passing algorithm (MPA). Currently, the major MUD algo-
rithms in NOMA diverge in two ways. The first is serial
decoding such as SIC. The second is iterative decoding,
such as in MPA. Because the SIC method must wait for
the decoding of each user, its latency is higher than that of
MPA. However, the calculation of MPA is more complex
than that of SIC [56]. Nevertheless, in our design, users
only need to know the order of their information bits in the
complex OFDM symbol to decode multiuser data. Therefore,
our MUD can process the observed data in parallel with low
complexity, where no step-to-step serial or iterative processes
are involved.

FIGURE 9. The two-stage MUD.

B. BACKWARD COMPATIBILITY AND DYNAMIC
ADAPTION
In our NOMA system, signals are transmitted via OFDM
subcarriers, and our MUD can decode multiuser data based
on their location in the complex OFDM symbol [17]. Thus,
we can apply our system design by upgrading the firmware
level of many existing Internet of Things (IoT) devices.
Making our design as cost-effective as OFDM and QAM
technologies and equipment is already highly mature.

The second benefit of using this design is that we can
apply the well-known performance analysis to the system
owing to our MUD and the preprocessing of the user resource
allocation structure of the incidence matrix. Identifying per-
formance criteria is essential for establishing a good system
design. Other NOMAdesigns, such as SCMA, have difficulty
in determining their exact BER owing to their multichannel
transmissions and complex MUDs.

Generally, QAM performs well in terms of channel capac-
ity to the extent that it is close to Shannon’s limit. Therefore,
we chose QAM as the default modulation method for both
the user and group modulation in this study. We can obtain
the well-known BER equation of M-square QAM in AWGN
from [57], where M is the size of the QAM, and the equation
for the Rayleigh channel from [58] and [59].

Moreover, because our MUD can decode the user’s mes-
sage in parallel without an iterative process, we can choose
between sending repeated data on different REs for perfor-
mance gains or sequential data on different REs for rate
gains. We chose the maximal ratio combining (MRC) to
support diversity by combining the kd replicas of user data
in the NOMA system because it is an optimal combining
method based on themaximum likelihood of the channel [60].
By combining and transmitting multiuser data in OFDM
symbols, we can avoid the weaknesses inMRC – poor at han-
dling multiuser interference – thus making MRC a superior
candidate as a diversity combiner.

The BER equations of QAM with k-branches of the MRC
are also well known and can be found in [47].

However, unlike the conventional MRC procedure, our
system model requires that the same user data spread over
k branches of REs be demodulated before combination.
This swap is necessary, because each received signal con-
tains data from a different set of users. Therefore, they
cannot be combined directly, leading to minor performance
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degradation. We found that the loss is approximately 2–3
dB in the fading channel and 0–1 dB in the AWGN channel
versus the theoretical BER performance using Monte Carlo
simulations.

Because we can predict the performance of our NOMA
system, we can find the tradeoff between the signal-to-noise
ratio (SNR), which is defined as the energy per bit divided
by the noise power (Eb/No), and the size of the incidence
matrix under different conditions. In future work, we will
apply machine learning algorithms to automatically adjust
the incidence matrix by monitoring the error rate. Therefore,
we can perform resource optimization based on theoreti-
cal analysis and targeted performance to achieve dynamic
adaptation.

C. USER GROUPING AND HIERARCHY
The SOMA design can be considered a resolvable BIBD.
Hence, we can provide neutral user grouping based on the
resolvable property of the incidence matrix structure. The
resolvable property generates parallel classes, as defined in
hypergraph theory and combinatorial designs. The paral-
lel class is also called perfect matching in a hypergraph.
A matching in a hypergraph is a collection of disjoint edges,
and perfect matching covers the entire vertex set [61]. There-
fore, each user group in the matrix will have a balanced
distribution for every REs.

Using frame theory, we found that users in the same par-
allel class were allocated orthogonally to each other in our
SOMA design. Consequently, we can assign users who are
close in distance to the group of the same parallel class,
so they would have minor interference.

We can also extend the concept of parallel class grouping
to a user hierarchy. A neutral user hierarchy forms when the
expurgation of the incidence matrix does not include every
parallel class due to the different k-values in each group
leading to differences in performance.

Another type of hierarchy can be formed by changing the
modulation of theNOMAsystem. By combining the concepts
of constellation modulation [62] (decreasing the size of the
constellation by using multiple constellations to carry infor-
mation), trellis modulation [63] (increasing the size of the
constellation to increase the performance), and the balanced
distributed incidence matrix of NOMA, we can provide a user
hierarchy based on the performance difference gained by the
successive decoding process.

In the next section, we simulate a prototype of constellation
trellis modulation that divides QAM constellations by trellis
and maps the information to constellation partitions. Because
of the diversity of the incidence matrix, unlike the traditional
way of utilizing a constellation as an information medium,
we do not need to repeat the constellation for the receiver
to identify the correct message carried by the constellation.
Therefore, the data rate of the group using constellations to
receive their message can be increased to be on par with the
user using symbols.

D. SECURITY
SOMA is composed of Latin squares, which are used in
cryptography owing to their large number of patterns and
reconstruction ability. Unlike STS, which has only one reso-
lution pattern, the SOMA structure can provide higher secu-
rity because of its abundant grouping patterns of incidence
matrices.

By utilizing the concept of critical sets, we only need to
transmit partial information to the user during authentication
to restore the full incidence matrix. The adversary cannot
reconstruct the incidence matrix without guessing in the
NP-complete problem if there is a security gap [64], which
will cause some missing information on the received critical
set.

The BER performances of the legal user, Bob, and the
eavesdropper, Eve, are used to quantify the secrecy gap,
which is easier to analyze than the secrecy capacity. The
difference between Bob’s SNR (which is required for reliable
decoding for a particular service) and Eve’s SNR (which
is not sufficient to achieve reliable decoding for the same
service) reflects Bob’s channel-quality advantage over Eve
in order to satisfy the practical secrecy notion (i.e., security
gap).). The security gap is defined as

Sg = SNRBobmin − SNREvemax (16)

This gap between these two SNR levels reflects the channel
quality advantage that Bob must possess over Eve to satisfy
the practical notion of transmission secrecy.

In addition, all the user bits in the complex OFDM symbol
will serve as artificial noise against the adversary as long as
they do not know the order of the targeted user inside the
symbol or the user grouping per resource from the incidence
matrix. Furthermore, we can interleave the order in the com-
plex OFDM symbol generated by the union of user data per
resource.

For example, the symbol of r = 4 users per RE can be writ-
ten as

{
Ut U2 U3 U4

}
, and we assume that the eavesdropper

wants to listen to the targeted user, Ut , while all users have
L = 3 bits of data to send and send 1 bit per symbol time.
As the symbol order is swappable, the actual symbol can be{
Ut U2 U3 U4

}
→

{
U2 U3 Ut U4

}
→

{
U4 U2 Ut U3

}
.

Hence, the eavesdropper can only decode a targeted user’s

data if he/she guesses it correctly by the chance of
(
1
r

)L
,

where L is the length of the information. Therefore, we know
that the longer r and L are, the more challenging it is for an
adversary to decode the data.

The user assigned to the columns of the incidence matrix is
swappable inside each parallel class. Therefore, user data can
appear at different locations inside a symbol by mixing with
different users at each symbol time. An adversary will not be
able to combine the data into a complete piece of informa-
tion without knowing the hopping sequence of the user, and
he/she will not be able to perform diversity without knowing
the incidence matrix structure, thus securing our data. This
swapping can occur between users in the same parallel class.
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For parallel class user column swapping, the eavesdropper

must guess another probability of
(
1
n

)L
to follow the correct

targeted user, where n is the order of SOMA(k, n), which is at
the same time the number of users in the same parallel class.

IV. SIMULATION RESULTS AND DISCUSSION
The preliminary results are presented in this section. Monte
Carlo simulations were performed to evaluate the perfor-
mance using MATLAB®. Simulations were performed over
the AWGN and Rayleigh fading channels.

The simulation parameters are listed in the following table:

TABLE 2. Simulation parameters.

A. THEORETICAL PERFORMANCE SIMULATION
The first figure in this section is shown in Figure 10. com-
pared the theoretical performance equations andMonte Carlo
simulations of our NOMA system using BPSK in both
the AWGN and Rayleigh channels. The results are shown
in Figure 10. validate our observations and statements: We
can use the well-known analysis equation directly, and the
theoretical BER with MRC will degrade slightly such that it
needs to be adjusted by 2 dB in Rayleigh fading and 1 dB
in AWGN.

FIGURE 10. Comparing NOMA simulation performance with theoretical
BER equation [59] in AWGN / Rayleigh.

B. USER HIERARCHY SIMULATION
Numerous simulations were performed using prototype
constellation trellis modulation. The preliminary results

of the small incidence matrix SOMA(2,4) are shown
in Figure 11. The SOMA array can be expressed as
D(v=8,b=16,r=4,k=2), where v is the total resources, b is
the total number of users, r is the number of users per
resource, and k is the number of resources per user. Utilizing
parallel classes, we can categorize users into two groups,
where each group has 2 users per resource.

The BER shown in Figure 11, we found that the system
performance is similar to that of OMAwith 4 bits per user and
SOMA(2, 4) without constellation trellis modulation. On the
other hand, the higher-priority group performs similarly to
OMA, with 2 bits per user. The difference between the high
and low user groups was approximately 6 dB.

Overall, we found that the simulations show that user hier-
archy can be incorporated into NOMA as an innate system,
and that the system’s performance, on average, will not be
significantly affected.

FIGURE 11. Prototype of SOMA(2,4) forming two user hierarchies with
constellation trellis modulation.

C. SECURITY
The SOMA design with security was simulated to show the
effectiveness of the interleaving symbol order and user allo-
cation. In Figure 12, we found that the eavesdropper cannot

FIGURE 12. Security of SOMA(3,5).
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decode the targeted user’s data if he missed any hopping
sequence on symbol order or user combination.

D. COMPARE THE PERFORMANCE OF THE SAME 4 ×

6 MATRIX TO OTHER NOMA SCHEMES
We compared the performance of NOMA utilizing different
SOMA sizes with that of other NOMA schemes. Signals
marked with -T, such as 3-SOMA(2,4)T, in the results were
a system with an incidence matrix expurgated via transversal
introduced in Section II-F.

An incidence matrix of D(4,6,3,2) was included as a
reference for comparison with SCMA [19], PDMA [10],
MUSA [20], and power-imbalance LDS [65], all of which
had the same 4 × 6 matrix. The throughput per system is also
calculated.

In Figure 13, the results for BPSK or QPSK transmis-
sions per user in AWGN channels for different matrix sizes
and OCs are illustrated. Moreover, we compared our SOMA
designs to SCMA [18], which has a 2 bits per user transmis-
sion rate.

We found that our D(4,6,3,2) system in multiplexing mode
outperformed SCMA [19] and LDS [65]. Unfortunately, the
authors of [14] did not demonstrate their performance in an
AWGN channel. The LDS design is key in [14] for generating
larger incidence matrices, such as 7 × 9 and 13 × 15, where
both trade the OC for performance. However, comparing
the 1/3 rate turbo-coded system, our 3-SOMA(2,4)T design
outperforms the LDS 13 × 15 in [15] in terms of both BER
and data rate.

Furthermore, we observe the left group of lines in
Figure 13. that 3-SOMA(2,4)T (OC=400%) using BPSK
performed similarly to SCMA (OC=150%) using QPSK. 3-
SOMA(2,4)T (OC=400%) using BPSK can transmit 48 bits
at a time using 12 REs, whereas SCMA (OC=150%) using
QPSK can transmit 12 bits at a time using 4 REs. It should
be noted that even when the number of REs is equalized,
3-SOMA(2,4)T provides better bits per Ts per system. Cal-
culations indicate that our NOMA design can enhance user
transmission by 33% over the SCMA design in [19], and

FIGURE 13. BER with MRC vs. Eb/No in AWGN.

enhance user support by 166%. Meanwhile, the simulation
results in the middle group of data indicate that constellation
expurgation is effective because we were able to find com-
parable performance between D(4,6,3,2) using QPSK and
4-SOMA(3,5)T using BPSK, which supports 30 and
100 users using 20 REs, respectively. Similarly, the right
group depicts a design that uses 3-SOMA(2,4)T with QPSK
to send 98 bits per Ts per system by 12 REs and achieve
BER = 10−3 below Eb

No = 25dB.
Figure 14. illustrates the Rayleigh fading performance

of a downlink channel. The following comparison can be
observed in the Rayleigh distribution between D(4,6,3,2),
SCMA, PDMA, MUSA, and LDS. Our study finds that
D(4,6,3,2) outperforms both PDMA and MUSA, while being
on par with SCMA. We also present designs that achieve
BER = 10−3 at medium (25 dB) and high (35 dB)
Eb/No, namely, 1-SOMA(3,5) and 3-SOMA(2,4)T, respec-
tively. In contrast to AWGN, the diversity mode of our system
plays a vital role in allowing reference design D(4,6,3,2) to
outperform other NOMA schemes. Therefore, we are able
to provide a design, 1-SOMA(2,4), which increases both the
transmission rate and user support by 33% compared with the
other four schemes while retaining a comparable SNR.

Furthermore, as shown in Figure 15, we presented the
throughput of our system with designs aimed at medium and
high SNRs in the Rayleigh channel. We found that, even after
scaling to have the same number of REs, our designs still pro-
vide better throughput. Based on our simulation results, our
reference design, D(4,6,3,2), has a throughput comparable to
that of SCMA and PDMA [65]. Meanwhile, 1-SOMA(3,5)
and 3-SOMA(2,4)T reach their maximum throughputs at the
corresponding Eb/No.

FIGURE 14. BER with MRC vs. Eb/No in Rayleigh.

E. RELATED PAPERS DISCUSSION
While the majority of papers analyzed a low-dimension
4 × 6 matrix, recent papers, such as [14], [15], and [16], have
considered some larger incidence matrix systems. Therefore,
it is reasonable to compare the results of both studies in terms
of performance, OC, latency, and complexity with our results.
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FIGURE 15. Throughput (bit per Ts per system) vs. Es/No in Rayleigh.

However, the performance and complexity of [16] remain the
same as those of the 4× 6 SCMA. Therefore, this comparison
can be skipped as we already compared with 4 × 6 systems
in the previous subsection.

In [15], a power-imbalanced LDS design from [66] was
utilized and combinedwith Singer’s theorem [67] to construct
a larger incidence matrix, such as 7 × 9 and 13 × 15,
with an OC of 125% and 115%, respectively. In contrast,
the authors of [14] considered maximum distance separable
(MDS) codes to form their incidence matrix. An example of
a 16 × 20 resource allocation matrix with OC = 125% is
presented using the MDS method.

Performance-wise, [15] is advantageous not only based on
the minimum distance criterion but also on the average Gaus-
sian separability margin, whereas the design in [14] considers
finding a larger girth and less dense matrices to improve
the performance of the MPA decoder. Both [14] and [15]
displayed excellent performance and surpassed many of our
designs in terms of Rayleigh channels. Nevertheless, they
lower OC in exchange for better performance. The OCs of
their designs were all smaller than the most commonly ana-
lyzed 4 × 6 matrix. However, a critical aspect of the NOMA
technique is maintaining graceful performance while offering
a higher OC that our design can easily support.

To demonstrate this conclusion, we compared our
1-SOMA(4,5) design, where 2 REs out of 4 REs are used
for spatial multiplexing, and the remaining 2 REs are used
as diversity, as shown in Figure 14. with a 13 × 15 LDS
system [15]. Our 1-SOMA(4,5) design, compared with the
LDS system, has a 2 dB loss at BER = 10−2 around SNR
= 10 dB under the same transmission rate per user, but
has a higher OC, 125% vs. 115%. This BER was chosen
because the authors in [15] did not provide further uncoded
performance in Rayleigh after SNR = 10 dB. In our view,
it is more important to offer a better OC at an acceptable
performance than to obtain better results in a near-orthogonal
incidence matrix.

In addition, we found that our MUD decoder has better
latency than that in [14] because we can decode the message

in a single parallel step, whereas their 56× 70 design requires
repeating 268 MPA cycles.

In terms of complexity, our MUD encoder and decoder
design are similar to those of traditional demodulators such as
QAM. Consequently, it is also lower than both [14] and [15],
in which MPA and probabilistic data association (PDA) mul-
tiuser detectors are used.

V. CONCLUSION
A combinatorial structure approach that supports massive
user transmission in NOMA was presented in this paper.

In the first step, we explain why we upgraded our previous
STS design to the SOMA structure. We briefly introduce
SOMA to build an editable matrix that can account for fair
resource allocation and confirm its characteristics through
frame theory measurements. Examples of SOMA structures
are illustrated and calculated using the frame theory regarding
frame redundancy, tightness, incoherence, Gramian matrix
operations, and unit normality.

Second, we discuss the objective function for matrix opti-
mization under the power, error rate, and data rate constraints.
We calculated the computational complexity and showed that
our design had lower receiver and matrix design complexity.
Several additional methods for adjusting the matrix were also
presented.

Hereafter, we discuss the advantages and applications
of the proposed design. The MUD used in our NOMA
system can produce a bijection mapping between users
and constellations, eliminating the requirement for SIC
and MPA while solving the subjective mapping problem.
Therefore, it provides a theoretical evaluation of system
performance, as confirmed by simulations. Security and
user grouping utilizing the properties of Latin squares are
discussed.

Finally, in the simulation, we demonstrated that we can
implement NOMA systems that support more users with
relatively low complexity and comparable or better per-
formance. Our simulation results indicate that our system
achieves a similar or better performance than other code-
domain NOMA systems. The system can achieve a higher
overload by increasing the combination and order of SOMAs
as well as solving the problem of constellation expansion by
editing SOMAs with expurgation.
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