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ABSTRACT The main idea of a session-based recommendation system is to model the user’s historical
click sequence and then summarize user preferences and predict the items the user will interact with. The
session recommendation model based on graph neural networks has attracted much attention in recent
years because it can accurately obtain the local relationship between items. However, the traditional session
recommendation model based on graph neural Networks lack the use of user’s higher-order features or fail
to address the impact of item position information on the current session, which are both critical to the
recommendation system. In addition, some models proposed the position information while neglects the
click frequency information. We propose a graph network recommendation model called GPAN based on
position attention in response to the abovementioned problems. Specifically, we propose a novel high-low
order session perceptron that uses the perceptron tomodel undirected and directed graphs separately to obtain
high and low order item representations in a session. For position information, we designed a position layer to
calculate independently. Finally, the user’s short-term preference and long-term preference are aggregated
to obtain the recommendation sequence. The results through a large number of experiments on three real
datasets show that the performance of the proposed GPAN model is the best.

INDEX TERMS Graph neural network, session-based recommendations, attention network.

I. INTRODUCTION
The continuous advancement of science and technology has
made problems such as information explosion and overload
more severe. The recommendation system can solve the
abovementioned issues effectively. However, the traditional
recommendation method has some shortcomings, such as
cold start, weak processing of sparse scoring matrix, and high
model overhead, which are generally performed in the recom-
mendation of new users. More auxiliary information needs to
be added in the recommendation process to improve the accu-
racy of the recommendation for solving the aforementioned
problems. For example, [1], [2], [3], [4], [5], [6] proposes
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adding session data to the recommendation system. The main
idea is to predict the item to be clicked by the next user based
on the historical click sequence of anonymous users and
continuously update the embedded representation of the item
according to the user’s interactive behavior. Thus, the cold
start problem is greatly alleviated. For example, recommen-
dation based onMarkov chain [7], [8], [9], [10], [11] assumes
that the past and future information are independent under
known conditions. However, this assumption will have side
effects in many scenarios. The recurrent neural network [12],
[13], which is added to the gated neural unit, greatly improves
the recommendation system. However, it ignores the deeper
items and the click behavior between items.

Recently, self-attention has achieved remarkable results
in sequence modeling and has been widely used in deep
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FIGURE 1. An instance of a session.

learning. Transformer [14] uses self-attention to form a codec
to calculate the contextual relationship and becomes the best
performing model in translation tasks. The application of
transformer to language representation models [15] and com-
puter vision models [16], [17], [18] have achieved great suc-
cess. A main part of transformer is the self-attention network.
This network is used to weight and aggregate the information
of all items. It strengthens the influence of all nodes on the
target, but it weakens the influence of local nodes on the tar-
get. Session-based graph convolution recommendation [19],
[20], [21] once again pushes the recommendation model to a
climax. It represents the session as a graph for the first time
and injects it into a gated neural network, which has achieved
remarkable results. However, it only aggregates successive
and last items while ignoring the sequence information of the
session clicks and the deeper item dependency information.
Despite that existing Session-based graph convolution recom-
mendation have made remarkable progress on SBRS, they
mostly neglect position information and higher-order fea-
tures. Take Figure 3 as an example,the user’s click sequence
is 1, 3, 2, 3. If the directed graph is used to predict, the
next item that is most likely to interact is 2, but in fact, the
next item that will interact may also be 1, because it starts
from 1 to 3.

To address the above issues, we propose a Graph Positional
Attention Network(GPAN) for session-based recommenda-
tion. Specifically, we first construct separate directed and
undirected graphs based on user click sequences, and then use
a new high-low order session perceptron to model the undi-
rected and directed graphs separately to obtain high-order and
low-order item representations in the session. Then, the result
of the addition of high-order representation and low-order
representation is aggregated with the position information.
For position information, we propose a position layer to
calculate.In detail,the position layer has two steps. First, cal-
culate the occurrence frequency of each item in the session,
and then multiply the sequence reverse representation and
frequency to obtain the position representation. The local
session representation is obtained by aggregating the position
information after the addition of low-order and high-order,
and then input this representation into the self-attention net-
work to obtain the user’s long-term preference representa-
tion. The combination of long-term preference and short-term
preference forms the final preference representation. We con-
duct extensive experiments on three real-world datasets and
the results show that the performance of the proposed GPAN
model is the best.

The main contributions of this work are summarized as
follows:

• In order to improve the accuracy of recommenda-
tion prediction, we propose a new graph based atten-
tion network model (GPAN). GPAN first integrates the
high-level and low-level representations of the session,
and then converges our proposed new position represen-
tation, which enables more accurate recommendations.

• We propose a novel perceptron for session high and
low order items. The perceptron captures the high-order
and low-order item transition relationships in a session
separately, and uses these two relationships to accurately
predict user preferences.

• A new session position information is proposed to high-
light the relevance of sequence order to user preferences.

• We conduct extensive experiments on three benchmark
datasets. Comprehensive analysis of our experimental
results shows the effectiveness and superiority of GPAN
compared with existing methods.

The contents of this article are as follows. The first section
is introduction, the second section is related work, the third
section is model introduction, the fourth section is experi-
mental results and analysis, and the fifth section is future
outlook.

II. RELATED WORK
A. TRADITIONAL RECOMMENDATION SYSTEM
The traditional recommendation can be divided into three
categories: content-based recommendation, collaborative
filtering-based recommendation, and hybridmodel. Themain
method of the content-based recommendation model is to
calculate the cosine similarity between items and make rec-
ommendations based on the similarity. The recommendation
model based on collaborative filtering is currently the most
widely studied in academia. The main method is to use
groups of similar interests for recommending information
that users are interested in and giving a certain degree of
response to the information through group feedback. The
collaborative filtering recommendation model focuses more
on the historical interaction records of user items, that is,
the user-commodity two-dimensional matrix, which is the
main difference from content-based recommendation. Col-
laborative filtering is the earliest method, but it has not
lost its competitiveness until now. An example is the POP
model that recommends N hot items with the most inter-
actions based on user historical behaviors. [22] proposes a
new sorting technique for implicit feedback data by using
Bayesian analysis to obtain the maximum posterior estimate
for optimizing the ranking. The Item-KNN model proposed
by [23] aims to calculate the item similarity matrix based on
the user- commodity matrix and use the relationship between
items to recommend. These algorithms are the enlightenment
of recommendation algorithms and have a recommendation
effect, but they do not perform well in sparse scoring matrix
scenarios.
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B. SESSION-BASED RECOMMENDATION SYSTEM
Content-based and collaborative filtering recommendations
are two classic recommendation models. However, these tra-
ditional recommendation models cannot obtain information
about users’ short-term affairs, which leads to a great reduc-
tion in the prediction of users’ short-term preferences. The
session-based recommendation model effectively solves the
abovementioned problems. The session is the user’s recent
affairs, such as the user’s purchase of items and click order.
The emergence of the session-based recommendation model
has greatly promoted the development of the recommenda-
tion field, such as the original rule mining, which aims to
use the association method to mine item relationships in the
session. Subsequently, SKNN [24], [25] uses a session-based
K neighbor recommendation model, which combines the
session with the K neighbor algorithm, and recommends
based on K sessions similar to the current session. SKNN
considers the context information. In addition, a user-KNN
approach built on users’ session information is also pro-
posed for next-basket recommendation [26]. MDPs [6] take
the lead in applying Markov chains to sessions. Markov
chains are used to model the interactions within and between
sessions to predict the next user interaction. The method
in [27] combines user-item matrix factorization technology
with Markov chain, it first constructs a personalized transfer
matrix based on Markov chain, then, it uses matrix decompo-
sition model to solve the matrix Sparse problem. FPMC-LR
[28] uses a factorization model based on FPMC to capture
user personal preferences better. [11] proposes a combination
of first and second order Markov models to provide more
accurate recommendations. [10] proposes a personalized
Markov model, which uses user item distance and inter-item
distance to express the relationship. These algorithms are bet-
ter than traditional recommendation models, but they ignore
the conversion relationship between adjacent items in the
session.

C. RECOMMENDATION SYSTEM BASED ON
DEEP LEARNING
In recent years, a recommendation based on deep learning
has become a main method. Google is the first to propose a
video recommendation model based on YouTube deep learn-
ing [29]. The author divides the model into two parts: recall
and sorting. Make accurate recommendations through these
two parts. In the Kaggle competition, the wide and deep [30]
model is proposed. The author divides the model into two
parts: wide and deep. The wide part is a generalized linear
model, which integrates all features. The deep part is a neural
network model. The feature first enters the neural network
to obtain the feature representation and then enters the wide
part to obtain the predicted value. [31] proposes DeepFM,
which is based on wide and deep, and adds a latent vector
click method to obtain a second-order feature representation.
Later, [32] proposes the deep cross model, which replaces
the wide part in wide and deep with the cross part. Cross
is mainly used for feature cross-coding and is no longer

a generalized combination of all features before. [33] pro-
poses to combine reinforcement learning with deep learning
to predict user preferences. [34] proposes a neural network
based on a factorization machine in 2016. This model uses a
deep neural network to perform higher-order combinations of
features and increases the learning ability of the model, but
it only focuses on higher-order features. Low-level features
are ignored, which results in limited model representation.
These models integrate deep learning and recommendation
effectively, which enables setting a model for later deep
learning recommendation models.

D. RECOMMENDATION SYSTEM BASED ON SESSION AND
DEEP LEARNING
In the upsurge of deep learning-based recommendation,
a session-based deep learning recommendation model has
been proposed. The GRU4Rec proposed by [12] first applies
the recurrent neural network to the recommendation. The
model has multilayer gating units to control the amount
of information passed to the next layer in the neural net-
work. [35] proposes embedding differential data to improve
GRU4Rec. [36] proposes the NARMmodel, which integrates
the attention mechanism into the GRU gating unit, assigns
weights to each item to highlight the user’s purpose, and
aggregates the current session information global session
information to obtain predictions. [37] proposes the STAMP
model, which replaces the recurrent neural network with an
attention network. Both works propose the combination of
general interest and current interest, which emphasizes the
importance of general interest. [19] proposes the SR-GNN
model to represent the session as a graph, the session graph
can strengthen the session information of adjacent items.
The two conversational embeddings are combined to form
the final conversational embedding. Although these mod-
els have greatly improved recommendation accuracy, they
ignore the effect of the sequence of session items and the
relevance of high-level items in the session on the recom-
mendation. FGNN [20] adds multi-headed attention to learn
that each item embeds and aggregates all items in the ses-
sion. However, it does not highlight the conversion relation-
ship between partial items. In our model GPAN, we use
the new high-low order session perceptron to model the
undirected and directed graphs separately to obtain high
and low order item representations in the session, add posi-
tion information to indicate the order of the items, and use
the self-attention layer to learn the relationship between all
items in the session. A linear combination of short-term
and long-term preferences forms the final recommendation
sequence.

III. METHOD
In this section, we introduce the Graph Positional Attention
Network(GPAN) model. First, we describe the construction
of the graph. Then, the composition of the model is described
in detail.
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A. SYMBOL DEFINITION
Let V =

{
v1, v2, v3, . . . , v|n|

}
represent the set of all

items involved in the session, and n is the total number
of items. Each session is defined by timestamp as S =[
Vs,1, Vs,2, Vs,3, . . . ,Vs,m

]
, among them, Vs,i ∈ V , m is the

session length. Our purpose is to predict the next item the user
will click, Vs,m+1. Thus, we generate a probability sequence
ŷ =

{
ŷ1, ŷ2, . . . , ŷ|V |

}
, where each item in the sequence

represents the probability that the corresponding item may
click. Finally, we select the top N items in ŷ to generate a
candidate sequence to recommend to the user.

B. CONSTRUCTION OF GRAPH
Graph can more intuitively show the project interaction in
the session and can highlight the transition between adjacent
projects. Thus, we build the session into a graph. Therefore,
each session can be represented as two graphs. As shown
in Figure 3, we set each embedding space to the maximum
length of the session and fill in the sessions that do not reach
the full length with zeros. For directed graphs, we divide the
interaction between nodes into four categories. The first cat-
egory is self-connection. First, each node is self-connected.
The purpose is to strengthen the influence of its information
in the subsequent network. Self-connection is represented
by 1. The second type is the out-degree connection, which
means out-of-degree for the current node and is represented
by 2. The third type is the in-degree connection, which means
in-of-degree for the current node and is represented by 3. The
fourth type is interconnection, which means that the current
node interacts with other nodes and is represented by 4. If no
interaction occurs, then it is represented by 0. For undirected
graphs, we set the interactive project connection relationship
to 1. We set the session representation space and node vector
V , d is the dimension, and the session representation is
composed of node vectors.

C. SESSION HIGH-LOW ORDER PERECPTRON
As shown in the gray rectangle in the left of Figure 2, The
session graph contains information about the transformation
of items in the current session, and in order to capture this
relationship, in this model we propose a new high-low order
session representation perceptron. We first input the directed
and undirected graphs into the attention network separately
to obtain the session high-order and low-order item transfor-
mation relations, and then fuse the two relations to obtain
a session representation with both low-order and high-order
item information.

fi,j =LeakyReLU
(
AT rij

(
Wvi∥Wvj

))
(1)

f ∗
i,j =LeakyReLU

(
AT

∗

r∗ij

(
W ′
vi∥W

′
vj

))
(2)

where Arij ∈ R2d , rij is the relationship between node i
and node j. We use four different weight matrices to train
different interaction relationships between nodes, namely
Aself ,Ain Aout ,Ainout . They correspond to self-connection,

in-degree connection, out-degree connection, and two-way
connection. A∗

r∗ij
∈ R2d , r∗

ij is the relationship between undi-

rected graph nodes and A∗ is the weight matrix of undirected
graph. W is a linear transformation of shared parameters
applied to all nodes of the directed graphs,W ∈ Rd×d .W ′ is
the parameter matrix of undirected graph. Then, we enter the
LeakyReLU activation function. LeakyReLU can assign all
negative values to a non-zero slope. Thus, it can be backprop-
agated even for negative input values. Finally, the weights are
normalized.

βij =
exp

(
fi,j
)∑

vj∈Nsvi
exp

(
LeakyReLU

(
eT rij

(
Wvi∥Wvj

))) (3)

β∗
ij =

exp
(
f ∗
i,j

)
∑

vj∈Nsvi
exp

(
LeakyReLU

(
eT ∗

rij

(
W ′
vi∥W

′
vj

))) (4)

where, Nsvi is the first-order neighbor of node vj. Our purpose
is to obtain the conversion information of adjacent items
in the session. Thus, the first-order neighbor information is
sufficient. After we obtain the weights of the neighbors of
the nodes, we perform weighted multiplication. The purpose
is to aggregate the information of each neighbor node. The
calculation formula is as follows.

h∗
vi =

∑
vj∈Nsvi

βijWvj +
∑

vj∈Nsvi

β∗

ij W
′
vj (5)

Through the attention network, we get representations that
combine the lower and higher order information of a session.

D. POSITION LAYER
As shown in the gray part in the middle of Figure 2,
SR-GNN and many previous models have proven the impor-
tance of the item clicked last in the session. The importance
of the item in the session changes with the time stamp, which
is also in line with common sense. The previous method
treats the last interactive item of the learned session as short-
term interest. However, we adopt the method of splicing
the item sequence information of the learned session to not
only aggregate the information of the timestamp but also
highlight the short-term interest. Therefore, we propose a
new position representation that incorporates not only the
position information of the items in the session, but also
the frequency of the items in the session. In this model,
our position information location information is the reverse
learning project location embedding multiplied by the fre-
quency of occurrence of the project. We set the position
matrix Rl = [P1,P2,P3, . . . ,Pm],where m is the length of
the current session, and l is the number of sessions. The
session representation S =

[
hs,1, hs,2, hs,3, . . . , hs,m

]
, and

the fusion position embedding representation of the i-th item
is

pt = tanh
(
W1

[
ti ∗ Pm−i+1∥h∗

vi

]
+ b1

)
(6)

where W1 ∈ Rd×2d , b1 ∈ Rd , W1 is the position weight
matrix, and b1 is the bias term. ti is the frequency with
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FIGURE 2. We first create a directed graph and an undirected graph based on the session. Then, we pass the high-low order session
perceptron to obtain the embedding of each node in the current session, merge the position embedding of the node to obtain the short-term
preference, and pass it to the self-attention layer to obtain the long-term preference. The two preferences are combined to finally obtain the
probability of the next click on the item.

FIGURE 3. An instance of a session and the corresponding connection
matrix.

which the i-th item appears in the current session. The weight
matrix is integrated in the embedded matrix of the position
information to ensure that the position information can obtain
an appropriate weight. Given that the position information is
only auxiliary information, our real focus is on the session
representation.

H∗
o =

1
m

m∑
t=1

hm (7)

zt =W T
4 σ

(
W2H∗

o +W3pt + c
)

(8)

S∗
=zt h∗

vi (9)

where W T
4 ∈ Rd×2d , W2 ∈ Rd×d , W3 ∈ Rd×d , c ∈ Rd .

W2,W3,W4 are weight matrices, and c is a bias term, which
are all trainable parameters. H∗

o is the average value of all
items in the current session. We multiply the matrix after
adjusting the weight of the position information with the
corresponding session representation. The obtained S∗ is the
local preference embedding, and then S∗ is passed to the self-
attention layer.

E. SELF-ATTENTION LAYER
Self-attention has been widely used in various fields, and
NLP obtains the greatest success [15]. Self-attention is a vari-
ant of the attentionmechanism, and it reduces the dependence
on external information and can better capture the internal
correlation of features. In this model, we use self-attention to
aggregate all item embeddings in the session to obtain long-
term preferences. In the previous step, we have obtained the
session representation combinedwith the position embedding
and then aggregated it into the final session representation
through a self-attention layer, as shown in the green rectangle
in the middle of Figure 2. The specific approach is as follows:

F = softmax

((
S∗ WQ

) (
S∗ WK

)T
√
d

)(
S∗ WV

)
(10)

where WQ,WK ,WV
∈ R2d×d , and they are all linear trans-

formation matrices in self-attention and are all derived from
S∗. Self-attention is divided into two processes. The first
process is to calculate the weight coefficient based on WQ

and WK , and the second process is to sum WV based on the
weight coefficient.

We propose to use a new residual connection to ensure
stability of the attention network. During training, the ReLU
activation is performed first. Then, the linear connection
is performed. We use a two-layer residual link, which can
retain more information from the previous layer and reduce
training loss. We use a new residual connection to stabilize
the self-attention layer and reduce loss.

C ′
=ReLU (ReLU(F)W5 + b2)W6 + b3 (11)

C∗
=Dropout

(
C ′
)

(12)

where W5,W6 ∈ Rd×d , b2 and b3 are bias terms. To pre-
vent over-fitting, each linear transformation is added with a
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Dropout layer.Wemake a linear combination of the long-term
conversational embedding and the short-term conversational
embedding to obtain the final conversational embedding.

C = W8C∗
+ (E −W8) S∗ (13)

where, W8 ∈ Rd×d , E is the unit matrix of shape d × d .
In the end, we obtain the final conversational embedding
that contains short- and long-term embeddings. In summary,
we summarize the location information and attention network
as

C = PAN
(
S∗
)

(14)

CK
= PAN

(
Ck−1

)
(15)

where, multi-layer self-attention CK can obtain higher-level
project complex relationships and ensure stability of the net-
work. We set a layer of self-attention to C . In the experiment,
we set the number of self-attention layers K to 4. The later
part of this work will explore the influence of K on the
experimental results.

F. PREDICTION LAYER
We use the final session embedding to predict the next item
the user will click, as shown in the gray part on the right side
of Figure 2.

ŷi = soft max
(
CT vi

)
(16)

Here, ŷi is the predicted probability of the next item clicked
by the user. We use cross-entropy as the loss function, and the
formula is as follows:

L = −

n∑
i=1

yi log
(
ŷi
)
+ (1 − yi) log

(
1 − ŷi

)
(17)

where, y is the representation of the real term, L is the value of
the loss function. We obtain the smallest loss through Adam’s
optimization.

IV. EXPERIMENTS
In this part, we first introduce the experimental dataset and
the evaluation index. Finally we briefly introduce the baseline
models used for comparison in this paper.

A. DATASETS
We conduct experiments on three real-world datasets, namely
Diginetica, Nowplaying and Tmall.we preprocess each
dataset as follows:

• The session of length 1 is deleted.
• Items with less than five occurrences are deleted.
• We set the sessions of the following week as the test
set of Yoochoose and the sessions of the following few
weeks as the test set of Diginetica.

• We cut the session and expressed it in a sequence-tag
format.

For session
[
Vs,1,Vs,2, . . . ,Vs,m

]
, the sequence we generate

is
[[
Vs,1

]
,
[
Vs,1, Vs,2

]
. . . ,

[
Vs,1, Vs,2, . . . ,Vs,m−1

]]
, and

TABLE 1. Statistics of datasets.

the corresponding labels are
[[
Vs,2

]
,
[
Vs,3

]
, . . . ,

[
Vs,m

]]
.

After the abovementioned practices, the basic data we finally
obtained are shown in Table 1.

B. RESEARCH QUESTIONS AND EVALUATION INDEX
We list the following research questions to guide our
experiments:

• RQ1. How do our proposed GPAN model perform in
session-based recommendation task compared with the
state-of-the-art baselines?

• RQ2. Does higher-order information about the session
help improve model performance?

• RQ3. Does position information of items in a session
help improve model performance?

• RQ4. How do the key hyper-parameter K affect model
performance?

To assess the effectiveness of the model, we use two broad
indicators: P@N andMMR@N. P@N is the accuracy, which
means that the correct ratio is recommended among the first
N recommended items.

P =

∑
u∈U |R(u) ∩ T (u)|∑

u∈U |R(u)|
(18)

Here,R(u) is a list of recommendationsmade to the user based
on the user’s behavior on the training set, and T (u) is a list of
the user’s behavior on the test set.

MMR@N is the average reciprocal level related to the
order of the first N recommended items.

MRR =
1

|Q|

|Q|∑
i=1

1
ranki

(19)

Here, Q is the number of correct recommendations, and
represents the correct ranking of the i-th recommendation.
In each dataset, we set N to 10 and 20, that is, the results of
recommending TOP-10 and TOP-20 to users are compared.

C. BASELINE MODELS AND PARAMETER SETTINGS
We compare with the following eight previous models.

• POP: It recommends the N most popular items to users;
it has the effect of recommendation but has low accuracy.

• Item-KNN [23]: It recommends similar items that users
have clicked before, and it starts to be related to the
user’s historical information. It performs better in sce-
narios where certain items are closely connected.

• FPMC [27]: It combines Markov chain and matrix fac-
torization technology to obtain user preferences. The

VOLUME 11, 2023 7569



L. Dong et al.: Graph Positional Attention Network for Session-Based Recommendation

author establishes a decomposition model to solve the
problem of data sparseness. In the case of sparse user
ratings, the model performs well.

• GRU4Rec [12]: It uses a recurrent neural network with
a gated neural unit GRU to obtain user preferences.
The author finds that GRU is sufficient to encode item
information, and a single layer is fine.

• NARM [36]: It uses a recurrent neural network with
an attention mechanism to obtain user preferences. The
author proposes that each item representation in the
session should not be treated equally. Weight should be
trained for each item representation to aggregate into a
session representation.

• STAMP [37]: On the basis of the cyclic neural network
of the attention mechanism, the last session clicking on
my item is regarded as a short- term preference, and
the long- and short-term preferences are combined to
express user preferences. The importance of short-term
sessions is proposed for the first time and proven in the
paper.

• SR-GNN [19]: It constructs the session into a graph and
uses a gated neural network to obtain user preferences.
The last clicked item is regarded as the user’s short-
term preference, and the two are combined to predict the
user’s next clicked item. The graph can better obtain the
conversion relationship between items, and this feature
improves the accuracy of recommendations.

• FGNN [20]: It uses a weighted attention network to
aggregate project neighbors, highlights the local conver-
sion relationship, and obtains a preference expression
closer to the user.

We set the hyperparameters of each model to be the same,
the batch is 100, the latent vector dimension is 100, the
validation set is a one-tenth random subset of the training set,
and the parameters are all Gaussian distributions with a mean
of 0 and a standard deviation of 0 initialization. For FGNN,
we follow the setting of the original paper and set its weighted
attention network to three layers. For our model, the number
of attention network layers is 1, the self-attention head is 4,
the other initial values are 0, the initial learning rate is 0.001,
the decay rate is 0.1, and the decay is once every three batches
by using the Adam optimizer.

V. EXPERIMENTAL ANALYSIS
A. RESULT ANALYSIS
To answer RQ1, we use four indicators to compare each
model on three real datasets. As shown in Table 2, we present
the highest model in each index in bold, analyze the experi-
mental results, and obtain the following conclusions.

In the traditional model, POP performs poorly because
the items that focus only on the most frequent occurrences
in a session are too limited. Item-KNN, as a classic algo-
rithm, has the best performance. The reason is that Item-KNN
regards the relationship between items as a recommended
key step, and the session items in Diginetica, Nowplaying

and Tmall datasets are closely connected. Therefore, Item-
KNN can achieve better recommendation effect. Recommen-
dation models based on deep learning proposed in recent
years (GRU4REC, NARM, STAMP, SR-GNN, FGNN and
our proposed GPAN) have greatly improved compared with
traditional models, which also proves that deep learning in
the field of recommendation indeed plays a key role. The
deep learning model is divided into the model based on
the graph neural network structure and the model based
on the recurrent neural network structure. Models based on
the recurrent neural network structure include NARM and
STAMP. GRU4REC applies the recursive unit (GRU) to the
network. NARM designs a two-way multilayer recursive unit
(GRU) and attention mechanism to integrate the user’s con-
versational behavior and the user’s main purpose. On the
basis of NARM, STAMP regards the last clicked item in
the conversation as a short-term preference and integrates
it into the conversational expression. This method has been
excellently promoted, which also proves the importance of
short-term preference. NARM and STAMP are superior to
GRU4REC, which demonstrates that obtaining the user’s
order behavior is insufficient, and the attention mechanism
must be added to assign weights to each item for aggre-
gation. The effect of the model based on the graph neural
network structure is better than that of the model based on
the recurrent neural network structure because the graph can
better reflect the relationship between the items in the session.
SR-GNN constructs the sequence into a graph and inputs
it into the gated neural network to obtain the long- term
preference representation. The last item clicked in the session
is the short-term preference representation, and the two are
combined to form the final preference. FGNN replaces the
gated neural network with an attention network based on
SR-GNN, the result is a partial improvement, which proves
that the attention network can obtain the session representa-
tion better than the gated neural network added to the GRU
in some scenarios. However, the above model only focuses
on current session lower-order items and ignores the impact
of higher-order items. At the same time, the frequency of
items appearing in the session is also ignored. To solve the
above problem, we propose a session-based position atten-
tion graph neural network recommendation (GPAN) model.
Compared with SR-GNN and FGNN, our advantages are as
follows:

• Our proposed high-low order session perceptron can
obtain the conversion relation of high order items in a
session and the conversion relation of low order items
respectively, and using these two relations we can fully
explore the user preferences.

• After the session representation are constructed, we add
the position information of each item in the session.
Through the position information, the recently inter-
acted items are given more weight, which highlights the
user’s recent preferences. FGNN does not add position
information. Thus, it does not perform effectively on
some datasets such as Nowplaying.
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TABLE 2. Performance of all methods on three datasets.

FIGURE 4. Performance of different components.

In the three datasets, the four indicators of GPANare higher
than other baseline models.

B. ABLATION EXPERIMENT
To answer RQ2 and RQ3, we conduct further research. The
first experiment is the influence of position information and
higher-order information on experiment results. The second
experiment is the influence of the selection of self-attention K
on the results. We compare GPAN with its different variants,
The variant models include:

• GPAN-N: GPAN without the position layer.
• GPAN-S: GPAN without the higher-order information
and only applies directed graph to model the current
session.

The performance of different variants is presented in
Figure 4. The x-axis of the graph is the evaluation
index (P@20,MRR@20) and the y-axis is the percentage
(percentage %). We can draw the following conclusions:

• In the two datasets, the position information is beneficial
to the recommendation. When the position information
is not added, both indicators will decrease. This finding
shows the importance of position information in the
session representation.

• GPAN-N has no inter-session item position information
and cannot highlight the short-term preferences of users.
Thus, the recommendation effect is not ideal compared
with that of the other two models, which once again
proves the importance of short-term preferences.

• The performance of GPAN-S on the two datasets is
not as good as that of GPAN, which proves that the

TABLE 3. The impacts of K.

conversion relationship of high-level items in the session
is potentially affecting the recommendation effect.

C. THE INFLUENCE OF K ON THE EXPERIMENT
To answer RQ4, we explore the influence of K on the exper-
iment. We choose the number of self-attention levels (K ) in
[1], [2], [3], [4], and [5], and the result is shown in Table 3.
In the Diginetica dataset, the number of layers of the self-
attention network has little effect on the P@20 indicator, and
the MRR@20 indicator reaches its maximum after the fourth
round. In the Nowplaying dataset, P@20 and MRR@20
achieve better results in the fourth and third layers, but the
effect of the fifth layer is slightly reduced. This result may
be due to that too many layers lead to greater losses. In this
model, the number of self-attention layers is 4, that is, K = 4.

VI. CONCLUSION AND FUTURE WORK
The recommendation model combining deep learning and
session has become a boom. In this context, we propose
a session-based position attention network recommendation
model (GPAN). First, we construct the session into directed
and undirected graphs. We then use the attention network
to aggregate the information of adjacent items to more
accurately capture the session relationship between adjacent
items. Through the attention network, we get high-order
and low-order information about a session. Then, the ses-
sion representation is fused with the position information
to form the user’s short-term preferences, and the posi-
tion information can effectively highlight the importance of
recent projects. Finally, the user’s short-term preferences are
input into our improved residual self-attention network to
obtain the user’s long-term preferences. The combination

VOLUME 11, 2023 7571



L. Dong et al.: Graph Positional Attention Network for Session-Based Recommendation

of long- and short-term preferences forms the user’s final
preference. In this way, the last preferences we obtain include
not only short-term preferences with position information but
also long- term preferences of users. Experiments on three
datasets show that the model outperforms eight benchmark
methods.

Our future workwill focus on further improving the recom-
mendation ability of GPAN to obtain user preference expres-
sions in more complex scenarios for predicting users.
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