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ABSTRACT Chance theory is a mathematical methodology for modelling complex systems including both
uncertainty and randomness. Based on chance theory, this paper introduces the optimal control model for
a multistage uncertain random system. For solving such a model, recurrence equations are presented via
Bellman’s principle. With the aid of recurrence equations, the bang-bang problem of optimal control model
and indefinite linear quadratic (LQ) problem of optimal control model are studied. Meanwhile, the exact
solutions of such problems are presented. Furthermore, numerical examples are provided on the proposed
theorems to show the effectiveness of our results.

INDEX TERMS Chance theory, bang-bang control, indefinite LQ control, uncertain random system,
constrained difference equation.

I. INTRODUCTION
Optimal control theory is a discipline which uses to deal with
the problem of finding a control law for a given system such
that an objective function is optimized. Since the fifties of the
last century, the optimal control theory has been an important
branch of modern control theory. With the use of methods
and results in mathematics and computer science, optimal
control theory has made considerable advances. It is widely
used in many fields, such as production techniques, finance,
and economic management science.

Bellman [1] considered a stochastic optimal control. Kush-
ner [2] used dynamic programming to study the optimal
control problem for dynamic systems characterized by Ito
stochastic differential equations. For more related works refer
to [3], [4], [5], and [6]. With the deepening of human under-
standing, people found that some imprecise quantities behave
neither like randomness nor like fuzziness, such as ‘‘about
100 km’’, ‘‘roughly 80 kg’’, and ‘‘low speed’’. In order
to rationally deal with these phenomena, uncertainty the-
ory [7] was developed and refined by Liu [8]. Based on
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uncertain theory, Zhu [9] first presented an optimal control
problem for uncertain continuous-time systems in 2010. Then
Xu and Zhu [10], Kang and Zhu [11] discussed uncertain
bang-bang optimal control for continuous-time and multi-
stage systems, respectively. Yang and Gao [12] considered
an optimal control problem of the uncertain linear quadratic
differential game model. Currently, there are many research
achievements on uncertain optimal control [13], [14], [15],
[16], [17], [18].

Randomness and uncertainty are two kinds of indetermi-
nate events may appear in a complex system simultaneously.
For example, we have some old and new components. For
the old components probability distributions of lifetimes can
be estimated by a large amount of historical data, but for the
new components, we can only get the expert’s belief degree.
Such a system behaves both randomly and uncertainly, and
cannot explain clearly by the stochastic system or uncertain
system. To handle the phenomena, Liu [19] pioneered the
chance theory which is a mathematical methodology for
modeling complex systems including both uncertainty and
randomness via chance measure, uncertain random variable,
chance distribution, expected value, variance, and so on. Then
Liu [20] presented the operational laws of uncertain random
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variables. In recent years, considerable related works have
been researched [21], [22], [23], [24], [25].

With the development of society and the progress of sci-
ence and technology, the systems we need to research are
more and more complicated. The widespread use of comput-
ers has led to the development of control systems, which also
increasingly highlights the importance of studying multistage
systems. Multistage uncertain random systems as special
complicated systems should be studied. And the research on
the designing of multistage uncertain random optimal control
problems has few results. This study, inspired by previous
work, seeks to study the work of an optimal control problem
for a multistage uncertain random system.

This paper makes the following contributions. First, many
works focus on the stochastic optimal control concerning
randomness [3] or uncertain optimal control involving uncer-
tainty [14]. This paper further develops optimal control theory
and considers an uncertain random optimal control including
uncertainty and randomness. This work provides theoretical
support for dynamic optimization and decision-making when
the system is disturbed by uncertainty and randomness in
production life and other fields [25]. The second contribution
is to get recurrence equations that turn the uncertain random
optimal control problem into a much easier problem. In com-
parison to the work in [3] and [14], these recurrence equations
presented in Subsection III can tackle more wide optimal
control problems. The last one is to present the exact solution
of an indefinite LQ optimal control problem. This finding,
influenced by the work in [15], is presented in Subsection V.
The remainder of this paper is organized as follows.

In Section II, some necessary preliminaries related to the
uncertain measure, uncertain variable, and uncertain random
variable are reviewed. In Section III, an uncertain ran-
dom optimal control model is introduced, and the recur-
rence equations are established for solving such a model.
In Section IV, the bang-bang optimal control models for two
types of multistage uncertain random systems are investi-
gated. In Section V, an indefinite LQ optimal control model
is discussed, whereas the weighting matrices in the objective
function are allowed to be indefinite. The last section gives
some conclusions.
Notation: Rn denotes the n-dimensional real Euclidean

space,Rm×n denotes the set of allm× nmatrices,AT denotes
the transpose of a matrix A. The Cartesian product [α, β]n =
[α, β]× [α, β]× · · · × [α, β].

II. PRELIMINARY
In this section, we review some fundamental notations and
useful concepts in uncertainty theory. For more details about
existing measures of uncertainties, the readers may consult
Liu [7].
Definition 1 (Liu [7]): Let 0 be a nonempty set, and L be

a σ -algebra over 0. Each element 3 ∈ L is called an event.
A set functionM defined on the σ -algebra overL is called an
uncertain measure if it satisfies the following three axioms:

(1)M{0} = 1; (2)M{3} +M{3c
} = 1 for any event 3;

(3)M
{⋃
∞

i=13i
}
≤
∑
∞

i=1M{3i}.
The triple (0,L,M) is said to be an uncertainty space. The

product uncertain measure was defined by Liu [8] as follows:
M
{∏
∞

i=1 ∧k
}
=
∧
∞

k=1Mk{∧k} where (0k ,Lk ,Mk ) are
uncertainty spaces for k = 1, 2, · · · and ∧k are arbitrarily
chosen events from Lk for k = 1, 2, · · · , respectively.
Definition 2 (Liu [7]): An uncertain variable is a function

ξ from an uncertainty space (0,L,M) to the set of real
numbers such that {τ ∈ B} = {γ ∈ 0 | τ (γ ) ∈ B} is an
event for any Borel set B of real numbers. The uncertainty
distribution of uncertain variable τ is defined as 8(x) =
M{τ ≤ x} for any x ∈ R.
Definition 3 (Liu [30]): The uncertain variables

τ1, τ2, · · · , τm are said to be independent if

M
{

m⋂
i=1

{τi ∈ Bi}

}
= min

1≤i≤m
M{τi ∈ Bi}, (1)

for any Borel sets B1, B2, · · · , Bm of real numbers.
Lemma 1 (Zhu [31]): Let τ be an ordinary linear uncertain

variable L(−1, 1) whose uncertain distribution is

8(x) =


0 if x < −1,
(x + 1)/2 if − 1 ≤ x ≤ 1,
1 if x > 1.

(2)

Then for any real number b, we have
(i) if b = 0, E[τ 2 + bτ ] = 7

24 ;
(ii) if | b |≥ 2, E[τ 2 + bτ ] = 1

3 ;
(iii) if 1 ≤| b |< 2, E[τ 2+ bτ ] = 1

48 (| b |
3
−6 | b |2 +12 |

b | +8);
(iv) if 0 <| b |< 1, E[τ 2 + bτ ] = 1

48 (| b |
3
+12 | b |2

−12 | b | +14).
An uncertain random variable is employed to describe a

complex system with not only uncertainty but also random-
ness. Let (0,L,M) be an uncertainty space and (�,A,Pr) a
probability space. Then the product (0,L,M)× (�,A,Pr)
is called a chance space.
Definition 4 (Liu [19]): An uncertain random variable is a

function ξ from a chance space (0,L,M)×(�,A,Pr) to the
set of real numbers such that {ξ ∈ B} is an event in L×A for
any Borel set B of real numbers. The chance distribution of
uncertain random variable ξ is defined as9(x) = Ch{ξ ≤ x}
where the chance measure of 2 ∈ L×A is defined as

Ch{2}

=

∫ 1

0
Pr{ω ∈ �|M{γ ∈ 0|ξ (γ, ω) ∈ 2} ≥ x}dx. (3)

Definition 5 (Liu [19]): Let ξ be an uncertain random
variable. Then its expected value is defined by

E[ξ ] =
∫
+∞

0
Ch{ξ ≥ r}dr −

∫ 0

−∞

Ch{ξ ≤ r}dr, (4)

provided that at least one of the two integrals is finite.
Remark 1: If the uncertain random variable ξ degenerates

to a random variable η, then Ch{ξ ≥ r} = Pr{η ≥ r},
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Ch{ξ ≤ r} = Pr{η ≤ r}. If the uncertain random variable
ξ degenerates to an uncertain variable τ , then Ch{ξ ≥ r} =
M{τ ≥ r},Ch{ξ ≤ r} =M{τ ≤ r}.
Lemma 2 (Liu [20]): Let η1, η2, · · · , ηm be independent

random variables with probability distributions 91, 92,

· · · , 9m, respectively, τ1, τ2, · · · , τn be independent uncer-
tain variables, and f be a measurable function. Then

ξ = f (η1, η2, · · · , ηm, τ1, τ2, · · · , τn), (5)

has an expected value

E[ξ ] =
∫
Rm

E[f (y1, y2, · · · , ym, τ1, τ2, · · · , τn)]

× d91(y1)d92(y2) · · ·9m(ym), (6)

where E[f (y1, y2, · · · , ym, τ1, τ2, · · · , τn)] is the expected
value of the uncertain variable f (y1, y2, · · · ,
ym, τ1, τ2, · · · , τn) for any real numbers y1, y2, · · · , ym.
Remark 2: If η1, η2, · · · , ηm are non-independent random

variables with joint distribution 9(y1, y2, · · · , ym), then (6)
can be modified as

E[ξ ] =
∫
Rm

E[f (y1, y2, · · · , ym, τ1, τ2, · · · , τn)]

× d9(y1, y2, · · · , ym). (7)

Lemma 3 (Liu [19]): Let ξ be an uncertain random vari-
able whose expected value exists. Then for any real numbers
a and b, we have E[aξ + b] = aE[ξ ]+ b.
Utilizing Lemma 3 and Lemma 3.1 in [14], the linearity

of expected value operator of a class of uncertain random
variables is introduced.
Remark 3: The linearity of expected value operator is

not valid for all kinds of uncertain random variables. For
example, for uncertain variables as special uncertain random
variables, the expected value operator is not necessarily linear
if the independence is not assumed [7].
In order to describe the uncertain random vector, we show

that the vector is an uncertain vector ξ = (ξ1, ξ2, · · · , ξp)T

if and only if ξi, i = 1, 2, · · · , p are uncertain random
variables. The expected value of ξ is provided by E[ξ ] =
(E[ξ1],E[ξ2], · · · ,E[ξp])T .

III. OPTIMAL CONTROL MODEL
An optimal control problem for a multistage system is to
choose the best decision such that an objective function is
optimized subject to a multistage system. In this section,
the optimal control model for a multistage uncertain random
system is proposed. A linearmultistage dynamical system can
be written as follows{

x(j+ 1) = Fjx(j)+ Gju(j), j = 0, 1, 2, · · · ,N − 1,
x(0) = x0,

(8)

where x(j) ∈ Rn is the state vector with initial state x0 ∈ Rn,
u(j) ∈ Rr is the control vector. The matrices Fj ∈ Rn×n and
Gj ∈ Rn×r are deterministic.

For the system at each stage is perturbed by random vari-
ables, a stochastic optimal control problem is found andmany

works have been done, such as [3] and [33]. Otherwise,
considering the system at each stage is disturbed by uncertain
variables, uncertain optimal control problem is found and lots
of problems have been solved, see [13] and [14]. Different
from the stochastic or uncertain situation, we consider a
complex system includes both uncertainty and randomness
as below

x(j+ 1) = (Fj + αjFjηj + βjFjτj)x(j)
+(Gj + αjGjηj + βjGjτj)u(j),

x(0) = x0, j = 0, 1, 2, · · · ,N − 1,

(9)

where x(j) ∈ Rn is the state vector with initial state x0 ∈ Rn,
u(j) ∈ Rr is the control vector. The matrices Fj ∈ Rn×n,Gj ∈
Rn×r are deterministic, αj and βj are real numbers which sat-
isfy |αj|+ |βj| ≤ 1. In addition, the noises ηj are independent
random variables and τj are independent uncertain variables,
for j = 0, 1, 2, · · · ,N − 1.
Remark 4: The formulation |αj| + |βj| ≤ 1 means that at

each stage, the effects of the noises are small enough. Systems
with noises have a wide range of applications in different
fields. For example, the application of systems with uncertain
variables [18] was applied to the field of portfolio selection,
and the application of systems with uncertain random vari-
ables in the field of two-spool turbofan engine.
Remark 5: If αj = 0, then the uncertain random system (9)

models an uncertain system. If βj = 0, then the uncertain
random system (9) becomes a stochastic system. If αj =
βj = 0, then the uncertain random system (9) changes into
the deterministic system (8).

Based on expected value criterion, the optimal control
model for a multistage uncertain random system is formu-
lated as follows

J (x0, 0) = min
u(j)∈U(j)
0≤j≤N

E
[

N∑
j=0

f (x(j),u(j), j)
]

subject to
x(j+ 1) = (Fj + αjFjηj + βjFjτj)x(j)

+(Gj + αjGjηj + βjGjτj)u(j),
j = 0, 1, 2, · · · ,N − 1, x(0) = x0,

(10)

where f is the objective function, U(j) means the control
domain for u(j), J (x0, 0) is the expected optimal reward
obtainable from the first stage to the last stage.
Remark 6: In model (10), we construct the optimal control

problem with expected value criterion. Of course, we may
consider other criteria, e.g., chance measure criteria, opti-
mistic value criteria or pessimistic value criteria. In the aspect
of introduction and applications of problems, the difference
among them is mainly that they adopt different criteria to
compare two different uncertain random variables. For exam-
ple, in view of the large wage gap from different employees
of a company, we can establish the optimal control problem
with the optimistic value criterion.

Let J (xk , k) be the expected optimal reward obtainable
in [k,N ] for any 0 ≤ k ≤ N with the condition that at
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stage k we are in state x(k) = xk . By applying Bellman’s
principle, the recurrence equations are established to solve
the problem (10).
Theorem 1: For the problem (10), we have the following

recurrence equations

J (xN ,N ) = max
u(N )∈U(N )

f (xN ,u(N ),N ), (11)

J (xk , k) = max
u(k)∈U(k)

E[f (xk ,u(k), k)+ J (x(k + 1), k + 1)],

(12)

for k = N − 1,N − 2, · · · , 1, 0.
The proof of Theorem 1 is similar to that in Zhu [29].
Remark 7: Compared with [3], [13], and [14], we use

Bellman’s principle to solve the optimal control problem.
The solution of problem (10) can be deduced by solving the
simpler problems (11) and (12) step by step from the last stage
to the initial stage. We study optimal control for a multistage
uncertain random system which includes both uncertainty
and randomness. To some extent, it’s a generalization of
the stochastic optimal control model and uncertain optimal
control model.

IV. BANG-BANG PROBLEM OF OPTIMAL
CONTROL MODEL
If the optimal control of an optimal control problem can be
expressed by the sign of a function, the problem is called the
bang-bang control problem. In this section, let us consider the
following optimal control problem

J (x0, 0)

= min
u(j)∈[a,b]r

0≤j≤N−1

E
[
N−1∑
j=0

(ajx(j)+ bju(j))+ aNx(N )
]

subject to
x(j+ 1) = (Fj + αjFjηj + βjFjτj)x(j)

+(Gj + αjGjηj + βjGjτj)u(j),
j = 0, 1, · · · ,N − 1, x(0) = x0,

(13)

where aj is a vector of dimension n, bj is a vector of dimen-
sion r . Note that in the model (13), the constraint domain of
u(j) is [a, b]r = [a, b] × [a, b] × · · · × [a, b].With the help
of recurrence equations, the optimal results for the optimal
control model (13) can be obtained.
Theorem 2: The optimal controls u∗(k) of (13) are pro-

vided by

u∗j (k) =


b, if (αk )j > 0,
a, if (αk )j < 0,
undetermined, otherwise,

(14)

with αk = bk + (1 + αkE[ηk ] + βkE[τk ])GTk rk+1, for k =
0, 1, 2, · · · ,N − 1, j = 1, 2, · · · , r. The optimal values are

J (xN ,N ) = rTNxN , J (xk , k) = rTk xk +
N−1∑
i=k

ti, (15)

where

rN = aN , rk = ak + (1+ αkE[ηk ]+ βkE[τk ])FTk rk+1,

tk = (bk + (1+ αkE[ηk ]+ βkE[τk ])GTk rk+1)
Tu∗(k),

and u∗j (k) and (bk + (1+αkE[ηk ]+βkE[τk ])GTk rk+1)j mean
the j-th elements in vectors u∗(k) and bk + (1 + αkE[ηk ] +
βkE[τk ])GTk rk+1, respectively, for k = 0, 1, 2, · · · ,N − 1.
Proof: Denote the optimal controls of problem (13) as

u∗(k) = (u∗1(k), u
∗

2(k), · · · , u
∗
r (k))

T , for k = 0, 1, 2, · · · ,N .
By using the recurrence equation (11), we have J (xN ,N ) =
rTNxN . For k = N − 1, by using the recurrence equation (12),
we have

J (xN−1,N − 1)

= max
u(N−1)∈[a,b]r

{aTN−1xN−1 + b
T
N−1u(N − 1)

+E[rTN ((FN−1 + αN−1FN−1ηN−1
+βN−1FN−1τj)x(N − 1)(GN−1 + αN−1GN−1ηN−1
+βN−1GN−1τN−1)u(N − 1))]}. (16)

We obtain

J (xN−1,N − 1)

= max
u(N−1)∈[a,b]r

{(aN−1 + (1+ αN−1E[ηN−1]

+βN−1E[τN−1])FTN−1rN )
T xN−1

+ (bN−1 + (1+ αN−1E[ηN−1]

+βN−1E[τN−1])GTN−1rN )
Tu(N − 1)}. (17)

Let u∗(N − 1) be the solution of the former equation. Denote
αN−1 = bN−1+(1+αN−1E[ηN−1]+βN−1E[τN−1])GTN−1rN .
Then

max
u(N−1)∈[a,b]r

{αTN−1u(N − 1)} = αTN−1u
∗(N − 1). (18)

So we can get the optimal control u∗(N − 1) as

u∗j (N − 1) =


b, if (αN−1)j > 0,
a, if (αN−1)j < 0,
undetermined, otherwise,

(19)

where (αN−1)j represents the j-th element in vector αN−1.
Hence, we can get

J (xN−1,N − 1)

= (aN−1 + (1+ αN−1E[ηN−1]

+βN−1E[τN−1])FTN−1rN )
T xN−1

+ (bN−1 + (1+ αN−1E[ηN−1]

+βN−1E[τN−1])GTN−1rNu
∗(N − 1). (20)

Denote

rN−1 = aN−1 + (1+ αN−1E[ηN−1]

+βN−1E[τN−1])FTN−1rN , (21)

tN−1 = (bN−1 + (1+ αN−1E[ηN−1]

+βN−1E[τN−1])GTN−1rN )
Tu∗(N − 1). (22)
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Then

J (xN−1,N − 1) = rTN−1xN−1 + tN−1. (23)

For k = N − 2, by using the recurrence equation (12), we
have

J (xN−2,N − 2)

= max
u(N−2)∈[a,b]r

{(aN−2 + (1+ αN−2E[ηN−2]

+βN−2E[τN−2])FTN−2rN−1)
T xN−2

+ (bN−2 + (1+ αN−2E[ηN−2]+ βN−2
·E[τN−2])GTN−2rN−1)

Tu(N − 2)}. (24)

Similar to the calculation of k = N − 1, denote

rN−2 = aN−2 + (1+ αN−2E[ηN−2]

+βN−2E[τN−2])FTN−2rN−1, (25)

tN−2 = (bN−2 + (1+ αN−2E[ηN−2]+ βN−2
·E[τN−2])GTN−2rN−1)

Tu∗(N − 2). (26)

Then

J (xN−2,N − 2) = rTN−2xN−2 +
N−1∑
i=N−2

ti, (27)

and the optimal control u∗(N − 2) is

u∗j (N − 2) =


b, if (αN−2)j > 0,
a, if (αN−2)j < 0,

undetermined, otherwise,

(28)

with αN−2 = bN−2 + (1+ αN−2E[ηN−2]+ βN−2E[τN−2])
GTN−2rN−1, and (αN−2)j represents the j-th element in the
vector αN−2. By induction, the theorem is proved.
Compared with the general optimal control problem,

we obtain the analytical expression for the optimal control
(14) of the optimal control problem (13). This type of optimal
control (14) is easy to implement compared to some optimal
controls and has a wide range of applications [25], [27].

Different from [27], we study an optimal control model
whose system matrices and control matrices are multiplied
by random sequences and uncertain sequences. The optimal
results of the optimal control model whose systems involve
both multiplicative noises and additive noises are easily
deduced based on Theorem 3.2 in [27] and Theorem 2. The
model is presented in the form of

J (x0, 0)

= min
u(j)∈[a,b]r

0≤j≤N−1

E
[
N−1∑
j=0

(ajx(j)+ bju(j))+ aNx(N )
]

subject to
x(j+ 1) = (Fj + αjFjηj + βjFjτj)x(j)+ (Gj

+αjGjηj + βjGjτj)u(j)+mjξ̃j,

j = 0, 1, · · · ,N − 1, x(0) = x0,

(29)

where mj ∈ Rn are constant matrices, the uncertain random
variables ξ̃j = fj(η̃j, τ̃j) where fj are measurable functions, η̃j

are random variables and τ̃j are uncertain variables, for j =
0, 1, · · · ,N − 1. Moreover, the uncertain variables τj, τ̃j, j =
0, 1, · · · ,N − 1 are independent.
Theorem 3: The optimal controls u∗(k) of (29) are pro-

vided by

u∗j (k) =


b, if (αk )j > 0,
a, if (αk )j < 0,

undetermined, otherwise,

(30)

with αk = bk + (1 + αkE[ηk ] + βkE[τk ])GTk rk+1, for k =
0, 1, 2, · · · ,N − 1, j = 1, 2, · · · , r . The optimal values are

J (xN ,N ) = rTNxN , (31)

J (xk , k) = rTk xk +
N−1∑
i=k

ti +
N−1∑
i=k

rTi miE[ξi], (32)

where

rN = aN , rk = ak + (1+ αkE[ηk ]+ βkE[τk ])FTk rk+1,

tk = (bk + (1+ αkE[ηk ]

+βkE[τk ])GTk rk+1)
Tu∗(k),

and u∗j (k) and (bk + (1+αkE[ηk ]+βkE[τk ])GTk rk+1)j mean
the j-th elements in vectors u∗(k) and bk + (1 + αkE[ηk ] +
βkE[τk ])GTk rk+1, respectively, for k = 0, 1, 2, · · · ,N − 1.
The proof of Theorem 3 is similar to Theorem 2, so we omit
it.
Example 1: Based on Theorem 2, we consider the fol-

lowing optimal control problems. First, an optimal control
problem is presented as below

J (x0, 0)

= max
u(i)∈[−1,1]
0≤i≤10

E
[

9∑
j=0

(aTj x(j)+ b
T
j u(j))+ a

T
10x(10)

]
subject to
x(j+ 1) = (Fj + αjFjηj + βjFjτj)x(j)

+(Gj + αjGjηj + βjGjτj)u(j),
j = 0, 1, 2, · · · , 9, x(0) = x0,

(33)

where

x(j) = (x1(j), x2(j))T ,F =
[
f11 f12
f21 f22

]
,G =

[
g11 g12
g21 g22

]
,

aT0
aT1
aT2
aT3
aT4
aT5
aT6
aT7
aT8
aT9
aT10


=



0.0736 0.8530
0.5290 0.7858
−0.3651 0.4269
0.5669 0.0014
0.1618 −0.2906
−0.5123 0.1088
−0.6075 0.5787
0.7344 0.9610
0.7875 0.7975
0.8244 0.2787
−0.2119 −0.8214


,
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TABLE 1. The coefficients of Fj .

TABLE 2. The coefficients of Gj .



b0
b1
b2
b3
b4
b5
b6
b7
b8
b9


=



0.5474 −0.1692
0.8020 −0.8615
0.0362 −0.7086
0.2732 0.4704
0.2294 0.0845
0.1767 −0.0487
0.9664 0.8507
−0.4864 −0.8967
0.1181 0.3162
−0.9045 0.1447


,



α0
α1
α2
α3
α4
α5
α6
α7
α8
α9


=



0.0971
0.0554
0.0522
−0.0314
−0.0025
−0.0244
0.0637
0.0094
0.0477
−0.0402


,



β0
β1
β2
β3
β4
β5
β6
β7
β8
β9


=



−0.0494
0.0607
0.0913
0.0965
0.0935
0.0724
−0.0143
−0.0726
−0.0254
0.0071


.

The coefficients of Fj and Gj are shown in Tables 1 and 2,
respectively.
The ηj ∼ U (−1, 1) are independent uniform random

variables and τj ∼ L(−1, 1) are independent linear uncer-
tain variables, and we can get E[ηj] = 0,E[τj] = 0, for
j = 0, 1, 2, · · · , 9. Suppose that we have the initial state
x0 = (0.8143, 0.2435)T . Then the optimal controls u∗(j) and
optimal objective values J (xj, j) of problem (33) are obtained
by Theorem 2 and listed in Table 3.
Remark 8: In columns 2 and 3 of Table 3, the correspond-

ing states x(j + 1) = (Fj + αjFjcj + βjFjdj)x(j) + (Gj +
αjGjcj+βjGjdj)u(j) with initial state x0 = (0.8143, 0.2435)T ,
where cj and dj are the realization of random variables ηj and

TABLE 3. The optimal results of problem (33).

TABLE 4. The optimal results of problem (34).

uncertain variables τj, and generated by 0 < cj+1
2 < 1, 0 <

dj+1
2 < 1 for j = 0, 1, 2, · · · , 9.
Next, we investigate an optimal control model subject

to a multistage system without randomness and uncertainty
compared with problem (33).

J (x0, 0)

= max
u(i)∈[−1,1]
0≤i≤10

E
[

9∑
j=0

(aTj x(j)+ b
T
j u(j))+ a

T
10x(10)

]
subject to
x(j+ 1) = Fjx(j)+ Gju(j),
j = 0, 1, 2, · · · , 9, x(0) = x0,

(34)

where the matrices Fj,Gj and vectors aj, bj, x(j),u(j) are the
same mean as problem (33).

The optimal controls u∗(j) and optimal objective values
J (xj, j) of problem (34) are obtained by Theorem 2 and listed
in Table 4.
From Tables 3 and 4, the optimal controls for problem (33)

and problem (34) are completely the same, they are illustrated
in Figure 1. But the state vectors of two problems are distinc-
tive, the state vectors of the problem (33) and problem (34)
are displayed in Figures 2 and 3, respectively. The reason for
the same optimal controls is that the expected values of the
uncertain variables and uncertain variables are zero. More
preciously, with the same initial state, the optimal values
J (x0, 0) of the problem (33) and problem (34) are identical.
Remark 9: Comparing uncertain random optimal control

problem (33) with optimal control problem (34) without
randomness and uncertainty, we see that problem (34) is
just a special case of problem (33). Similarly, we can do a
comparison between the uncertain random optimal control
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FIGURE 1. Trajectories concerning components of u(j ).

FIGURE 2. Trajectories concerning components of x(j ) for (33).

FIGURE 3. Trajectories concerning components of x(j ) for (34).

problem (33) and the optimal control problem with random-
ness or uncertainty.

V. LINEAR QUADRATIC PROBLEM OF OPTIMAL
CONTROL MODEL
The linear quadratic optimal control problem is one of the
most classic optimal control problems and has been playing a
central role in modern control theory. In this section, we study
an uncertain random LQ optimal control model where the
weighting matrices in the objective function are allowed to

be indefinite. To begin with, a linear quadratic optimal control
model is introduced as follows

J (x0, 0) = min
u(j)∈U(j)

0≤j≤N−1

E
[
N−1∑
j=0

(xT (j)Ajx(j)

+uT (j)Bju(j))+ xT (N )ANx(N )
]

subject to
x(j+ 1) = (Fj + αjFjηj + βjFjτj)x(j)

+(Gj + αjGjηj + βjGjτj)u(j),
j = 0, 1, · · · ,N − 1, x(0) = x0,

(35)

where Aj ∈ Rn×n,Bj ∈ Rr×r are symmetric matrices, the
noises ηj ∼ U (−1, 1) are independent random variables and
τj ∈ L(−1, 1) are independent uncertain variables, for j =
0, 1, 2, · · · ,N − 1.
Since the weighting matrices A0,A1, · · · ,AN ,B0,B1,
· · · ,BN−1 are indefinite, the model (35) maybe ill-posed.
Therefore, we have the following definitions.
Definition 6: The LQ problem (35) is called well-posed if

J (x0, 0) > −∞, for any x0 ∈ Rn.
Definition 7: A well-posed problem is called attainable

if there exists a control sequence (u∗(0),u∗(1),u∗(2), · · · ,
u∗(N−1)) such that achieves J (x0, 0) for any x0 ∈ Rn. In this
case (u∗(0),u∗(1),u∗(2), · · · ,u∗(N−1)) is called an optimal
control sequence.

Before giving the main results of the LQ problem (35),
some useful lemmas are presented.
Lemma 4 (Penrose [28]): Let a matrix A ∈ Rm×n be

given. Then there exists a unique matrix A+ ∈ Rn×m, which
is called the Moore-Penrose pseudo inverse of A, such that
AA+A = A,A+AA+ = A+, (AA+)T = AA+, (A+A)T =
A+A.
Lemma 5 (Penrose [28]): Let a symmetric matrix S be

given. Then (i) S+ = (S+)T ; (ii) S ≥ 0 if and only if
S+ ≥ 0; (iii) SS+ = S+S.
Lemma 6 (Penrose [28]): Let A,B,C be given matrices

with appropriate sizes, then the matrix equation AXB = C
have a solution X if and only if AA+CB+B = C. Moreover,
any solution to AXB = C is represented by X = A+CB+ +
Y−A+AYBB+, where Y is any matrix with appropriate size.
The main results of the LQ problem (35) are given as

follows.
Theorem 4: Suppose the LQ problem (35) is attainable by

a feedback control law u(j) = Ljxj where Lj ∈ Rr×n are
constant matrices, then there exist symmetric matrices Sj ∈
Rn×n satisfy the following constrained difference equation
(CDE)

Sj = Aj + (1+ 1
3α

2
j +

1
3β

2
j )F

T
j Sj+1Fj −M

T
j P
+

j M j,

SN = AN ,
P jP+j M j = M j,

P j = Bj + (1+ 1
3α

2
j +

1
3β

2
j )G

T
j Sj+1Gj ≥ 0,

M j = (1+ 1
3α

2
j +

1
3β

2
j )G

T
j Sj+1Fj,

(36)
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where P+j mean the Moore-Penrose inverse of P j, for j =
0, 1, 2, · · · ,N − 1. Moreover, the optimal feedback control
gain matrices are provided by

Lj = −P+j M j + Y j − P+j P jY j, (37)

with Y j ∈ Rr×n being any given real matrices, for j =
0, 1, 2, · · · ,N − 1. The optimal values are

J (xj, j) = xTj Sjxj, (38)

for j = 0, 1, 2, · · · ,N .
Proof:Denote the optimal controls of the LQ problem (35)

as u∗(0),u∗(1),u∗(2), · · · ,u∗(N − 1). By recurrence equa-
tion (11), we have J (xN ,N ) = xTNSNxN , where SN = AN .
For j = N − 1, by recurrence equation (12), we have

J (xN−1,N − 1)

= min
u(N−1)∈U(N−1)

E{xTN−1AN−1xN−1

+uT (N − 1)BN−1u(N − 1)

+ [FN−1xN−1 + GN−1u(N − 1)]TSN
· [FN−1xN−1 + GN−1u(N − 1)]

· (1+ α2N−1η
2
N−1 + β

2
N−1τ

2
N−1 + 2αN−1ηN−1

+ 2βN−1τN−1 + 2αN−1βN−1ηN−1τN−1)}. (39)

Using the linear property of expected value with chance
measure, it holds that

J (xN−1,N − 1)

= min
u(N−1)∈U(N−1)

{
xTN−1AN−1xN−1

+uT (N − 1)BN−1u(N − 1)

+ [FN−1xN−1 + GN−1u(N − 1)]TSN
· [FN−1xN−1 + GN−1u(N − 1)] ·

{1+ α2N−1E[η
2
N−1]+ 2αN−1E[ηN−1]

+E[β2N−1τ
2
N−1 + 2βN−1τN−1

+ 2αN−1βN−1ηN−1τN−1]}
}
. (40)

Since ηN−1 ∼ U (−1, 1), it obtains E[ηN−1] =

0,E[η2N−1] =
1
3 . Next, let us discuss the expected value

of uncertain random variable β2N−1τ
2
N−1 + 2βN−1τN−1 +

2αN−1βN−1ηN−1τN−1.
(i) If αN−1 = βN−1 = 0, it’s easy to know

[β2N−1τ
2
N−1 + 2βN−1τN−1 + 2αN−1βN−1ηN−1τN−1] = 0.

(41)

(ii) If αN−1 = 0, βN−1 6= 0, we find

E[β2N−1τ
2
N−1 + 2βN−1τN−1 + 2αN−1βN−1ηN−1τN−1]

= β2N−1E[τ
2
N−1 +

2
βN−1

τN−1]. (42)

Because of 0 <| βN−1 |≤ 1, we have | 2
βN−1

|≥

2. By Lemma 1, E[τ 2N−1 +
2

βN−1
τN−1] = 1

3 . Therefore,
we obtain

E[β2N−1τ
2
N−1 + 2βN−1τN−1 + 2αN−1βN−1ηN−1τN−1]

=
1
3
β2N−1. (43)

(iii) If αN−1 6= 0, βN−1 6= 0, let 8N−1 be the probabil-
ity distribution of random variable ηN−1. Using Lemma 2,
we have

E[β2N−1τ
2
N−1 + 2βN−1τN−1 + 2αN−1βN−1ηN−1τN−1]

=

∫ 1

−1
β2N−1E

[
τ 2N−1 +

2+ 2αN−1yN−1
βN−1

τN−1

]
× d8N−1(yN−1). (44)

We get | 2+2αN−1yN−1
βN−1

|≥
2−|2αN−1|
|βN−1|

≥ 2 with conditions |
αN−1 | + | αN−1 |≤ 1 and yN−1 ∈ [−1, 1]. By Lemma 1,

E[τ 2N−1 +
2+2αN−1yN−1

βN−1
τN−1] = 1

3 . Thus

E[β2N−1τ
2
N−1 + 2βN−1τN−1 + 2αN−1βN−1ηN−1τN−1]

=

∫ 1

−1

1
3
β2N−1d8N−1(yN−1)

=
1
3
β2N−1. (45)

Combining the above three cases, we have

E[β2N−1τ
2
N−1 + 2βN−1τN−1 + 2αN−1βN−1ηN−1τN−1]

=
1
3
β2N−1. (46)

Furthermore, we obtain

J (xN−1,N − 1)

= min
u(N−1)∈U(N−1)

{xTN−1AN−1xN−1

+uT (N − 1)BN−1u(N − 1)

+ (1+
1
3
α2N−1 +

1
3
β2N−1)[FN−1xN−1

+GN−1u(N − 1)]TSN [FN−1xN−1
+GN−1u(N − 1)]}. (47)

It’s assumed that LQ problem (35) is attainable by a feedback
control u(N − 1) = LN−1xN−1, thus

J (xN−1,N − 1)

= min
LN−1
{xTN−1[AN−1 + L

T
N−1BN−1LN−1

+ (1+
1
3
α2N−1 +

1
3
β2N−1)(FN−1 + GN−1LN−1)

T

·SN (FN−1 + GN−1LN−1)]xN−1}. (48)

Denote

SN−1 = AN−1 + LTN−1BN−1LN−1

+ (1+
1
3
α2N−1 +

1
3
β2N−1)(FN−1 + GN−1LN−1)

T

·SN (FN−1 + GN−1LN−1). (49)

Then it follows from the first-order necessary conditions for
optimality that

∂SN−1
LN−1
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= 2(BN−1 + (1+
1
3
α2N−1 +

1
3
β2N−1)G

T
N−1SNGN−1)

·LN−1 + 2(1+
1
3
α2N−1 +

1
3
β2N−1)G

T
NSNFN−1

= 0. (50)

Let

PN−1 = BN−1 + (1+
1
3
α2N−1 +

1
3
β2N−1)

·GTN−1SNGN−1, (51)

MN−1 = (1+
1
3
α2N−1 +

1
3
β2N−1)G

T
NSNFN−1. (52)

Then we have PN−1LN−1 + MN−1 = 0. By Lemma 6,
the equation (50) has a solution if and only if PN−1P+N−1
MN−1 = MN−1. Thus, we can get{
LN−1=−P+N−1MN−1 + YN−1−P+N−1PN−1YN−1,
∀YN−1 ∈ Rr×n.

(53)

Substituting (53) into (49), it holds that

SN−1 = AN−1 + (1+
1
3
α2N−1 +

1
3
β2N−1)F

T
N−1

·SNFN−1 −MT
N−1P

+

N−1MN−1. (54)

Therefore, we have

J (xN−1,N − 1) = xTN−1SN−1xN−1. (55)

In the following, we assert that SN−1 must satisfy

PN−1

= BN−1 + (1+
1
3
α2N−1 +

1
3
β2N−1)G

T
N−1SNGN−1

≥ 0. (56)

If not, there is a negative eigenvalue µ < 0 for PN−1.
Denote the unitary eigenvector with respect to µ by vµ
(i.e., vTµvµ = 1 and PN−1vµ = µvµ). Let σ 6= 0 be an
arbitrary scalar and construct a control ũ(N − 1) as follow

ũ(N − 1) = σ | µ |
1
2 vµ − P+N−1MN−1xk . (57)

According to lemmas 4, 5, by equations (47), (51), (52), (54),
the associated objective function becomes

J (xN−1,N − 1)

= min
u(N−1)∈U(N−1)

{xTN−1M
T
N−1P

+

N−1MN−1xN−1

+ xTN−1SN−1xN−1
+ 2uT (N − 1)PN−1P+N−1MN−1xN−1
+uT (N − 1)PN−1u(N − 1)}

= min
u(N−1)∈U(N−1)

{[u(N − 1)+ P+N−1

·MN−1xN−1]TPN−1
· [u(N − 1)+ P+N−1MN−1xN−1]

+ xTN−1SN−1xN−1}

≤ [ũ(N − 1)+ P+N−1MN−1xN−1]TPN−1[ũ(N − 1)

+P+N−1MN−1xN−1]+ xTN−1SN−1xN−1

= [(σ | µ |−
1
2 vµ)TPN−1(σ | µ |−

1
2 vµ)

+xTN−1SN−1xN−1
= −σ 2

+ xTN−1SN−1xN−1. (58)

Let σ → ∞. Then J (x0,u) → −∞, which contradicts the
assumption of the theorem.

For j = N − 2, similar to the calculation of j = N − 1,
we have

J (xN−2,N − 2)

= min
u(N−2)∈U(N−2)

{xTN−2AN−2xN−2

+uT (N − 2)BN−2u(N − 2)

+ (1+
1
3
α2N−2 +

1
3
β2N−2)[FN−2xN−2 + GN−2

·u(N − 2)]TSN−1[FN−2xN−2 + GN−2u(N − 2)]}

= min
LN−2
{xTN−2[AN−2 + L

T
N−2BN−2LN−2

+ (1+
1
3
α2N−2 +

1
3
β2N−2)(FN−2 + GN−2LN−2)

T

·SN−1(FN−2 + GN−2LN−2)]xN−2}. (59)

Denote

SN−2 = AN−2 + LTN−2BN−2LN−2 + (1+
1
3
α2N−2

+
1
3
β2N−2)(FN−2 + GN−2LN−2)

T

·SN−1(FN−2 + GN−2LN−2). (60)

According to the necessary conditions for first order optimal-
ity, we obtain

∂SN−2
LN−2

= 2(BN−2 + (1+
1
3
α2N−2 +

1
3
β2N−2)G

T
N−2SN−1

·GN−2)LN−2 + 2(1+
1
3
α2N−2 +

1
3
β2N−2)

·GTN−2SN−1FN−2
= 0. (61)

Then PN−2LN−2 +MN−2 = 0 has a solution if and only if
PN−1P+N−1MN−1 = MN−1 where PN−2 = BN−2 + (1 +
1
3α

2
N−2 +

1
3β

2
N−2)G

T
N−2SN−1GN−2,MN−2 (1 + 1

3α
2
N−2 +

1
3β

2
N−2)G

T
N−2SN−1FN−2. Furthermore, we obtain{

LN−2=−P+N−2MN−2+YN−2 − P+N−2PN−2YN−2,
∀YN−2 ∈ Rr×n,

(62)

and

SN−2 = AN−2 + (1+
1
3
α2N−2 +

1
3
β2N−2)F

T
N−2SN−1

·FN−2 −MT
N−2P

+

N−2MN−2. (63)

So the optimal value is

J (xN−2,N − 2) = xTN−2SN−2xN−2. (64)

VOLUME 11, 2023 2113



X. Chen, T. Jin: Optimal Control for a Multistage Uncertain Random System

With the similar method to N − 1, it holds that PN−2 =
BN−2 + (1 + 1

3α
2
N−2 +

1
3β

2
N−2)G

T
N−2SN−1GN−2 ≥ 0.

By induction, the theorem is proved.
Different from [22], we study an LQ optimal model (35)

where the weighting matrices in the objective function are
allowed to be indefinite. Compared with [3] and [14],
we study an optimal control whose system matrices and
control matrices are multiplied by uniform random sequences
and linear uncertain sequences, and the effects of randomness
and uncertainty are displayed by 1

3α
2
j and 1

3β
2
j , respectively.

From Theorem 1 in [14] and Theorem 4, we can see that both
of them are similar in form. Then Theorems 5 and 6 can be
easily proved by the same procedures as in Theorems 2 and 3
of [14].
Theorem 5: The LQ problem (35) is well-posed if there

exist symmetric matrices Sj satisfying the following LMI
condition [

L11 L12
L21 L22

]
≥ 0, (65)

with

L11 = Aj + (1+
1
3
α2j +

1
3
β2j )F

T
j Sj+1Fj − Sj, (66)

L12 = (1+
1
3
α2j +

1
3
β2j )F

T
j Sj+1Gj, (67)

L21 = (1+
1
3
α2j +

1
3
β2j )G

T
j Sj+1Fj, (68)

L22 = Bj + (1+
1
3
α2j +

1
3
β2j )G

T
j Sj+1Gj, (69)

for j = 0, 1, 2, · · · ,N − 1, and SN ≤ AN .
Theorem 6: The following are equivalent
(i) The LQ problem (35) is well-posed.
(ii) The LQ problem (35) is attainable.
(iii) The LMI condition (65) is feasible.
(iv) The CDE (36) is solvable.
Next, we provide a complete characterization of all optimal

controls. More preciously, we show that any optimal control
can be expressed in terms of the solution to the CDE (36) with
two degrees of freedom.
Theorem 7: Suppose Sj(j = 0, 1, 2, · · · ,N − 1) solve the

CDE (36). Then the set of all optimal controls u(j) for the LQ
problem (35) is provided by{
u(j) =−(P+j M j + Y j − P+j P jY j)xj + Zj−P

+

j P jZj,
j = 0, 1, 2, · · · ,N − 1,

(70)

where Y j ∈ Rr×n and Zj ∈ Rr are any given real matrices and
real vectors, respectively. Furthermore, the optimal values are

J (xj, j) = xTj Sjxj, (71)

for j = 0, 1, 2, · · · ,N − 1,N .
Proof: Sufficiency. Let Sj(j = 0, 1, 2, · · · ,N − 1) solves

the CDE (36). Similar proof process as Theorem 4, we have

J (xj, j)

= min
u(j)∈U(j)

{xTj [Aj + (1+
1
3
α2j +

1
3
β2j )F

T
j Sj+1Fj]xj

+ 2(1+
1
3
α2j +

1
3
β2j )u

T (j)GTj Sj+1Fjxj

+uT (j)[Bj + (1+
1
3
α2j +

1
3
β2j )G

T
j Sj+1Gj]u(j)

= min
u(j)∈U(j)

{xTj M
T
j P
+

j M jxj + 2uT (j)M jxj

+uT (j)P ju(j)+ xTj Sjxj}. (72)

Let T j = −(Y j − P+j P jY j) and T̃ j = −(Zj − P
+

j P jZj). Then
we haveP jT j = 0,P jT̃ j = 0. A completion of square implies

J (xj, j)

= min
u(j)∈U(j)

{[u(j)+ (P+j M j + T j)xj + T̃ j]TP j[u(j)

+ (P+j M j + T 1
j )xj + T

2
j ]} + x

T
j Sjxj. (73)

Since P j ≥ 0, we know that u(j) = −[(P+j M j + T j)xj +
T̃ j] which minimizes the objective function J (xj, j). Fur-
thermore, the optimal values are J (xj, j) = xTj Sjxj, for
j = 0, 1, 2, · · · ,N − 1,N .
Necessity. If any control sequence ũ(j) which minimizes

the objective function J (xj, j), thus

J (xj, j) = min
u(j)∈U(j)

{[u(j)+ P+j M jxj]TP j[u(j)

+P+j M jxj]} + xTj Sjxj

= xTj Sjxj. (74)

The above equality implies that{
[ũ(j)+ P+j M jxj]TP j[ũ(j)+ P+j M jxj] = 0,

j = 0, 1, 2, · · · ,N − 1.
(75)

As P j ≥ 0, we know P j = CT
j C j where C j ∈ Rr×r is a

constant matrix. Then, we obtain

C j[ũ(j)+ P+j M jxj] = 0, (76)

which means that

P j[ũ(j)+ P+j M jxj] = 0. (77)

Hence ũ(j) solves the following equation

P jũ(j)+ P jP+j M jxj = 0. (78)

By Lemma 6.3 with A = P j,B = I,C = −P jP+j M jxj, we
have the following solution of equation (78) with{

ũ(j) = −P+j M jxj + Zj − P+j P jZj,
∀Zj ∈ Rr , j = 0, 1, 2, · · · ,N − 1.

(79)

Thus the optimal control can be represented by (70).
Example 2: Based on Theorem 4, we consider the follow-

ing LQ optimal control problems. First, an LQ optimal the
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control problem is presented below

J (x0, 0) = min
u(j)∈U(j)
0≤j≤3

E
[

2∑
j=0

(xT (j)Ajx(j)

+uT (j)Bju(j))+ xT (3)A3x(3)
]

subject to
x(j+ 1) = (Fj + αjFjηj + βjFjτ1j)x(j)

+(Gj + βjGjηj + βjGjτ1j)u(j),
j = 0, 1, 2, x(0) = x0.

(80)

We study a three-stage system (80) with initial state x0 =
(0.3163,−0.2279)T . The coefficients of the dynamic system
are as follows

F0 =

[
0.4315 0.5201
−0.3349 0.4768

]
,F1 =

[
0.7820 0.3403
−0.6957 0.1354

]
,

F2 =

[
0.7178 0.5037
0.3369 0.6848

]
,G0 =

[
0.7813 0.5816
0.4792 0.7321

]
,

G1 =

[
0.6987 −0.7249
−0.5871 0.5679

]
,G2 =

[
0.3897 0.5288
0.4697 0.5721

]
.

And α0 = 0.3, α1 = −0.1, α2 = 0.2, β0 = 0.2, β1 =
−0.1, β2 = 0.3. The ηj ∼ U (−1, 1) are independent uni-
formly distributed random variables and τj ∼ L(−1, 1) are
independent linear uncertain variables for j = 0, 1, 2. Finally,
the state and control weights are

A0 =

[
1.3521 0

0 −0.3847

]
,A1 =

[
1.5326 0

0 0.7712

]
,

A2 =

[
−1.5879 0

0 −0.6423

]
,A3 =

[
1.3789 0

0 0.7824

]
,

B0 =

[
0.8429 0

0 1.2437

]
,B1 =

[
−0.3417 0

0 −1.1022

]
,

B2 =

[
0.5920 0

0 1.4328

]
.

We solve the corresponding CDE of the problem (80) stage
by stage and construct the optimal feedback control law Lj.
Finally, we can calculate the optimal results.

Specially, for the CDE (36), the terminal condition is S3 =
A3.

Stage 3: for j = 2, we have

P2 = B2 + (1+
1
3
α2 +

1
3
β2)GT2 S3G2

=

[
0.9906 0.5158
0.5158 2.1023

]
≥ 0, (81)

P+2 = P−12 =

[
1.1574 −0.2840
−0.2840 0.5454

]
, (82)

M2 = (1+
1
3
α2 +

1
3
β2)GT2 S3F2

=

[
0.5316 0.5450
0.7034 0.7030

]
, (83)

S2 = A2 + (1+
1
3
α2 +

1
3
β2)FT2 S3F2 −MT

2 P
+

2 M2

=

[
−1.1385 0.3185
0.3185 −0.2901

]
. (84)

The optimal feedback control gain is

L2 = −P+2 M2 =

[
−0.4155 −0.4311
−0.2326 −0.2286

]
. (85)

Stage 2: for j = 1, we have

P1 = B1 + (1+
1
3
α1 +

1
3
β1)GT1 S2G1

=

[
−1.2649 0.9415
0.9415 −2.0626

]
≥ 0, (86)

P+1 = P−11 =

[
−1.1974 −0.5466
−0.5466 −0.7343

]
, (87)

M1 = (1+
1
3
α1 +

1
3
β1)GT1 S2F1

=

[
−1.0486 −0.2830
1.0692 0.2908

]
, (88)

S1 = A1 + (1+
1
3
α1 +

1
3
β1)FT1 S2F1 −MT

1 P
+

1 M1

=

[
1.2719 −0.0679
−0.0679 0.7307

]
. (89)

The optimal feedback control gain is

L1 = −P+1 M1 =

[
−0.6712 −0.1800
0.2120 0.0588

]
. (90)

Stage 1: for j = 0, we have

P0 = B0 + (1+
1
3
α0 +

1
3
β0)GT0 S1G0

=

[
1.7750 0.8102
0.8102 2.0409

]
≥ 0, (91)

P+0 = P−10 =

[
0.6881 −0.2732
−0.2732 0.5984

]
, (92)

M0 = (1+
1
3
α0 +

1
3
β0)GT0 S2F0

=

[
0.3289 0.6694
0.1375 0.6209

]
, (93)

S0 = A0 + (1+
1
3
α0 +

1
3
β0)FT0 S1F0 −MT

0 P
+

0 M0

=

[
1.6441 0.0522
0.0522 −0.1995

]
. (94)

The optimal feedback control gain is

L0 = −P+0 M0 =

[
−0.1887 −0.2910
0.0075 −0.1887

]
. (95)

Suppose that we have the initial state x0 = (0.3163,
−0.2279)T . Then the optimal controls u∗(j) = Ljx(j) and
optimal objective values J (xj, j) of problem (80) are obtained
by Theorem 4 and listed in Table 5.
Remark 10: In columns 2 and 3 of Table 5, the correspond-

ing states x(j+1) = (Fj+αjFjcj+βjFjdj)x(j)+(Gj+αjGjcj+
βjGjdj)u(j) with initial state x0 = (0.3163,−0.2279)T ,
where cj and dj are the realization of random variables ηj
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TABLE 5. The optimal results of problem (80).

and uncertain variables τj, and generated by 0 < cj+1
2 <

1, 0 < dj+1
2 < 1 for j = 0, 1, 2, · · · , 9.

Next, we investigate an LQ optimal control model subject
to a multistage system without randomness and uncertainty
compared with problem (80).

J (x0, 0) = min
u(j)∈U(j)
0≤j≤3

E
[

2∑
j=0

(xT (j)Ajx(j)

+uT (j)Bju(j))+ xT (3)A3x(3)
]

subject to
x(j+ 1) = Fjx(j)+ Gju(j),
j = 0, 1, 2, x(0) = x0.

(96)

where the matrices Aj,Bj,Fj,Gj and vectors x(j),u(j) are the
same mean as problem (80).

Specially, for the CDE (36), the terminal condition is
S̃3 = A3.
Stage 3: for j = 2, we have

P̃2 = B2 + GT2 S̃3G2 =

[
0.9740 0.4944
0.4944 2.0745

]
≥ 0, (97)

P̃
+

2 = P̃
−1
2 =

[
1.1680 −0.2784
−0.2784 0.5484

]
, (98)

M̃2 = GT2 S̃3F2 =

[
0.5095 0.5223
0.6742 0.6738

]
, (99)

S̃2 = A2 + FT2 S̃3F2 − M̃
T
2 P̃
+

2 M̃2

=

[
−1.1499 0.3127
0.3127 −0.2972

]
. (100)

The optimal feedback control gain is

L̃2 = −P̃
+

2 M̃2 =

[
−0.4074 −0.4225
−0.2279 −0.2241

]
. (101)

Stage 2: for j = 1, we have

P̃1 = B1 + GT1 S̃2G1

=

[
−1.2620 0.9386
0.9386 −2.0597

]
≥ 0, (102)

P̃
+

1 = P̃
−1
1 =

[
−1.1986 −0.5462
−0.5462 −0.7344

]
, (103)

M̃1 = GT1 S̃2F1 =

[
−1.0452 −0.2827
1.0658 0.2905

]
, (104)

S̃1 = A1 + FT1 S̃2F1 − M̃
T
1 P̃
+

1 M̃1

=

[
1.2721 −0.0678
−0.0678 0.7295

]
. (105)

TABLE 6. The optimal results of problem (96).

The optimal feedback control gain is

L̃1 = −P̃
+

1 M̃1 =

[
−0.6707 −0.1801
0.2118 0.0590

]
. (106)

Stage 1: for j = 0, we have

P̃0 = B0 + GT0 S̃1G0 =

[
1.7362 0.7763
0.7763 2.0072

]
≥ 0, (107)

P̃
+

0 = P̃
−1
0 =

[
0.6964 −0.2693
−0.2693 0.6024

]
, (108)

M̃0 = GT0 S̃2F0 =

[
0.3155 0.6414
0.1322 0.5948

]
, (109)

S̃0 = A0 + FT0 S̃1F0 − M̃
T
0 P̃
+

0 M̃0

=

[
1.6330 0.0519
0.0519 −0.2025

]
. (110)

The optimal feedback control gain is

L̃0 = −P+0 M0 =

[
−0.1841 −0.2865
0.0054 −0.1855

]
. (111)

Then the optimal controls u∗(j) = Ljx(j) and optimal objec-
tive values J (xj, j) of problem (96) are obtained by Theorem 4
and listed in Table 6.
From Tables 5 and 6, the optimal controls for the prob-

lem (80) and problem (96) are distinctive due to the inter-
ference of uncertain variables and random variables. The
optimal value J (x0, 0) of problem (80) is greater than that of
problem (96). Comparing LQ optimal control problem (96)
without randomness and uncertainty, we need to pay a higher
price to meet the optimal value of the problem (80). This
phenomenon is different from that in Example 1.
Remark 11: Comparing uncertain random LQ optimal

control problem (80) with LQ optimal control problem (96)
without randomness and uncertainty, we see that prob-
lem (96) is just a special case of problem (80). Similarly,
we can do the comparison between the uncertain random
LQ optimal control problem (80) and LQ optimal control
problem with randomness or uncertainty.

VI. CONCLUSION
Different from the separate indeterministic environment such
as the stochastic or uncertain situation, this paper consid-
ered an optimal control whose system matrices and control
matrices are multiplied by random sequence and uncertain
sequence. To solve such a model, recurrence equations were
presented based on Bellman’s principle and chance theory.
With the help of recurrence equations, the bang-bang optimal
controls for two types of multistage uncertain random sys-
temswere obtained. Thenwe investigated an LQ optimal con-
trol problem, allowing the weighting matrices in the objective
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function to be indefinite.Moreover, numerical examples were
given to show the effectiveness of the results obtained.
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