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ABSTRACT The cross-ratio (CR)-based method exploits the invariance property of CRs in projective
transformation to determine a screen point corresponding to the pupil center. However, this point is
essentially the intersection of the eyeball optical axis (OA) and the screen, rather than the actual point-
of-regard (POR). In addition, the premise of CR calculation is that the corneal reflection points of four
on-screen light sources are coplanar with the 3D pupil center, but they are only assumed to be coplanar.
To solve these issues, this paper proposes an improved CR-based gaze estimation method using weighted
average and polynomial compensation. Under the configuration of a single camera and two light sources, the
3D corneal center and the normal vector of virtual pupil plane are first estimated using the eyeball imaging
model, and then four reference planes parallel to the virtual pupil plane are determined based on the geometric
model of pupil and screen corner points. The screen point corresponding to the intersection of each reference
plane and the line connecting the camera optical center and the imaging pupil center is calculated using
the conventional CR-based method. Thus, the point where the OA intersects the screen is determined by
the weighted average of these four points. Finally, a polynomial is learned to compensate it to the POR.
The experimental results show that the gaze accuracy can reach 1.33◦ when the more accurate eye is selected,
and it would be improved by 24% by calculating the joint POR, which is competitive with the state-of-the-art
methods using more complex systems. On the basis of simplifying the system configuration of CR-based
methods, the proposed method avoids the non-coplanarity of 3D pupil center and corneal reflection plane,
and improves the gaze estimation performance.

INDEX TERMS Gaze estimation, cross-ratio, corneal reflection, virtual pupil, polynomial compensation.

I. INTRODUCTION
Gaze tracking aims to analyze the user’s current gaze direc-
tion or gaze point from the user’s face or eye features, so as
to track the eye gaze. At present, it has been used in many
fields such as human-computer interaction, virtual reality, and
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human factors analysis [1], [2], [3]. The research on gaze
tracking is usually divided into appearance-based methods
and model-based methods. Appearance-based gaze estima-
tion methods use large training samples to learn the mapping
model between face/eye images and 2D/3D gazes, thereby
predicting the gaze information of a new image based on
the trained model. This method has low requirements on
system configuration and strong robustness, but is affected
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by the limitations of training samples. When there are dif-
ferences in appearance such as individuals, environments,
and head pose, it is difficult to accurately predict the gaze
using the trained model, making unconstrained gaze esti-
mation a challenging task [4]. Model-based gaze estimation
methods specifically study the relationship between eye fea-
tures and gaze in the state of eye movement. They use the
visual features, such as pupil, iris, and glints, to estimate the
2D POR using the 2D mapping model obtained by user
calibration or to estimate the 3D line-of-sight using the geo-
metric imaging model. Model-based methods can effectively
deal with the influence of individual differences and head
movements, and the gaze accuracy is often between 0.5◦

and 2◦ [5].
Model-based gaze estimation methods are generally

divided into 2D mapping-based methods and 3D model-
based methods. 2D mapping-based methods are based on
the invariant features of eye movement, and perform gaze
tracking by simulating the 2D mapping function between
the variation features of eye movement and the POR.
3D model-based methods are to solve the spatial points such
as corneal center and eyeball center according to the eyeball
structure and the geometric imaging model, which are used
to estimate the OA of the eyeball, and then estimate the
3D line-of-sight combined with the kappa angle. Among
the 2D mapping-based methods, the CR-based method is
a typical method. It utilizes the projections of four light
sources located at the four corners of the screen. Taking
the virtual tangent plane determined by the corneal reflec-
tion points of light sources as the medium, the screen point
corresponding to the 3D pupil center is calculated using the
CR invariance, which is regarded as the POR. However, this
method has two deficiencies: (1) The CR mapping point on
the screen of the pupil center is essentially the intersection
of the OA and the screen (POA), rather than the actual POR;
(2) The premise of CR calculation is that the corneal reflec-
tion points of four light sources are coplanar with the
3D pupil center, but they are only assumed to be coplanar.
This deviation is related to parameters such as the distance
from 3D corneal center to 3D pupil center and the corneal
radius [6].

To deal with these issues, Yoo and Chung [7] proposed to
use a scale factor α to convert the corneal reflection points
to be coplanar with the pupil. Coutinho and Morimoto [8]
not only calibrated the scale factor α, but also calculated
an offset vector to compensate for the kappa angle. They
also proposed a method to convert the pupil center to the
corneal reflection plane [9]. They calculated the intersection
of the visual axis (VA) and the corneal reflection plane as
the adjusted pupil center, and used the adjusted pupil center
and glints to estimate the POR using the CR invariance.
Hansen et al. [10] predefined a normalization plane, and
used two homography matrices from the image plane to
the normalization plane and the normalization plane to the
screen plane to convert from the imaging pupil center to
the POR. The homography matrix from the normalized plane

to the screen plane was determined through a user calibration
process with no less than four calibration points.
Cheng et al. [11] proposed the idea of using a dynamic virtual
tangent plane to improve the computational bias introduced
by the pupil center not being in the virtual tangent plane,
and described the relationship between the reflections of
LEDs and their virtual point using a dynamic matrix. These
CR-based methods meet the premise of CR calculation,
but the methods require four light sources located at the
four corners of the screen, even a light source placed on
the camera optical axis to determine a plane tangent to its
corneal reflection point. To ensure that all light sources are
imaged on the cornea, the range of head movement is limited.
Although Sasaki et al. [12] proposed to achieve CR-based
gaze estimation without installing near-infrared LEDs on the
screen by using a polarized camera to detect the screen, this
method has high system requirements.

To improve the actualities, this paper proposes a CR-based
gaze estimation method using a single-camera-two-light-
source (SCTLS) system. First, the 3D corneal center is esti-
mated by the corneal reflection of the two light sources, and
the normal vector of the virtual pupil is determined using the
3D reconstruction method of the spatial circular target. Then,
four reference planes parallel to the virtual pupil plane are
determined using the relationship between the pupil features
and the projections of screen corner points. The screen point
corresponding to the intersection of each reference plane and
the line connecting the camera optical center and the pupil
center is calculated using the conventional CR-based method.
Thus, the POA is determined by the weighted average of
these four points. Finally, the POR is converted from the POA
through polynomial compensation.

The primary contributions of this paper are as follows.
(1) The eyeball imaging model is adopted to achieve

the CR-based gaze estimation in a SCTLS system, which
eliminates the infrared light sources at the four corners of
the screen and simplifies the system configuration of the
CR-based method.

(2) This paper proposes to use the four corners of the screen
to construct four reference planes, and use the CR invariance
to calculate the screen point corresponding to the intersection
of the reference plane and the line connecting the camera
optical center and the pupil center, which avoids the bias
introduced by the non-coplanarity of 3D pupil center and
corneal reflection plane.

(3) The polynomial compensation not only corrects the
POA error obtained by the weighted average, but also con-
siders the kappa angle between the OA and the VA, which
improves the gaze estimation performance.

The rest of this paper is organized as follows. Section II
introduces the basic principles of the CR-based method
and discusses some improved CR-based methods. Section III
presents the proposed gaze estimation method in detail.
Experimental validation involving computer simulations and
practical experiments are analyzed in Section IV. A conclu-
sion is provided in Section V.
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II. RELATED WORKS
A. CONVENTIONAL CR-BASED METHOD
The CR-based method is first proposed by Yoo et al. [13].
It exploits the CR invariance in projective transformation, that
is, for a plane polygon, the CR of an edge on the projected
image is equal to the CR of the corresponding edge on the
plane polygon before geometric transformation. As Fig.1(a)
shows, a gaze tracking system using the CR-based method
generally consists of five light sources, one of which (Lc)
is placed at the camera optical center to determine a virtual
tangent plane tangent to its corneal reflection point, and four
(Li(i = 1, 2, 3, 4)) are respectively attached to the four
corners of the screen. They have virtual projection points on
the virtual tangent plane, and the projection of the virtual
projection points on the camera image plane are represented
by the glints, as shown in Fig. 1(b). According to the CR
invariance, the CR on a certain side of the polygon formed
by Li is equal to the CR of the points on the corresponding
side of the polygon formed by gi on the basis of taking the
virtual tangent plane as the medium. The 3D pupil center P
is imaged as p, the screen point S corresponding to P can be
determined by p.

FIGURE 1. Basic principle of CR-based method.

If the width of the screen is w and the height is h, and
the screen point is S = (sx , sy), the CR of the points on the

quadrilateral formed by the screen corner points is
crscrx =
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According to the correspondingly equal CR between the
image plane and the screen, sx and sy can be solved, as Eq. (3)
shows, which represent the gaze point on the screen.

sx =
w ∗ cr img

x

1+ cr img
x

sy =
h ∗ cr img

y

1+ cr img
y

. (3)

B. IMPROVED CR-BASED METHODS
The CR-based method has two major sources of estimation
bias: (1) non-coplanarity of 3D pupil center and corneal
reflection plane and (2) the angular offset between theOA and
the VA. To deal with these biases, there are currently several
improved methods, mainly including: CR with feature pla-
narization, CRwith kappa angle compensation, homography-
normalization (HN)-based method, and CR with dynamic
plane projection.

1) CR WITH FEATURE PLANARIZATION
To address the non-coplanarity of 3D pupil center and corneal
reflection plane, Yoo and Chung [7] used a scale factor α
to convert the glints. It is equivalent to performing a scale
of corneal reflection points relative to the corneal center,
so that the corneal reflection points and the 3D pupil center
are coplanar, and then projecting these converted points into
the image plane. The scale factor α can be obtained by
multi-point calibration since the gaze point during calibration
is known, and it is used to compensate the user’s subsequent
gaze points. However, this method does not consider the
kappa angle. That is, the gaze point estimated by this method
is actually the POA, rather than the actual POR defined as the
intersection of the VA and the screen. It leads to the fact that
the scale factor α cannot accurately make the 3D pupil center
and the corneal reflection points coplanar, which limits the
performance improvement of the CR-based method.

In addition to correcting the corneal reflection points to
be coplanar with the 3D pupil center, Coutinho and Mori-
moto also proposed to convert the 3D pupil center to the
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corneal reflection plane [9]. They calibrated three parameters
to represent the 3D corneal center and the intersection of
the VA and the iris plane in the eyeball coordinate system.
Through the coordinate transformation, a corneal reflection
plane in the reference coordinate system was determined
according to the minimum sum of the distances from the four
corneal reflection points to the corneal reflection plane. The
intersection of the VA and the corneal reflection plane was
regarded as the 3D pupil center to calculate the gaze point
based on CR invariance. However, the iris radius represented
by the length of the semimajor axis of the iris imaging ellipse
in this method is inaccurate under different head pose, and the
average value of the corneal radius will also introduce errors
due to the presetting of eye invariant parameters.

2) CR WITH KAPPA ANGLE COMPENSATION
To consider the kappa angle, Coutinho and Morimoto [8]
introduced a displacement vector to compensate the kappa
angle, and they used α to correct all virtual projections.
During user calibration, the set of estimated gaze points for
a given α candidate was obtained, so the set of displacement
vectors was represented by the difference between calibration
points and estimated points. The optimal α should make
the displacement vector equal to the average displacement
vector when looking at each point. According to this cri-
terion, α was calculated, and then the displacement vector
was represented by the average vector of the displacement
vectors when looking at all the points. Arar et al. [14] used
the conventional CR-basedmethod to estimate the initial gaze
point, and introduced a personal calibration method using
regularized least squares regression to compensate the kappa
angle and ensure good accuracy even when there are few
calibration points. And they used an adaptive fusion scheme
to perform a weighted average of the gaze points of both eyes,
which compensates for the error caused by the low-resolution
eye data and increases the range of allowed head motion.
They also proposed a weighted regression-based calibration
method for a more convenient and user-friendly calibration
process [15]. In these methods, five light sources are needed.

3) HN-BASED METHOD
Kang et al. [16] proposed to correct the error of the
CR-basedmethod through homographymapping, which does
not require a light source placed at the camera optical center.
The HN-based method calculates two homography matrices
of the two projections from the image plane to the corneal
reflection plane and from the corneal reflection plane to the
screen plane. When estimating the gaze point, the imag-
ing pupil center is first converted to a point in the corneal
reflection plane using the homography matrix from the image
plane to the corneal reflection plane, and then the point
is converted to an on-screen point using the homography
matrix from the corneal reflection plane to the screen plane,
which is the gaze point. Hansen et al. [10] used a normalized
plane to replace the unknown corneal reflection plane. The
matrix from the image plane to the normalized plane was

calculated by the four glints and the four corners of prede-
fined normalized plane, and the matrix from the normalized
plane to the screen plane was determined by user calibration
with no less than four calibration points. The HN-based
method does not require an extra light source except for the
light sources attached to four screen corners, nor does it need
the known screen size owing to the introduced normalized
space [17]. Moreover, the homography matrices normalize
the head motion before estimating the gaze point, and com-
pensate for the kappa angle, so this method is less sensitive
to head pose changes [18]. Huang et al. [19] introduced
an adaptive homography mapping model based on learning
to simultaneously compensate both spatially-varying gaze
errors and head pose dependent errors in a unified framework.
Zhang and Cai [20] used the binocular fixation constraint to
jointly estimate the homography matrices of both eyes. The
joint method achieved over 20%with real data compared with
the best single eye, and showed an improvement over 7%
compared with the typical average method. In addition, there
are several methods to deal with the fact that all four corneal
reflection points cannot be detected [18], [21].

4) CR WITH DYNAMIC PLANE PROJECTION
Cheng et al. [11] pointed out that the error caused by the
non-coplanarity of the 3D pupil center and the virtual tangent
plane is smaller when the gaze point is closer to the light
source, since the 3D pupil center is nearer to the fixed virtual
tangent plane. Therefore, to improve the gaze estimation
performance, they replaced the fixed virtual plane with a
dynamic virtual plane. On the basis of calculating the global
projection matrix through the off-line learning process, they
calculated the local projection matrix when looking at each
calibration point. In the online gaze estimation process, the
rough gaze point was first calculated using the conventional
CR-based method, and the local projection matrices of mul-
tiple calibration points were used to calculate the dynamic
projection matrix through interpolation. Then the gaze point
was calculated based on CR invariance. This method reduces
the error caused by the non-coplanarity of the 3D pupil center
and the corneal reflection plane, and improves the gaze esti-
mation accuracy, but it increases the number of calibration
points.

III. PROPOSED METHOD
The conventional CR-based method introduces a POR error
since the 3D pupil center is not in the corneal reflection
plane and the kappa angle is not considered. To eliminate
this error, this paper proposes an improved CR-based gaze
estimation method, which can accurately estimate the POR
using a single camera and two light sources. The basic pro-
cedure is shown in Fig. 2. First, the 3D corneal center is
estimated by the corneal reflection of the two light sources,
and the normal vector of the virtual pupil is determined using
the 3D reconstruction method of the spatial circular target.
Then, four reference planes parallel to the virtual pupil plane
are determined according to the relationship between the
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FIGURE 2. Procedure of proposed method.

FIGURE 3. Eyeball imaging model for a SCTLS system.

pupil features and the projections of screen corner points.
Based onCR invariance, the screen point corresponding to the
intersection of each reference plane and the line connecting
the camera optical center and the pupil center is calculated
respectively, thereby determining the POA by the weighted
average. Finally, the POR is converted from the POA through
polynomial compensation. The specific methods of each part
are discussed in detail below.

A. 3D CORNEAL CENTER ESTIMATION
In a SCTLS gaze tracking system, when the user looks at a
point S on the screen, the user’s 3D corneal center can be
estimated according to the corneal reflection of the two light
sources [22].

As Fig. 3 shows, the light source Li(i = 1, 2) reflects
on the corneal surface, and the reflection point is Gi. The
reflected light passes through the camera optical centerO and
intersects the camera image plane at the glint gi. The normal
line connects the 3D corneal centerC and the reflection point
Gi. Gi is located on the corneal surface, so its distance from
the corneal center is equal to the corneal radius. If the corneal
radius is R, there is:

‖Gi − C‖ = R. (4)

Since Gi, O and gi are collinear, Gi can be expressed
as Gi = O + ui(gi − O), where ui is the proportional

coefficient. It can be expressed by the 3D corneal cen-
ter C and the corneal radius R as ui = g(R,C) =
(gi−O)•(C−O)±

√
((gi−O)•(C−O))2−(gi−O)2((C−O)2−R2)

(gi−O)2
.

According to the reflection theorem, the incident light,
reflected light and normal are coplanar, that is, the light
source Li, reflection point Gi, 3D corneal center C, camera
optical centerO, and glint gi are all in the reflection plane5i.
The normal vector of the reflection plane5i is

n5i = (Li −O)× (gi −O). (5)

Since the corneal reflection plane of each light source
includes the 3D corneal center C and the camera optical
center O, the unit direction vector connecting C and O can
be expressed as

nOC =
n51 × n52
‖n51 × n52 ‖

. (6)

Then the 3D corneal center C can be expressed as C = O+
t ∗ nOC, where t is the proportional coefficient.
According to the angles of incidence and reflection are

equal, it exists:

(Li −Gi) • (Gi − C)
‖Li −Gi‖

=
(O−Gi) • (Gi − C)
‖O−Gi‖

. (7)

A nonlinear equation system can be obtained by Eq.(4) and
Eq.(7), and there are four unknowns, namely: ui, t and R.
According to Algorithm 1 shown below, the 3D corneal
center C can be solved.

B. VIRTUAL PUPIL NORMAL CALCULATION
The spatial pupil can be regarded as a circular target, which
is imaged as an ellipse in the camera image plane. The
parameters of pupil imaging ellipse include: the length of
semi-major axis amajor, the length of semi-minor axis aminor,
center (xe, ye), and the angle between the major axis and the
horizontal direction θ . As shown in Fig. 4, the projection
point of the real pupil center Pr is not the center of the pupil
imaging ellipse p, but the point pr. The spatial circle with
the same radius as the pupil radius reconstructed from the
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Algorithm 1 3D Corneal Center Estimation
Input: Light sources Li(i = 1, 2), glints gi, initial parameter

matrix [R0, t0];
Output: 3D corneal center C;
1: for i = 1 to 2 do
2: R = R0, t = t0;
3: n5i = (Li −O)× (gi −O);
4: end for
5: C = O+ t ∗ n51 ×n

5
2

‖n51 ×n
5
2 ‖

;

6: for i = 1 to 2 do
7: ui = g(R,C);
8: Gi = O+ ui(gi −O);
9: fi(R, t) =

(Li−Gi)•(Gi−C)
‖Li−Gi‖

−
(O−Gi)•(Gi−C)
‖O−Gi‖

;
10: end for
11: F(R, t) =

∑2
i=1 fi(R, t)

2;
12: R∗, t∗ = Index(min(F));

13: C = O+ t∗ ∗ n51 ×n
5
2

‖n51 ×n
5
2 ‖

;

14: return C

pupil imaging ellipse is also not the real pupil, but a virtual
pupil. In this paper, the normal vector of the virtual pupil,
represented by5Pv , is calculated using the 3D reconstruction
method of the spatial circular target.

FIGURE 4. Pupil imaging relationship.

According to the parameters of pupil imaging ellipse, the
equation of the pupil imaging ellipse in the image coordinate
system is expressed as:

au2 + bv2 + cuv+ du+ ev+ f = 0. (8)

Among them,

a =
cos2 θ

a2major

+
sin2 θ

a2minor

,

b =
sin2 θ

a2major

+
cos2 θ

a2minor

,

c = sin(2θ )(
1

a2major

−
1

a2minor

),

d =
−2xe cos2 θ − ye sin(2θ )

a2major

−
2xe sin2 θ − ye sin(2θ)

a2minor

,

e =
−xe sin(2θ)− 2ye sin2 θ

a2major

+
2xe sin(2θ)− ye cos2 θ

a2minor

,

f =
(xe cos θ + ye sin θ )2

a2major

+
(xe sin θ − ye cos θ )2

a2minor

− 1.

Taking the pupil imaging ellipse as the base and the camera
optical center as the vertex, an elliptical cone is constructed,
then the equation of the elliptical cone is:

Ax2 + By2 + Cxy+ Dxz+ Eyz+ Fz2 = 0. (9)

The coefficients of the equation can be expressed as A = af 2c ,
B = bf 2c , C = cf 2c , D = −dfc, E = −efc, F = f . fc is the
focal length of the camera.

Through the coordinate transformation, the equation of
the elliptical cone can be converted into the standard form[
x y z

]
P
[
x y z

]T
= 0 through a real symmetric matrix

P =

 A C/2 D/2
C/2 B E/2
D/2 E/2 F

. P has an orthogonal matrix T such

that T−1PT = diag(λ1, λ2, λ3), where λ1, λ2, λ3 are the
eigenvalues of the matrix P. According to the three eigenval-
ues, the three normalized eigenvectors of P can be obtained
correspondingly, which are expressed as: e1 = (e1x , e1y, e1z),
e2 = (e2x , e2y, e2z), e3 = (e3x , e3y, e3z). According to the
3D reconstruction method of the spatial circular target [23],
the normal vector of the virtual pupil is:

Dv =

e1x e1y e1ze2x e2y e2z
e3x e3y e3z

[±√ |λ1|−|λ2|
|λ1|+|λ3|

0 −
√
|λ2|+|λ3|
|λ1|+|λ3|

]T
. (10)

C. PUPIL REFERENCE PLANE DETERMINATION
To eliminate the error caused by the non-coplanarity of the
3D pupil center and the corneal reflection plane, we construct
four pupil reference planes using the four corners of the
screen, as shown in Fig. 5. The line connecting the screen
corner point Vj(j = 1, 2, 3, 4) and the camera optical cen-
ter O intersects the image plane at the point vj, and the
line connecting the 3D corneal center C and the camera
optical center O intersects the image plane at the point c.
With the 3D corneal center C as the vertex and the quadri-
lateral connected by four screen corner points as the base,
a C-pyramid is formed.
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FIGURE 5. Determination of four pupil reference planes.

The line connecting c and vj intersects the pupil imaging
ellipse at the point kj, it satisfies:

[
a c d e f

]


(c[0]+αj(vj[0]−c[0]))2

(c[1]+αj(vj[1]−c[1]))2

(c[0]+αj(vj[0]−c[0]))(c[1]+αj(vj[1]−c[1]))

(c[0]+αj(vj[0]−c[0]))

(c[1]+αj(vj[1]−c[1]))

1


=0.

(11)

After solving αj, kj is expressed as: kj = c+ αj(vj − c).
According to the pinhole imagingmodel, there is a pointKj

on the corresponding edgeCVj, which satisfies its projection
point in the camera as kj. Thus, a plane passing through
the point Kj and parallel to the virtual pupil plane can be
constructed with Kj and Dv, which is taken as the pupil
reference plane. For four corners of the screen, four pupil
reference planes can be obtained.

D. CR-BASED GAZE ESTIMATION
After determining the pupil reference planes, the screen
points when taking the four pupil reference planes as the
medium are estimated based on CR invariance, as shown
in Fig. 6. Since the estimation method corresponding to
each pupil reference plane is the same, for the convenience
of presentation, the pupil reference plane is represented by
superscript ‘‘a’’ here. The C-pyramid edge CVj intersects
the pupil reference plane at the point Ua

j , and Ua
j is imaged

as uaj in the camera image plane. The line connecting the
center of pupil imaging ellipse and the camera optical center
intersects the pupil reference plane at the point Pa. The CR of
the screen is represented using Vj and Sa, and the CR of the
quadrilateral formed by uaj is calculated using u

a
j and p. Then

Sa can be calculated based on CR invariance represented
by Eqs. (1)-(3). In the same way, the screen point correspond-
ing to each pupil reference plane can be calculated, which is
represented by SKj .

FIGURE 6. Gaze estimation corresponding to the pupil reference plane.

E. POA ESTIMATION USING WEIGHTED AVERAGE
The vector from the 3D corneal center C to the 3D pupil
center P can be represented by the weighted average of the
vectors from the 3D corneal centerC to the pupil edge points.
In view of this, the POA corresponding to the pupil plane
is calculated by taking the weighted average of the screen
points corresponding to four pupil reference planes. There is
a known point Kj in the pupil reference plane, and the plane
normal vector isDv. Using the estimated 3D corneal centerC,
the distance from the 3D corneal center to the pupil reference
plane is:

dj = Dv • (C−Kj). (12)

To better convert SKj to the POA corresponding to the pupil
plane, distance weights are adopted. The weight calculation
of the pupil reference plane Kj is

wj =
dj∑4
t=1 dj

. (13)

Thus, the POA corresponding to the pupil plane can be
calculated as:

Soa =
4∑
t=1

(wj ∗ SKj ). (14)

F. POR ESTIMATION USING POLYNOMIAL
COMPENSATION
Since the pupil refraction and the kappa angle are not con-
sidered, the calculated POA cannot match the POA or the
POR corresponding to the real pupil. Therefore, this paper
proposes a polynomial compensation method to correct the
calculated POA to the real POR.

The kappa angle is an eye invariant parameter, it can be
compensated by a displacement vector on the screen [8].
In addition, the CR is a linear transformation. Therefore, a lin-
ear polynomial is used to compensate for the POR. Assume
that the linear polynomial is expressed by Sk = H(Soa,k) =
wTSoa,k+b, it satisfies theminimum sumof distance between
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the obtained POR and the calibration point Sc after the POA
Soa is compensated by the linear polynomialH. That is:

H(w∗,b∗) = argmin
(w,b)

N∑
k=1

(H(Soa,k)− Sc,k)2. (15)

where w, b are the polynomial coefficient matrices, and N is
the number of calibration points. Soa,k and Sc,k represent the
kth calculated POA and calibration point respectively.

To obtain the polynomial coefficients, we adopt the least
squares method. The polynomial coefficient matrix contain-
ing w and b is represented by θ, then the cost function is

J = ‖Soaθ− Sc‖2. (16)

By taking the first derivative of the cost function, its opti-
mal solution is

θ̂ = (SoaTSoa)−1SoaTSc. (17)

When predicting the POR of a new image, according to
the calculated POA Soa,new, the POR can be compensated by
Eq. (18) to obtain the accurate POR.

Snew = Soa,newθ̂. (18)

IV. EXPERIMENTAL VALIDATION
A. COMPUTER SIMULATIONS
To verify the effectiveness of the proposed method, we car-
ried out computer simulations based on simulation data. The
simulation model was drawn in Rhino 6 to simulate the scene
of the subject sitting in front of the screen and looking at the
screen point naturally, as shown in Fig. 7. The gaze tracking
system was placed below the screen, and the screen size was
400 mm×300 mm. The camera principal point was (0,0), and
the focal length was 3.66 mm. Two light sources were located
at (−116.79, −2.3, 8.16) and (116.69, −2.62, 7.68). The
eyeball parameters were set according to the Gullstrand-Le
Grand eyeball model and the human average [24]. Among
them, the eyeball radius was 12 mm, the corneal radius was
7.8 mm, the pupil radius was 2 mm, the distance from the
corneal center to the pupil center was 4.2 mm, and the kappa
angle was 5◦ in horizontal and 1◦ in vertical. The distance
from the subject to the screen was about 400 mm. We carried

FIGURE 7. Simulation model.

out algorithm verification and error analysis using the corre-
sponding parameters when two eyes look at the nine preset
points on the screen.

1) ALGORITHM VERIFICATION
According to the system parameters in the simulation model
and the visual features of the eyeball on the camera image
plane, including: pupil imaging ellipse and two glints, the
screen point corresponding to each pupil reference plane was
calculated, as shown in Fig. 8. The screen points correspond-
ing to four pupil reference planes were collinear. Since our
simulation model was set according to the real-world scene,
the pupil was refracted on the corneal surface. At this time,
the parameters of pupil imaging ellipse obtained by the pupil
refraction are different from those obtained by pinhole imag-
ing. Therefore, the real POA was not on the line determined
by the screen points corresponding to the four pupil reference
planes. Pupil refraction effects were considered in subsequent
polynomial compensation.

After calculating the weights of the four pupil reference
planes, the POA corresponding to the pupil plane was cal-
culated. As shown in Fig. 9(a), they have roughly the same
distribution as the real PORs, but they have a certain scaling
ratio and position deviation from the real PORs. Fig. 9(b)
shows the comparison between the PORs after polynomial
compensation and the real PORs. The PORs of the left and
right eyes were close to the real PORs. The specific data
are shown in Table 1. According to the real PORs in the

FIGURE 8. Calculated screen points corresponding to the pupil reference
planes.

TABLE 1. Calculated PORs of left and right eyes.
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simulation model, the overall standard deviations (SDs) of
the PORs were calculated. For the left eye, the SDs were
1.63 mm (0.23◦) in the horizontal and 1.99 mm (0.29◦) in the
vertical; for the right eye, the SDswere 1.80mm (0.26◦) in the
horizontal and 2.54 mm (0.36◦) in the vertical. This demon-
strates the effectiveness of weighted average and polynomial
compensation.

FIGURE 9. Comparison of the estimated POAs and the PORs with the
ground-truth.

On this basis, we calculated the average of the compen-
sated PORs of left and right eyes. Compared with the real
PORs, the overall SDs of the average PORs was 0.99 mm
(0.14◦) in the horizontal and 1.37 mm (0.20◦) in the vertical.
It shows that the gaze estimation accuracy can be further
improved using the average of the PORs of left and right eyes.

2) ERROR ANALYSIS
The proposed method uses the four screen corner points and
the pupil imaging ellipse to determine the pupil reference
planes, and calculates the screen points corresponding to the
pupil reference planes to represent the POA and compensate
the POR, which reflects the importance of screen calibration
and pupil detection. Therefore, we focused on analyzing the
influence of screen corner point error and pupil imaging
ellipse error on gaze estimation.

(1) Analysis of screen corner point error: The noise with
an amplitude of -2 mm-2 mm and a step size of 0.2 mm
was added to the screen corner points to simulate the error
of screen calibration. When the same noise was added to the
four screen corner points at the same time, the variation trend
of the POR error is shown in Fig. 10(a). When the x-direction
error of the four screen corner points changed from -2 mm
to 2 mm, the POR error was negatively correlated with it;
when the y-direction error of the four screen corner points
changed from -2 mm to 2 mm, the POR error was positively
correlated with it; and the z-direction error had little effect on
the POR estimation. When the error amplitude of the screen
corner points in a certain direction was less than 2 mm, the
increment of the POR error did not exceed 2.7 mm (0.39◦).

In the real-world scene, the calibration errors of the four
screen corner points may be different. Therefore, we also
tested the case where only a single screen corner point has
error, as shown in Fig. 11(b). The x-direction error had
a greater effect on the POR estimation than the y- and
z-direction errors. When the errors of the screen corner point

FIGURE 10. Screen corner point error on POR estimation.

in three directions were all no more than 2 mm, the increment
of the POR error did not exceed 2.59 mm (0.37◦). Comparing
the influence of the error in a single screen corner point and
the error in four screen corner points on the POR estimation,
it can be seen that part of the POR error was offset.

(2) Analysis of pupil imaging ellipse error: The error of
subpixel edge detection is often within one pixel, therefore,
we focused on the case where the pupil imaging ellipse
error did not exceed one pixel. The pupil imaging ellipse
is obtained by extracting the pupil edge points and then
fitting the ellipse. To simulate the pupil imaging ellipse error,
we added noise ranging from −1 to 1 pixels with a step size
of 0.1 pixels to the pupil imaging edge points. When the noise
was added to a pupil imaging edge point, the obtained POR
error is shown in Fig. 11(a). When there was a 1-pixel error at
the pupil imaging edge point, compared with the x-direction
error, the y-direction error had a greater influence on the POR
estimation.

We also analyzed the influence of the number of pupil
imaging edge points containing errors on the POR estimation.
When the same noise acted on the x and y components of
the pupil imaging edge points at the same time, the POR
errors corresponding to the errors of one to ten pupil imaging
edge points are shown in Fig. 11(b). When multiple pupil
imaging edge points had errors at the same time, the POR
error decreased significantly. When there was 1-pixel error in
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FIGURE 11. Pupil imaging ellipse error on POR estimation.

the x and y components of ten pupil imaging edge points, the
increment of the POR error introduced by the pupil imaging
ellipse error was 7.45 mm (1.07◦).

To sum up, compared with the screen corner point error,
the pupil imaging ellipse error had a greater effect on the
gaze estimation, which puts forward higher requirements for
pupil detection. To ensure the accuracy of gaze estimation,
it is necessary to accurately extract the pupil parameters.
The computer simulations clarified the influence of screen
calibration and pupil detection on the proposed gaze estima-
tion method, which has certain guiding significance for the
practical experiments.

B. PRACTICAL EXPERIMENTS
1) EXPERIMENTAL APPARATUS AND PROCESS
To verify the performance of the proposed method in real-
world scene, we built a practical system, as shown in
Fig. 12(a). An eye tracker was placed under the screen. The
device is a SCTLS system, where the CMOS camera was
located in the middle and two infrared light sources were
located on the both sides of the camera. The imaging res-
olution of the camera was 1920 × 1080 and the pixel size
was 2.2 um. The focal length of the lens was 10.17 mm.
Two light sources were both composed of three light emitting

diodes with a wavelength of 850 nm. The screen resolution
of the screen was 1440× 900. Their positions were obtained
through system calibration [25].

FIGURE 12. Experiments in the practical system.

The experimental process is shown in Fig. 12 (b). First,
the subjects were asked to sit in front of the screen at a
distance between 350 mm and 600 mm. They previewed the
face image on the visual interface, and determined an initial
optimal effect of pupil and glint detection by adjusting the
threshold. Then the fixation task can be performed. They con-
trolled the display of preset points on the screen by pressing
the key, and only one on-screen point was displayed at a time.
The subjects were asked to look at the displayed point until
it disappeared. During fixation, they were able to move their
heads naturally to create the displacement between the head
and the camera. The experiment was completed when the
images of the subjects looking at the nine preset points had
been collected.

2) EYE FEATURE EXTRACTION
In the experimental process, when the subjects looked at
each on-screen point, image acquisition and image process-
ing were carried out simultaneously. We extracted the pupil
imaging ellipse of left and right eyes and two glints. First,
Yolov5 network was used to train an eye detection model for
predicting the eye region from the face image in real time,
which is more stable than the eye location algorithm based
on haar feature and adaboost [26].

Pupil detection: On the predicted eye region, threshold
segmentation was performed using the Otsu method [27],
and the pupil region was roughly located. Then the pupil
region was filtered to enhance the pupil edge. Finally, the
least squares method was applied for pupil edge fitting on
the filtered images.

Glint detection: The glint region was segmented from the
eye image using a high threshold. Since the glint is small
and its edge information is easily lost during the process of
pixelation, the centroid method was used to determine its
geometric center after canny edge detection [28].

3) PERFORMANCE ANALYSIS OF GAZE ESTIMATION
The performance of the proposed method for gaze tracking
was evaluated using the known camera, light source and
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screen parameters, as well as the parameters of pupil imaging
ellipse and glints obtained in the experimental process. The
evaluation included the accuracy analysis of gaze estimation
and the performance quantification of binocular strategy on
gaze estimation.

(1) Accuracy Analysis of Gaze Estimation: The on-screen
points were preset points, so their coordinates are known.
They were used as calibration points to learn the linear
polynomial from the POA to the POR, in addition, they
were used as the ground-truth of the POR to calculate the
gaze estimation error and gaze accuracy. The corresponding
POR when the subjects looked at each on-screen point was
calculated using the proposed method, and the distribution of
the subjects’ PORs is shown in Fig. 13.

FIGURE 13. Distribution of subjects’ PORs.

The POR deviation on the screen was represented by
the Euclidean metric between the estimated PORs and the
ground-truth of preset points. Assume that the distance
between the subject and the screen is approximately repre-
sented by the distance from the 3D corneal center to the
screen D, then the deviation angle used to indicate the gaze
accuracy is

δ = arctan

√
1
N

∑N
k=1(Snew,k)− Sc,k)2

D
. (19)

The gaze accuracy of each subject’s left and right eyes is
shown in Fig. 14, where the number on the bar is the average
distance from the subject to the screen. Among these subjects,
the results with the largest and smallest errors are listed
in Table 2. The average gaze accuracy of a single eye
was within 1.6◦, and it can reach 1.33◦ if the more accu-
rate one was selected from the left and right eyes. The
minimum deviation angle was 0.87◦, and the maximum
is 2.09◦. It is within an acceptable margin of error as
the accuracy of gaze tracking in X and Y directions is
usually 0.5◦-2◦.
The main reasons for the large deviation are as follows:

1) Inaccurate pupil fitting: the intersection of cvj and the pupil

TABLE 2. Estimated PORs with largest and smallest errors.

imaging ellipse was used to determine kj in this paper, which
makes for a high demanding pupil fitting. As mentioned in
Section IV-A-2), the pupil imaging ellipse error was the larger
error source of the proposed method. 2) Rolling movement of
the eyeball: the rolling of the eyeball around the OA changes
the relative relationship between the OA and the VA, and
cannot be characterized only by the eye features. At this time,
the learned linear polynomial cannot accurately compensate
for the POR deviation.

(2) Performance Quantification of Binocular Strategy: The
VA of the left and right eyes should converge at one point.
Therefore, we analyzed the performance of binocular strategy
on the basis of monocular gaze estimation. Two methods
using binocular information were evaluated. One was to cal-
culate the average POR of the left and right eyes; the other
was to learn a joint linear polynomial in the polynomial
compensation, expressed byH′(SLoa,k,S

R
oa,k) = (wL)TSLoa,k+

(wR)TSRoa,k + b, then the joint POR was calculated using
the joint polynomial. The accuracy of the average POR and
the joint POR were calculated using Eq. (19), the results are
shown in Fig. 15. The average gaze accuracy of the former
was 1.17◦, while that of the latter was 1.01◦. Compared
with monocular gaze estimation, the accuracy was improved
by 12% by calculating the average POR of the left and right
eyes, while the accuracy was improved by 24% by calculating
the joint POR. It can be seen that if the PORs of both eyes can
be calculated, the binocular strategy can effectively improve
the gaze estimation performance.

4) COMPARISON WITH STATE-OF-THE-ART METHODS
In addition to the CR-based method, there are many gaze
estimation methods such as appearance-based methods and
3D model-based methods. We made a comparison of sev-
eral state-of-the-art methods to further assess the proposed
method in this section. The respective prerequisites includ-
ing the system configuration (numbers of the cameras and
the lights), gaze tracking technique, allowable head move-
ment, and reported gaze accuracy of these methods are listed
in Table 3.

Due to the diversity of samples, the gaze accuracy is
usually low when the gaze estimation model trained by
the appearance-based method is validated on cross-datasets
or cross-subjects. Iris-comer technique-based methods
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FIGURE 14. Gaze accuracy of different subjects.

FIGURE 15. Comparison between monocular gaze estimation and binocular gaze estimation.

and pupil-corneal reflection-technique-based methods can
achieve high accuracy when the head is fixed, but the accu-
racy would decrease significantly when the head deviates
from the calibration position. Although facial-feature-based
methods and depth-sensor-based methods can obtain the
depth information using Kinect, there are many parameters
that need to be calibrated, and the accuracy is low in a system
with simple configuration. Both CR-based methods and HN-
based methods utilize at least four light sources and require

all of them to be imaged in the camera, which limits the
range of head movement to a certain extent. The proposed
method uses the 3D model-based method to estimate the
3D corneal center under the configuration of two light
sources, and establishes the pupil reference plane that can
ensure the coplanarity, for subsequent gaze estimation based
on CR invariance. It can provide competitive gaze accuracy
compared to the state-of-the-art method using a more com-
plicated system.
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TABLE 3. Comparison with state-of-the-art methods.

V. CONCLUSION
This paper proposes an improved CR-based gaze estimation
method using a SCTLS system. The 3D corneal center and
the normal vector of the virtual pupil are first estimated using
the 3D model-based method, then four pupil reference planes
are determined according to the relationship between the
pupil features and the projections of screen corner points on
the image plane. Based on CR invariance, the screen point
corresponding to the intersection of each reference plane and
the line connecting the camera optical center and the pupil
center is calculated respectively. The POA is determined
using weighted average, and then the POR is compensated
from the POA using the learned linear polynomial. On the
basis of simplifying the system configuration of CR-based
method, the proposed method avoids the bias introduced by
the non-coplanarity of 3D pupil center and corneal reflection
plane, compensates the kappa angle, and the gaze estimation
performance is improved. We validated our method using
computer simulations and practical experiments, and found
that the proposed method is more susceptible to the pupil
imaging ellipse error compared with the screen corner point
error, which puts forward higher requirements for the pupil
detection. In addition, the effect of polynomial compensation
will become worse if the subject rolls the eyeball during fixa-
tion. Nevertheless, the average gaze accuracy of a single eye
reached 1.33◦, which can provide competitive accuracy com-
pared with some state-of the-art methods usingmore complex
systems while allowing head movement. Binocular strategy
has also been proved to be superior to the monocular method.
Compared with monocular gaze estimation, the accuracy was
improved by 12% by calculating the average POR of the left
and right eyes, while the accuracy was improved by 24% by
calculating the joint POR.

In a remote gaze tracking system, the pupil detection error
will be amplified. Therefore, expanding upon our research,
we are now focusing on a more accurate detection method
for pupil to improve the stability of the proposed method.
In addition, although the proposed method estimates the 3D
corneal center based on the 3Dmodel, which is better than the
2D mapping-based methods (including CR-based method)

to deal with the impact of head movement, the accurate
representation of the eyeball rolling around the OA is still
the key problem to achieve full free head movement. It is
urgent tomake further in-depth research combinedwith facial
features.
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