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ABSTRACT As an increasing number of robotic manipulators possess seven or more degrees-of-
freedom (DoF), solving inverse kinematic (IK) for kinematically redundant manipulators is becoming
critical. Numerical optimizations are commonly used to solve the problem due to their generality and
accuracy. Unfortunately, they typically only generate one joint solution at a time, despite the multiple joint
configurations that redundantmanipulators can provide tomove the end-effector to a target position. The long
iterative optimization process is also a concern, particularly if extra constraints such as obstacle avoidance
have to be evaluated. In this paper, we show that numerical methods may be complemented by deep learning
to overcome these limitations. Through deep learning, the solution space of redundant IKmay be learnedwith
neural networks (NNs), which allowsmultiple distinct joint solutions corresponding to a given target position
to be obtained by navigating the solution space. The main challenge is to overcome the one-to-one functional
mapping of NNs. This paper solves this problem with a novel probabilistic encoding of manipulator poses
and their corresponding infinite number of joint solutions. Two examples are presented to demonstrate the
application of the proposed method to facilitate numerical IK computations: (1) finding a good initial joint
solution to bootstrap the numerical IK calculation, and (2) evaluating extra constraints, such as obstacle
avoidance, off the optimization iterations. Experiments show that the proposed method can accelerate the
execution of different numerical IKmodules in the popular IKpy package up to 50% for a 7-DoFmanipulator,
depending on the accuracy required.

INDEX TERMS Feature encoding, inverse kinematics, redundant robotic manipulators, unsupervised
learning.

I. INTRODUCTION
A robotic manipulator is kinematically redundant if it
possesses more degrees of freedom (DoF) than that required
to execute a given task. Redundancy gives the manipulators
more flexibility in executing the same task at the end-effector
level in different ways at the joint level [7]. Let x denote
the m-dimensional coordinate of the end-effector in the
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workspace required by the task and θ the n-dimensional
joint configuration. A manipulator is redundant if m < n.
Mathematically, this means that the inverse kinematic (IK)
function, which calculates the joint configuration θ by given
a workspace coordinate x,

θ = f −1(x) (1)

has an infinite number of solutions for the given x, where f ()
is the forward kinematic (FK) function calculating x = f (θ ).
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Solving the IK function is a key computation in robot
control. If the accuracy of the solutions is a major con-
cern, then the IK problem can be solved by two general
approaches. Analytical methods compute the joint solutions
in closed-form expressions based on the structure of the
manipulator [3], [23], [31], [46]. They can obtain joint
solutions accurately and fast. However, for redundant manip-
ulators, the closed-form expressions are difficult to derive
and often rely on special measures such as parameterization
of redundant dimensions to obtain solutions, which limit the
applicability of analytic methods.

Numerical methods, on the other hand, solve the IK
function through an iterative optimization process, e.g.,
by gradient descent or Newton-like root-finding methods,
to obtain one joint solution [5], [7], [30], [39], [42]. They
can be applied to arbitrary manipulators with high accuracy.
For example, the popular IKpy package [28], which includes
many numerical IK solvers, can achieve a precise up to
7 digits. However, the iterative optimization process often
takes a considerable amount of time to compute. Besides,
numerical methods were traditionally targeted at obtaining
one joint solution at a time. A common practice for redundant
manipulators to resolve the infinite number of joint solutions
of a pose to just one is to impose extra constraints or
optimization directions [7], [39]. It not only increases
optimization complexity and prolongs the computation time,
but also limits the full flexibility inherent in redundant
manipulators.

While numerical methods strive for single solutions, there
are increasing demands for exploiting the IK solution space
to discover multiple joint solutions corresponding to the
given pose of the end-effector. In other words, instead of
constraining the optimization process towards one solution,
it is often desirable to gather all or many joint solutions
first and then choose the ones that satisfy the requirements.
The latter is normally faster and easier than formulating the
constraints into the numerical formulations. Unfortunately,
as far as we know, there is no efficient and systematic way
of finding multiple distinct joint solutions for a given pose
with numerical methods. One direction is to traverse the null
space of the pseudo inverse Jocobian matrix [39] and another
is to start the numerical calculations with different starting
poses. In either case, extra computations are incurred without
guaranteed computation time.

In this paper, we propose to leverage the modeling
capability of neural networks (NNs) to assist numerical
methods for flexible control of kinematically redundant
manipulators. Neural networks are parameterized functions
that can approximate any continuous function. Thus, by pre-
computing a sufficient number of pose and joint solution
pairs, i.e., (x, θ), it is possible to learn the solution space of
Eq. (1) with a NN. Ideally, given a target pose, the NN can
generate multiple distinct joint solutions to the IK function.
By filtering out those that do not satisfy the task requirements,
one or a few solutions may be selected to go through the
numerical methods to obtain the final joint solutions that are

accurate to the required precision. In this way, the complex
computation of task requirements can be moved out of the
optimization iterations of the numerical methods and carried
out once after joint solutions to the target pose are generated
with the NN. The computation time of the NN should be quite
short, because the NN learns from precomputed solutions.

However, there are two challenges if the above ideas
are to be realized. First, although NNs can learn one-to-
one mapping to approximate any continuous function, they
cannot approximate the ill-posed redundant IK function in
Eq. (1) well. To train the NNs to perform one-to-many
mapping is very difficult, because the multiple outputs may
compete for updating the weights of the NN, causing the
training to fail. Although there is a large body of data-driven
research that leveraged neural networks (NNs) to learn the
IK function [1], [10], [11], [12], [13], [29], [36], [41], [44],
most of them avoided addressing the one-to-many mapping
problem of redundant IK by focusing instead on generating
only one joint solution. Some papers employed customized
training datasets that admitted only one joint solution for
one desired pose [1], [10], [17], while others imposed extra
constraints to reduce the infinite number of joint solutions of
a given pose to one [14], [37], [44]. As far as we know, there is
no NN-based work that addresses this challenge with a single
neural network.

The second challenge is to identify and track the ‘‘distinct’’
joint solutions to a given pose of the end-effector, even if we
can navigate the solution space. Note that there are potentially
an infinite number of joint solutions corresponding to a target
pose. Many solutions are very similar and there is no need
to duplicate the computation to process them. A systematic
way of calculating distinct joint solutions of a given pose is
needed.

This paper proposes a novel deep learning approach,
called Probabilistic Selective Inverse Kinematics (PSIK),
to modeling the redundant IK solution space. To address
the one-to-many mapping in redundant IK, an extra index,
called posture index, is introduced to map probabilistically to
a joint solution of the desired pose. By varying the index, it is
possible to navigate the solution space to discover different
joint solutions. The posture indices are actually feature
vectors characterizing the poses and the corresponding
joint solutions, and they can be learned via Variational
Auto-Encoder (VAE) [20], [40]. To track the distinct joint
solutions, the solutions to a pose are first clustered and the
posture indices corresponding to the different clusters are
extracted and stored into an auxiliary dictionary to work
together with the trained NN.

We consider 7-DoF robotic manipulators in this paper.
Note that 6-DoF manipulators can theoretically move the
end-effector to any position in the Cartesian workspace
with any orientation. They are thus considered as ‘‘general-
purpose’’ nonredundant manipulators [39]. In practice,
however, joint range limitations, workspace obstacles, and
kinematic singularities may cause barrier regions that
the manipulator cannot reach. To increase dexterity and
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robustness, many commercial manipulators were purposely
made redundant with at least 7 DoFs, e.g., Franka Emika
Panda, Kuka LBR iiwa, Rethink Robotics Sawye, etc.
We therefore focus on ‘‘general-purpose’’ redundant manip-
ulators with 7-DoF. We also assume that the manipulator has
only one end-effector, e.g., a gripper, which is located at the
end of the link chain.

Note also that PSIK can generate all valid solutions to the
IK function. Unfortunately, their accuracy cannot match that
of the numerical methods at this stage. This is because the
cost is prohibitively high to sample a training dataset that
is sufficiently dense to reach that level of accuracy, even
for 7-DoF manipulators. Nevertheless, the PSIK models can
extend their capability of modeling the IK solution space to
assist numerical IK computations. Two example applications
are presented to demonstrate their effectiveness: (1) finding
a good initial joint solution to bootstrap the numerical
IK calculations, and (2) evaluating secondary tasks, such
as obstacle avoidance, off the optimization iterations of
numerical IK.

The main contributions of the paper are as follows:
• A novel deep learning approach is proposed that can
model the ill-posed redundant IK solution space to find
multiple distinct joint solutions of a given pose. To the
best of our knowledge, this is the first work to use
a single NN to generate multiple joint solutions for
7-DoF manipulators. This opens up a new direction in
researching NN-based IK methods.

• An automated procedure is presented to collect the
training dataset. Only sparse data are needed to train
a NN that can closely model the solution space of
redundant IK. Training of the NN model only needs to
be done once after the manipulator is developed.

• Effectiveness of PSIK in facilitating numerical IK
computations is demonstrated with two example appli-
cations. Experiments based on the popular IKpy package
show that PSIK can accelerate the execution of the
different numerical IK modules in IKpy up to 50%
for a 7-DoF manipulator, depending on the accuracy
required.

The remainder of the paper is organized as follows. Sec. II
introduces related works, followed by Sec. III on background
of this paper. Sec. IV describes the proposed PSIK method,
whose applications are discussed in Sec. V. Experiments
and results are shown in Sec. VI. Conclusions are drawn in
Sec. VII.

II. RELATED WORK
In this section, we review briefly the different approaches
to solving the IK function, with emphasis on handling the
redundant IK and exploiting the multiple joint solutions to
a given pose of the end-effector.

Analytic methods derive closed-form expressions for
solving the IK function with high accuracy [3], [23], [31],
[46]. For redundant IK, the derived expressions can readily
be used for obtaining multiple joint solutions for a given

pose. Particularly, most analytic methods for redundant
manipulators relied on parameterization of the redundant
dimensions to resolve the ill-posed IK function. Hence,
by applying different values to the introduced parameters,
it is possible to obtain different joint solutions corresponding
to the given pose. The primary shortcoming of analytical
methods is that the closed-form expressions are very complex
and difficult to derive, requiring full knowledge of the
kinematic structure of the manipulators. Besides, it is unclear
how to systematically change the parameters to generate
distinct joint solutions of the same pose.

Numerical methods, on the other hand, were traditionally
targeted at obtaining one joint solution of the IK function [5],
[7], [30], [39], [42]. The most popular numerical approach is
based on the Jacobianmatrix that finds a linear approximation
to the movement of the end-effector relative to instantaneous
changes in the joints. The IK function may be solved by
the inverse of the Jacobian matrix through gradient descent
or Newton-like root-finding methods following an iterative
optimization process. They can be applied to arbitrary
manipulators with high accuracy. For example, the popular
IKpy package [28] includes many numerical IK solvers to
achieve a precise up to 7 digits. There are also heuristics that
move each joint of the manipulator iteratively to minimize the
deviation of the end-effector [2], [43]

For redundant manipulators, numerical methods often
relied on redundancy resolution techniques [7], [39] that
imposed extra constraints in the optimization iterations to
reduce the infinite number of joint solutions of a pose to
just one. Since they were not designed to exploit the joint
solution space, as far as we know, there is no efficient and
systematic way of finding multiple distinct joint solutions
for a given pose. One direction is to traverse the null
space of the pseudo inverse Jocobian matrix [39] or to start
the numerical calculations with different seeds. In either
case, extra computations are incurred without guaranteed
computation time.

Data-driven methods have been applied to study the joint
solution space and various properties of the IK function [33],
[35]. Using the sampled data to train neural networks, we can
obtain more concise modeling of the joint solution space
and approximation of the IK function, which are useful for
facilitating manipulator task executions. Such efforts can
be dated back to the 1990s [12], [13], [32]. For example,
in [12], a set of NNs were trained to identify the finite
set of solutions to the IK problem for a non-redundant
manipulator. The purpose is to provide the ability to choose
a particular solution at run time. In [13], the techniques were
extended to redundantmanipulators to obtain neural networks
to approximate the IK function. Our work shares similar
goals, but aims to train a single neural network for more
complex 7-DoF manipulators.

Most later NN-based research mainly focused on the
functional approximation characteristic of NNs and tried
to train NNs to approximate the IK function [1], [10],
[11], [14], [15], [17], [29], [36], [37], [44]. Unfortunately,
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as an approximation, the trained NNs can hardly achieve
an accuracy comparable to that of the numerical methods.
Furthermore, for redundant manipulators, the one-to-one
functional mapping nature of NNs also has difficulty in
approximating the ill-posed redundant IK function in Eq.
(1). For example, the work in [11] evaluated different
NN architectures in modeling the joint solution space for
manipulators with different DoFs, and concluded that the
pattern-free input data make it quite difficult for NNs to learn
the high-dimension mapping function between end-effector
poses and required joint values.

To work around, some papers employed customized
training datasets that admitted only one angle solution for
one desired pose [1], [10], [17], and some imposed extra
constraints to reduce the infinite number of joint solutions
of a given pose to one [9], [14], [37], [44]. It turns out that
the NNs developed in these works can at best provide a crude
model of the joint solution space and produce only single
solutions. This also makes it difficult to traverse the solution
space to obtain different joint solutions for the same target
pose. Works such as redundancy circle [9] fixed one joint,
e.g., the elbow, and allowed it to rotate freely, while using the
remaining 6 joints to arrive at a unique joint solution to satisfy
the target pose. Unfortunately, the solution space that they can
exploit is limited, within one self-motion manifold of certain
poses. In this paper, we consider modeling and navigating the
entire unconstrained, task-agnostic joint solution space and
address directly the one-to-manymapping in IK for redundant
manipulators.

In [29], a new method for learning a mapping between
redundant states and low-dimensional postures was proposed.
The work considered a high-DoF, complex musculoskeletal
robot and attempted to find sets of internal pressures of
pneumatic artificial muscles to meet a target position.
An auto-encoder architecture was employed to handle the
training data and supervised learning was adopted to learn
known low-dimensional corresponding vectors. To collect
the training data, they moved the arm first to the designated
positions and randomly gave different pressures to obtain
multiple solutions. Although the proposed method can gen-
erate different solutions to the same positions, the positions
still need to be on the designated trajectories. In contrast,
we focus more on the poses in the entire workspace
and address the multiple-solution issue in the whole
workspace.

III. BACKGROUND
In this section, some background information related to the
proposed method is discussed. Recall that PSIK adopts a
deep learning approach to training a neural network with
Variational Auto-encoder (VAE) [20] that can model the
ill-posed redundant IK solution space and navigate the space
to obtain multiple distinct joint solutions to a given pose.
Such a neural model is shown to be useful for facilitating the
numerical IK computations.

A. REDUNDANT IK SOLUTION SPACE
Although the IK function of a kinematically redundant
manipulator is ill-posed, it has very important application
in practice, allowing the manipulator to move without
displacing the end-effector. Such a property is referred to
as self-motion [4], [7], which gives the manipulators more
flexibility in executing the same task at the end-effector level
in different ways at the joint level or in maintaining operation
robustness.

Joint configurations corresponding to a given end-effector
pose can be represented as a finite set of disjoint continuous
manifolds in the configuration space, called the self-motion
manifolds [4]. The end-effector remains motionless as the
manipulator moves along these manifolds. Various properties
of the joint solution space for kinematically redundant
manipulators have been investigated extensively in the
past, including the number of self-motion manifolds, their
geometry, and the relationship to kinematic singularities [4],
[27], [35].

B. DEEP GENERATIVE MODELS
The architecture of PSIK is based on a deep generativemodel,
Variational Auto-encoder (VAE). In principle, one can use
any generative model, e.g., GANs [18] and normalizing flow
models [21], to model the joint solution space for navigating.
However, other methods may have difficulties in making
the training process to converge [34], so we chose VAE
for its simplicity just to examine our idea. Below, we first
give a brief introduction to deep generative models and then
VAE.

Deep generative models view any phenomenon in the
world under a certain probabilistic distribution. The goal
is to approximate the hidden distribution of the desired
target by using a finite dataset to train a parametric model.
With the learned model, it is then possible to perform
various downstream tasks based on the learn model of the
phenomenon. For example, it is hard to identify a human
from raw pixels. However, we know that the image of a
human image is comprised of some basic artifacts, such as
eyes, hair, skin color, etc. Deep generative models extract
and describe these basic artifacts with known distributions
so that we can exploit these statistical artifacts to estimate
an instance of a human [26], [45] and even generate a new
instance [38].

Under the context of modeling the redundant IK solution
space, our insight is that it is possible to decompose the joint
solution space into several control artifacts, and the redun-
dancy of the manipulator is just one or several of the control
artifact. An control artifact could refer to the angle between
the plane of the elbow joint and the vertical plane, and
another control artifact could refer to the orientation of
the end-effector. In other words, to deal with redundant
manipulators and multiple distinct solutions, we can directly
apply deep generative models with a sufficient number
of control artifacts to describe the hidden distribution of
the manipulator’s IK solution space. Ideally, if we know
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FIGURE 1. An overview of the proposed PSIK method.

the role of every learned artifact, we can even obtain a
specific joint solution with respect to the desired pose
of the end-effector by giving appropriate values in each
artifact. The artifacts mentioned here are exactly the posture
index introduced in Sec. I. In the following discussions, the
latter will be used, because it is more straightforward to
associate posture indices with different appearances of the
manipulator.

C. VARIATIONAL AUTO-ENCODER
Variational auto-encoder [20] (VAE) is a generative model
with stochastic latent variables. The objective of VAE is
to approximate the distribution of the observations p(x).
To do so, VAE introduces a latent variable z ∼ g(z),
namely artifacts, and a likelihood p(x|z) to model p(x). VAE
assumes the latent variable z obeys a known prior distribution
g(z), e.g., standard Gaussian distribution. However, directly
evaluating the integral of p(x|z)g(z) is intractable, so a
proposal distribution q(z|x) is also introduced. In deep
learning, we commonly regard p(x|z) as a decoder and the
proposal distribution as an encoder. All together, the final loss
function is shown below.

Loss = −
∫
z
q(z|x) · log p(x|z) dz+ KL(q(z|x)‖Nor(0, 1)),

(2)

where x is the observation, and z is the latent vector.

IV. APPROACH
In this section, the proposed PSIK (Probabilistic Selective
Inverse Kinematics) architecture is introduced. The overall
goal is to develop a novel architecture that can navigate
the joint solution space of the IK function for kinematically
redundant manipulators to supply multiple joint solutions at
any pose in the whole workspace. Such a capability is very
useful for assisting numerical IK calculations, which will be
discussed in the next section.

A. OVERVIEW OF PSIK
Fig. 1 gives an overview of the proposed PSIK system.
There are three parts. In the training stage, we first collect
an unbiased training dataset across the entire workspace of
the manipulator. This step is straightforward and can be
done with a few lines of code as described in Sec. IV-B.
The collected dataset is a multi-modal dataset, in which
a pose may have multiple joint solutions. Such a dataset
cannot be used to train NNs, which in essence are one-to-
one mapping functions. PSIK overcomes this limitation with
a novel probabilistic NN architecture, whichwill be presented
in Sec. IV-C. The key idea is to extract characterizing
features of poses and their corresponding joint solutions, and
identify signature features, called posture indices, that can
characterize the self-motion manifolds of the poses.

In the second stage, an auxiliary dictionary is introduced to
help track signature posture indices and important properties
of the solution space. Finally, in the inference stage, given a
desired pose, the associated posture indices in the auxiliary
dictionary are examined and one is selected (see Sec. IV-D).
Next, the desired pose and the selected posture index are
fed into the trained neural model to produce the final joint
solution, as introduced in Sec. IV-E. Note that the different
posture indices of a given pose will generate different
postures for the manipulator. We thus have a systematic
way of generate distinct postures for a given pose. Also,
by altering the posture index, it is now possible to navigate
the joint solution space.

B. UNBIASED TRAINING DATASET COLLECTION
PSIK adopts deep generative models and thus needs a
training dataset for offline NN training. As mentioned earlier,
most existing NN-based methods employed a biased training
dataset permitting only one joint solution for each desired
pose. In this way, the NN models can be trained successively
as one-to-one mapping functions. The problem is that the
training dataset has to be specially and manually designed,
which hinders the automation of the data collection process.
Furthermore, if the applications or requirements are changed,
new dataset has to be collected and the process has to be
repeated.

On the other hand, this paper aims to solve the one-
to-many mapping from a desired pose to the multiple
joint solutions for kinematically redundant manipulators.
Therefore, we only collect an unbiased multi-model dataset
across the entire workspace of the manipulator. The idea is
straightforward by moving each joint of the manipulator in
turn for a fixed displacement, say xi degrees for a rotating
joint i, across the working range of that joint. For each
movement of a joint, the configuration of all the joints is
recorded and the corresponding pose of the end-effector is
obtained by forward kinematics. After all joints are turned
across their working range in sequence, an unbiased dataset
that covers the entire workspace of the manipulator can be
collected. Note that in the dataset, a pose may have multiple
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joint solutions to reach it. The size of the dataset and the
density of the known poses depends on the displacement xi
to collect the data. Hence, the displacements are important
design parameters in PSIK.

C. PSIK MODEL TRAINING
A typical NN model is a parameterized one-to-one mapping
function. However, the training dataset collected in the
previous subsection is multi-modal, in which a pose has
multiple joint solutions to map to. It is not possible to learn a
set of parameters for the NN model to output all solutions
at once, causing the training to fail [11]. In this paper,
we propose to add an extra index vector to the input layer
so that the NN function maps from a given desired pose and
an index to an joint solution. This solves the one-to-many
mapping problem.

Since this index vector, called posture index, helps to walk
through the infinite number of joint solutions for a given
pose, it must be continuous. Also, all poses of themanipulator
must have their own posture index, and adjacent poses must
have similar posture index values. Therefore, it is critical
how posture index should be represented and learned from
the collected unbiased dataset. In this paper, we propose to
encode the posture index with probability distributions. The
posture index now covers a range of values instead of discrete
points.

To implement PSIK, we adopt Variational Auto-encoder
(VAE) [20], [40]. The VAE has the important advantage
of approximating posterior with continuous latent variables.
Fig. 2 shows the architecture of PSIK. The encoder is trained
to extract the features of poses and their corresponding joint
solutions into a latent vector characterizing by probability
distributions, e.g., normal distributions. Let the dimension-
ality of the latent vector be k . Then, the encoder will output k
sets of means µ and variances σ . Next, the decoder samples
the k sets of means and variances to obtain a posture index
and converts the posture index with the target pose back to
the joint solution. It should be noted that we do not really
sample latent variables, because backpropagation cannot
handle sampling. Instead, the reparameterization technique is
used to implement the idea. The original equation inVAE [20]
is modified slightly by adding extra conditions. The loss
function is as follows:

Loss = −
∫
z
q(z|g, x) · log p(x|g, z) dz

+KL(q(z|g, x)‖Nor(0, 1)), (3)

where g is the target pose, x is the corresponding joint
solution, and z is the posture index. The objective is to
minimize the loss.

D. POSTURE INDEX SELECTION
In Sec. IV-C, we introduce the proposed PSIK architecture
and how it associates a desired pose with multiple joint
solutions. The architecture has an encoder for generating
posture indices and a decoder for obtaining different joint

FIGURE 2. Implementation of the PSIK neural model.

solutions. During inference, the decoder receives a pose and
a posture index to generate a joint solution. The problem is
that the values of the posture index cannot be set arbitrarily.
Not any posture index would generate a meaningful posture
for the manipulator. Being a means to walk through the
self-motion manifolds of a given pose while being consistent
across adjacent poses, the posture index must have some
signature values, which allow distinct postures of a given
pose to be identified and represented. In addition, different
poses will have a different set of signature posture indices.

To track the signature posture indices for different poses,
we propose in PSIK to maintain an auxiliary dictionary to
store poses and their corresponding signature posture indices.
Although poses and posture indices are continuous across
the workspace of the manipulators, the continuity in PSIK
NN models ensure that adjacent poses have similar joint
solutions and posture indices. Therefore, a sparse and discrete
dictionary can serve the purpose. The question is how to learn
and obtain the signature posture indices. There are various
ways that this can be done.

In PSIK, we adopt the strategy that leverages the training
dataset. After the encoder is trained, we feed all the poses
collected in the training dataset to the encoder once more
to obtain the corresponding posture indices. Then, a simple
clustering is applied to identify those posture indices that are
sufficiently apart as the signature indices. Next, a KD-tree
and a dictionary data structure are used to store the signature
posture indices of each pose that appears in the training
dataset, as shown in Fig. 3. Additional information may be
stored in the dictionary, for example, the available ranges
of the posture index for a given pose, the distance to
singularities, the self-motion manifold id, and so on [13],
[33], [35]. In the next subsection, we will discuss how this
auxiliary dictionary can be used. Note that this procedure
does not exclude at all the possibility that new entries are
added into the dictionary dynamically as we gather more data
during the operations of the manipulator.

Note also that it is possible to skip querying the auxiliary
dictionary for posture indices and instead to leverage the
current or initial state of the manipulator to find the posture
index for the target pose. The idea is to feed the current joint
configuration and the desired pose into the encoder to obtain
a posture index, which is then used to obtain the joint solution
to reach the target pose via the decoder. The rationale is that
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FIGURE 3. The KD-tree and the dictionary to track positions in the
dataset and their posture indices.

the manipulator may move to the target pose with a posture
similar to that of the initial state of the manipulator.

E. PSIK MODEL INFERENCE
After the PSIK neural models are trained and the auxiliary
dictionary is set up, they can be used to infer joint solutions.
Given a desired pose, a typical workflow of the inference in
PSIK is as follows. First, the auxiliary dictionary is queried
to retrieve posture indices corresponding to the pose. If the
posture indices are fed into the decoder together with the
desired pose, multiple joint solutions can be obtained. All
of them can move the robotic manipulator to the desired
pose. Second, the retrieved posture indices can optionally be
adjusted before they are fed into the decode to obtain even
more postures. Third, one joint solution is selected as the
final output. Note that the first two steps in effect navigate the
self-motion manifolds corresponding to the desired pose via
the posture index to obtain multiple joint solutions for that
pose. Depending on the application, they can be skipped or
simplified, as discussed below. The last step corresponds to
the redundancy resolution optimizations [7], [39] in typical
numerical IK methods for redundant manipulators.

A couple of details in the above workflow need to
be discussed further. In the first step, when the auxiliary
dictionary is queried, the given desired pose may not be in
the dictionary. Therefore, in PSIK, we actually search for the
closest poses in the dictionary and take their posture indices
as the indices for the desired pose. The range to search in
the dictionary is a design parameter. In the second step, how
to alter the posture indices to obtain more joint solutions is
also a design problem. Since themapping from theworkspace
to the joint configuration space is nonlinear, there seems no
easy answer and we will leave it for future research. In the
following, we will only consider the simple strategy that
increments or decrements each component of the posture
index with a small amount and sees how the posture of the
manipulator is changed.

In the third step, the most important decision is to select
one posture index as the final output. The goodness evaluation
of the posture indices really depends on the application
requirements, which are often expressed as constraints

or utilities. As noted above, this roughly corresponds to
the optimization operations in redundancy resolution in
numerical IK methods that reduces the infinite number of
joint solutions of a pose to just one. An important difference
however is that in numerical methods the optimizations are
usually formulated as part of the mathematical formulations
and solved during the numerical iterations, while in PSIK
the optimizations are evaluated after the joint solutions are
obtained. This difference will be further elaborated when we
discuss the applications in the next section.

F. DISCUSSIONS
Although kinematic redundancy is task-dependant, i.e., the
dimensionality of the joint configuration space is larger than
that of the task workspace, the training of the PSIK neural
models is essentially task-agnostic, except for the dimen-
sionality of the workspace. In other words, as soon as the
dimensionality of the tasks is determined, e.g., 3-dimensional
position only, 6-dimensional position plus orientation, or any
other values, an unbiased training dataset independent of
the tasks can be collected and used for training the neural
models. Furthermore, during inference, any task-dependant
requirements and optimizations are performed after the joint
solutions corresponding to the given target pose are produced
by the PSIK models, not during the process in calculating the
solutions. This means that the PSIK models only need to be
trained offline once for 3- as well as 6-dimensional workspace
and then can be used throughout its lifetime. Of course, this
does not exclude the possibility of improving the models
dynamically for their specific working environments.

The primary goal of PSIK is to navigate the joint solution
space of kinematically redundant manipulators to obtain
multiple solutions for a given pose. We propose in this
paper the posture index as the means for navigating the
space. On the other hand, as mentioned in I, the joint
configurations corresponding to a given end-effector pose
can be represented as a finite set of disjoint continuous
self-motion manifolds [4]. To model the configuration space
of redundant manipulators more closely to the level of
self-motionmanifolds with PSIKmodels, we can leverage the
analytic techniques proposed in previous works [4], [33], [35]
on the training dataset to identify the self-motion manifolds
and then annotate the information in the auxiliary dictionary.
Alternatively, the signature posture indices mentioned in
Sec. IV-D, which are resulted from a clustering of all the
posture indices of a pose, may correspond closely to the self-
motion manifolds. Further studies are needed to establish the
link.

V. APPLICATIONS
In this section, two applications are introduced to demonstrate
how the offline-trained PSIK models can facilitate online
IK computations. The first application is to find a good
initial joint solution with PSIK to bootstrap the numerical
IK calculations, as suggested in [13]. The second application
is to leverage PSIK’s ability of generating multiple joint

2280 VOLUME 11, 2023



C.-K. Ho et al.: Deep Learning Approach to Navigating the Joint Solution Space

TABLE 1. The average number of iterations to reach the target position
by numerical IK.

solutions so that requirements of secondary tasks, such as
obstacle avoidance, can be evaluated off the numerical IK
iterations and at the stage after the multiple solutions are
produced by PSIK. In this way, numerical IK methods do
not need to calculate extra constraints during the optimization
iterations, speeding up the computations.

A. BOOTSTRAPPING NUMERICAL IK
As mentioned earlier, numerical IK methods typically rely
on iterative approximations, such as Newton’s method or
gradient descent, to solve for the joint variables to reach the
given target pose. The number of iterations correlates to the
distance between the initial position of the end-effector and
the target position. Table 1 shows the number of iterations that
the numerical IK method needs to run to reach the required
position precision (0.01 cm), even when the end-effector has
already reached a certain distance from the target position.
In this experiment, the 7-DoF Franka Emika Panda robotic
manipulator was the target, and the IK function was solved
by the L-BFGS-B IK solver [6] in the IKpy package [28].
The manipulator was initially positioned with the joint
configuration of (0,0, . . . ,0), and 10,000 positions in the
workspace were randomly sampled as the target position. The
average values are reported.

It can be seen from the table that the numerical IK method
needs quite a few iterations to reach the target position. If the
precision requirement is higher, say to 7 digits, then the
number of iterations will dramatically increase. We can also
see that even when the remaining distance from the current
position to the target position is smaller than 0.02 cm, the
numerical IK method still takes a few iterations to reach the
target.

Table 2 examines the effects of iterative numerical
optimizations from another perspective, i.e., the percentage
distance improvements for the first few iterations. We can see
that the numerical method moves the manipulator gradually
towards the target position. In average it takes two iterations
to bring the end-effector to about half way between the
starting location and the target location, and the first five
iterations only take it to about 75% of the way. Therefore,
if numerical IK can start from a pose that is close to the target
pose, the number of iterations can be significantly reduced.

Using PSIK, this can be done easily with several oper-
ational options. Given a target pose, if there is no special
requirements or constraints, we can query the auxiliary
dictionary for a pose that is closest to the target and then
randomly choose one associated posture index. The posture
index and the target pose is then fed into the PSIK decoder to
obtain the joint solution. The resultant joint solution can serve

TABLE 2. The percentage improvement in distance to reach the target
position for the first five iterations by numerical IK.

as the starting pose of the numerical IKmethod. Alternatively,
we can leverage the current state of the manipulator by taking
the current pose and joint configuration as inputs to the PSIK
encoder to generate a posture index. The obtained posture
index is then sent to the decoder together with the target pose
to generate the joint solution to bootstrap the numerical IK
computations.

The problem with the above two schemes is that they
ignore the manipulator transition from the current pose to
the target pose. One workaround is to combine the two.
We can take the posture index generated in the second scheme
from the PSIK encoder to compare with the posture indices
obtained from the dictionary in the first scheme. The posture
index from the latter that is the most ‘‘similar’’ to the former
is chosen to feed into the PSIK decoder to produce the joint
solution. The rationale is to allow the manipulator to transit
from the current configuration to the target pose in a most
smooth way. Again, there are many details in evaluating the
‘‘similarity’’ of two posture indices, and we will leave the
topic for future study.

Extra requirements such as posture similarity discussed
above, and singularity or obstacle avoidance may be added as
tasks demand. In PSIK, these requirements may be evaluated
after we obtain multiple joint solutions to the target pose,
a point to be further elaborated in the next subsection.
One final note is that the time of querying the auxiliary
dictionary and executing the PSIK neural models must be
significantly lower than that of iterative approximations by
numerical IK from a random initial solution. In the next
section, we will evaluate the effectiveness of using PSIK to
bootstrap numerical IK methods.

B. CONSTRAINTS OFF NUMERICAL ITERATIONS
If the task imposes extra requirements, such as obstacle
avoidance, numerical IK methods normally will formulate
them as optimization goals or constraints and compute them
as part of the approximation iterations. If the application
imposes more constraints, the approximation formulations
will become more complex and harder to converge, resulting
in more iteration count and computation time.With PSIK, the
extra requirements need not be formulated into the numerical
formulations. They can be checked after the PSIK models
produce multiple joint solutions for the given target pose.
The joint solution that best satisfies the constraints is then
returned as the initial guess for the numerical IK solver.
In this way, the numerical IK solver needs not calculate
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these constraints during the iterative optimization process.
This simplifies the computation complexity of each iteration
and speeds up the total execution. Note that since the joint
solutions produced by PSIK can move the end-effector close
to the target position, the pose of the manipulator will remain
similar when moving from those positions to the target
position. This will be further verified in the next section.

Algorithm 1 shows a simple framework for leveraging
the multiple joint solutions generated by PSIK to evaluate
extra requirements, including adjusting the posture indices to
get better solutions. The framework contains an evaluation
function that incorporates extra requirements of the task to
evaluate how well a joint solution satisfies the requirements.
The evaluation functions may include information such
as positions of the obstacles and consult the auxiliary
dictionary for information such as singularities of the joint
solution space. The framework also has an adjust function to
determine how to adjust the posture index. In Algorithm 1,
we show an example evaluation function, Freq(θ, I) = ρ,
and demonstrate how each element of the posture index is
adjusted in turn to find another posture index that can meet
the application requirements better.

Algorithm 1 A Framework for Extended Task Execution
With PSIK
Require:

Desired pose: pose;
Posture indices: I1, . . . , Ik ;
Joint solution: θ ;
Auxiliary dictionary: Dict(pose);
PSIK decoder: PSIK_decoder(pose, Ii) = θ ;
Task requirements: I;
Evaluation function: Freq(θ, I) = ρ, where ρ is the degree
that θ satisfies I; ρ = 0 if not satisfy;
Adjustment function: Fadj(θ ) = x, where x is the amount
to adjust for the posture index;

Output: Joint solution θo that best satisfies the requirements

{I1, . . . , Ik} ← Dict(pose)
for i = 1 to k do

θ ← PSIK_decoder(pose, Ii)
ρ ← Freq(θ, Ii)
while ρ = 0 do

Ii← Ii + Fadj(θ )
θ ← PSIK_decoder(pose, Ii)
ρ ← Freq(θ, Ii)

end while
end for
θo← the joint solution that has the maximum ρ

VI. EXPERIMENTS
In this section, details of the experimental setup are given
in Sec. VI-A. Since the posture index is the most important
element in PSIK, its design is first studied in Sec. VI-B.

FIGURE 4. The 7-DoF Franka Emika Panda.

The capability of PSIK to model the joint solution space
of redundant IK is then evaluated in Sec. VI-C. Sec. VI-D
focuses on using PSIK to navigate the redundant solution
space to find multiple distinct joint solutions to reach a
given target position is examined. Finally, in Sec. VI-E,
applications of PSIK to facilitate numerical IK computations
are evaluated.

A. EXPERIMENTAL SETUP
We evaluate the proposed methods using a 7-DoF robotic
manipulator, Franka Emika Panda.1 Its structure is shown in
Fig. 4. Joint 1, which is the axis nearest the base, controls
the orientation of the whole manipulator. Joint 4 is an elbow
joint, which gives more versatility to the end-effector. The
first three axes (Joints 1, 2, and 3) determine the position
of the elbow joint, and the remaining axes determine the
pose of the end-effector. The rotation limits of the joints
are as follows: Min/Max (degree) = Joint 1: -166/166,
Joint 2: -101/101, Joint 3: -166/166, Joint 4: -176/-4, Joint 5:
-166/166, Joint 6: -1/215, Joint 7: -166/166. The robot
has a maximum stretch of 855 mm. The experiments were
conducted in a virtual environment, the PyBullet [8] physics
simulator, for avoiding unexpected collisions and damage.
In the virtual environment, the physical parameters of the
manipulator are the same as those of the real robot, except
the self-collision mechanism was turned off. All experiments
were run on a computer with an Intel i7-8700 CPU and 64 GB
of memory.

The training dataset consists of the motor angles of the
arm, Cartesian coordinate (x, y, z) of the end-effector, and
the orientation of the end-effector. The dataset was collected
every 30 degrees of each motor. The dataset contains
6,967,296 data points with a total size of 589.5 MB. From the
collected data, we identified 580,608 different end positions,
resulting in about 12 data points per position on average. Note
that it does not mean there are only 12 postures per position.
Since the dataset is sparse, it is not possible to obtain all the
joint solutions to the same end position. To cope with the
sparsity and to generate a sufficient number of joint solutions
to a target position for selection, we actually included all the

1https://www.franka.de/
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data points that could be reached within 1 cm from the given
target position as the joint solutions to that position. Hence,
in Sec. VI-D, we also consider the posture indices from the
neighboring nodes that are close to the target position for
selection.

In addition to this dataset, we also collected a second
dataset called the uni-position dataset by dropping the data
points in the first dataset that have the same target position
of the end-effector. The second dataset was prepared for
especially training the two baseline methods for comparison.
As stated previously, the data points with the same target
positions (input) are considered noise while training a
classic fully-connected network, because the wights are in
competition. Hence, we attempted to alleviate the impact
of the ‘‘duplicated’’ data by removing those data with the
same positions. The uni-position dataset contains 523,267
data points with a total size of 61.2 MB.

To implement PSIK, the encoder and decoder each had five
fully connected layers. The encoder had 2048, 2048, 1024,
512, and 4 neutrons in the five layers respectively, whereas
the decoder had 512, 1024, 1024, 512, and 7 neutrons. Each
layer was followed by an ELU activation function, except for
the output layer. The output layer of the encoder generates
two outputs: one stands for the mean, and the other stands
for the variance. We have tried different parameters to train
the neural networks of PSIK. It is found that the learning rate
should be less than or equal to 0.0005, decreased after every
1000 training epochs, and the batch size should be 65536.
Stable and satisfactory results can be obtained for the entire
workspace after 3300 epochs.

B. DIMENSIONALITY OF POSTURE INDICES
Posture index is the most critical element in PSIK, which
allows us to navigate the joint solution space, or more
precisely the self-motion manifolds corresponding to a
pose. The dimensionality of posture index is thus an
important design parameter, which will be studied in this
subsection.

Since posture index can be used to navigate the self-motion
manifolds of a pose, its dimensionality must be closely
related to the dimension of the redundant joint space of the
manipulator. In this experiment, we first consider the case
that the tasks only require the end-effector to reach the target
position, i.e., the desired pose consists only of the position.
Therefore, the workspace of the tasks is a 3-dimensional
Cartesian space and the redundant joint space has a dimension
of four. We tried different dimensionalities of the posture
index, from one to seven, to train the PSIK models. The
experiments show that the models with a dimension smaller
than three failed to fit the training data. The loss values of
these models stopped decreasing in an early stage. On the
other hand, the models with a dimension greater than or
equal to three can successfully achieve a good comparable
performance. The main difference among them is the speed
to converge. The longer the indices are, the faster the loss
value decreases.

This result confirms that the dimensionality of posture
index is closely related to the dimension of the redundant
joint space. However, it also indicates that its dimensionality
needs to be exactly the same as the redundant joint space,
perhaps due to the nature of probabilistic distribution of
posture index. Since the models with 3-dimensional indices
need more hyperparameter adjustments and training time,
we therefore use 4-dimensional posture indices in most
experiments discussed in this section, if the tasks only require
the end-effector to reach a target position. On the other hand,
the dimensionality can be reduced to one if the tasks require
both position and orientation of the end-effector.

C. MODELING JOINT SOLUTION SPACE
In this subsection, we evaluate how closely the proposed
PSIK can model the joint solution space of redundant IK.
Although accuracy is not of primary concern in this paper,
because we focus on using PSIK to assist numerical IK
computations, accuracy nevertheless is a good indicator of
the closeness of PSIK in modeling the solution space. If the
tasks only require the end-effector to reach the target position,
i.e., the desired pose consists only of the position, then the
accuracy can be measured in terms of distance error, which
is the Euclidean distance from the given target position to
the center of the end-effector by setting the joints according
to the produced joint solution. If the desired poses include
target position as well as orientation, then the accuracy can
be measured by the distance error and the cosine similarity of
the orientation of the end-effector.

1) POSITION ONLY
We first consider the case in which the desired poses
only contain the position. The modeling capability of PSIK
is compared against two NN-based methods: an adaptive
neuro-fuzzy inference system (ANFIS) [11] and a deep
fully-connected neural network (FCN) [11], [41]. PSIK used
a 4-dimensional posture index. The parameters of the ANFIS
were as follows: the number of premise functions of each
feature was 2, the range of allowed values of the exponent
in the premise functions was from 0.2 to 0.5, the range
of allowed values of the exponent in the premise functions
was from 1 to 3, and the range of allowed values of the
coefficients in the consequent functions was from −10 to
10. The solver of the ANFIS was a particle swarm optimizer
(PSO), in which the number of populations was 100 and
the number of iterations was 200. Limited by the computing
resources available to us, ten premise functions for each
feature is the largest configuration we can compute. FCN
served as our baseline and had 3, 512, 1024, 1024, 512, and 7
neutrons in the five layers, which were identical to the PSIK
decoder except for the input layer.

In this experiment, we noted that the training dataset had
different densities in different regions of the workspace due
to the characteristics of the different joints and their links.
Therefore, we divided the workspace with different sizes
of circles centered around the base of the manipulator and
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TABLE 3. Modeling of joint solution space in terms of average distance error (cm) for tasks requiring position only.

sampled 100 random target positions on each of the circles.
The PSIK model was then used to find the joint solution.
Since the tasks did not require the end-effector orientation,
the first posture index in the auxiliary dictionary for the target
position was chosen.

Table 3 shows the results. For PSIK, the average distance
errors are relatively uniform across different regions, because
it treats the dataset as distributions during training and
considers nearby data points together. However, the average
distance error is about 1.73 cm. One reason for the limited
accuracy is the KL divergence that prevented PSIK from
fitting the training dataset, which is similar to a regularization
term in training. If high accuracy is required, the joint solution
provided by PSIK can serve as an initial solution to bootstrap
numerical IK, as will be discussed in Sec. VI-D.
In contrast, FCN can only achieve a 45 cm average

distance error. This is not surprising, because the multiple
solutions corresponding to the same pose prevent the neural
network from finding an effective association. Even if we
use the uni-position dataset, which keeps only one solution
for each pose, the FCN still suffers from poor performance.
The average distance error is improved by only about
5 cm. We speculate that this is because the dataset kept
inconsistent joint solutions across adjacent poses. Thus, the
neural network might receive similar inputs but have quite
different joint solutions. Both FCN models perform better
when the radius of target positions is under 40 cm, similar
to PSIK. Finally, the average distance error of the ANFIS
model is 70 cm, which is the worst among the three models
compared.

2) POSITION AND ORIENTATION
We next examine PSIK when the desired poses include target
position as well as orientation. Again, the workspace was
divided by circles of different sizes centered around the
base of the manipulator, and 100 random target positions on
each of the circles were sampled with a random orientation.
The PSIK model was then used to find the joint solution.
Specifically, 50 data points closest to the target position in
the KD-tree were retrieved, their associated 1-dimensional
posture indices were used to find the corresponding joint
configurations, and the joint configuration that best matches
the target orientation was returned.

From Table 4, we can see that the average distance
error is 3.2 cm and the average cosine similarity is 0.99,
which means the deviation of the orientation is about

TABLE 4. Modeling of joint solution space for tasks requiring position
and orientation.

3 degrees. Compared with Table 3, the average distance error
increases significantly. This is because the data points in the
KD-tree closest to the target position did not have matching
orientations. We had to search data points that were further
away from the target position to find matching orientations.
This problem can be solved by adjusting the elements of the
posture indices that correspond to the closest data points to
align the pose, as will be discussed in Sec. VI-D.

D. MODELING REDUNDANCY
The ability of PSIK to navigate the solution space to find
distinct joint solutions is evaluated in this subsection. This
is done by randomly sampling one target position from each
of the four quadrants of the workspace and then selecting ten
different posture indices in each position from the auxiliary
dictionary. As mentioned in Sec. IV-D, the posture indices
stored in the auxiliary dictionary are selected to be as distinct
as possible. The four randomly sampled target positions had
the coordinates (x, y, z) in the Cartesian workspace as follows
(all numbers in meter):

• a: (0.1357, -0.321, 0.222)
• b: (-0.333, 0.246, 0.1999)
• c: (-0.188, -0.168, 0.321)
• d: (0.2020, 0.2021, 0.2022)

1) POSITION ONLY
Again, the case in which the tasks only ask for end-effector
position is considered first. The posture indices are
4-dimensional vectors. To examine the diversity of the ten
postures for each of the four positions, we show the variance
of their joints in Table 5. As shown in the table, Joint 1 has a
high variance in every position, which means Joint 1 has quite
different values in the ten joint solutions generated by the ten
posture indices in all four positions. Since Joint 1 is nearest
to the base of the manipulator, this implies that the robot
starts by facing very different directions and then moves its
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TABLE 5. The variance of each joint in the four target positions based on
ten different posture indices.

end-effector to reach the same target position. If we examine
Joints 1, 2, and 3 together, which determine the location of the
elbow (Joint 4), we can also see that they have high variances.
It means that Joint 4 can have very different positions while
still taking the end-effector to the same target position.

Table 6 illustrates the ten postures generated from the ten
posture indices to reach each of the four target positions
using PSIK. From the table we can see that the manipulator
can approach the target position (red dot) from different
directions with different heights of the elbow joint and even
different orientations of the end-effector. The postures are
quite distinct if examined visually.

Table 7 shows the accuracy of the ten joint solutions of the
four target positions. It can be seen that the average distance
error is between 1.1 cm to 1.5 cm. The smallest distance error
is 0.27 cm, occurred at position d using joint solution 2. The
worst error is 3.24 cm using solution 7 at position a.

2) POSITION AND ORIENTATION
We next examine the case in which the desired poses contain
both position and orientation. Now, the posture indices
are only 1-dimensional scalars. Table 8 illustrates the five
postures generated from the five posture indices to reach the
four target positions while maintaining a given orientation.
The orientation was chosen randomly in the experiment.
It is interesting to see that the postures corresponding to a
pose look similar. This is not surprising because the posture
indices are scalars and conceptually there is only one way
to varying the postures. We also trained PSIK using 3- and
4-dimensional posture indices, and it turned out that the
extra elements cause the same changing trend, i.e., slope
adjustment, but not orientation.

3) NAVIGATION WITH POSTURE INDEX
Posture index is a vector. Intuitively, every element in the
posture index should affect some aspects of the final posture
of the manipulator. Unfortunately, the unsupervised learning
to train the PSIK models lacks semantic explanation of the
elements of posture index, though it allows our approach
to generalize to any DoF robotic manipulator. In this set
of experiments, we study the effects of changing different
elements in the posture indices and how they help us to
navigate the self-motion manifolds of a pose.

Let us start with 4-dimensional posture indices, i.e., the
desired poses contain position only. Table 9 shows the

FIGURE 5. Effects of changing elements 1 (above) and 4 (below) in
posture index, which adjust the end-effector along a slant line while
keeping the target position unchanged.

changes of the postures when different elements in a posture
index are changed for the target position (-0.25, -0.25, 0.25).
The changes of each element was 0.01 per step. There are
two different trends in the postures when themanipulator tries
to reach the given target position. One affects the orientation
of the end-effector (elements 1 and 4), and the other affects
the body of the manipulator but keeps both the orientation
and the location fixed (elements 2 and 3). More specifically,
element 1 makes the end-effector rotate around the vertical
line, whereas element 4 rotates it around the horizontal line.
In other words, we can change the two elements to control the
direction that the end-effector approaches the target position.
Fig. 5 shows the results when we adjust both elements 1 and
4. As can be seen, the end-effector moves along slant lines.
On the other hand, elements 2 and 3 of the posture index
change the slope of the end-effector. They cause similar
effects except for the side.

We next study how the roles of the elements in the
posture index change when the dimensionality of the index
is changed. We examine 3-dimensional posture index first.
It is found that two of the elements affect the orientation.
This implies that they are essential so that the end-effector
can approach the target position from any direction in a
3-dimensional workspace. The remaining element alters the
slope, which means that the two elements that do the same
in the 4-dimensional posture index are now merged into
one due to their similarity. This also explains why the
dimensionality of the posture index has to be at least three.
When the dimensionality of the posture index increases,
PSIK models can have more room to contain the two types
of changing trends, which eases the difficulty of training.
However, different elements in the posture index may cause
similar effects.

E. APPLICATIONS OF PSIK
In this subsection, we evaluate the effectiveness of PSIK in
facilitating the numerical IK computations as discussed in
Sec. V. The experiments were conducted based on the IKpy
package [28]. The main numerical IK method used was the
L-BFGS-B method [6]. It estimates the inverse Hessian
matrix to steer its search through the variable space to
reduce the deviation to the target position. By maintaining
the history of the past m (m < 10) updates of the position
and the gradient instead of the whole inverse Hessian matrix,
L-BFGS-B converges fast and requires less memory. In this
set of experiments, a computer with an AMD Ryzen 5 3600
6-core processor and 16 GB memory was used.

VOLUME 11, 2023 2285



C.-K. Ho et al.: Deep Learning Approach to Navigating the Joint Solution Space

TABLE 6. Illustrations of the ten different joint solutions in the four target positions considering position only.

TABLE 7. The distance errors (cm) of the ten joint solutions for each of
the four target positions.

1) BOOTSTRAPPING NUMERICAL IK
We first examine PSIK in finding a good initial joint solution
to bootstrap the numerical IK calculations. Suppose the
tasks require solving IK for position only. Given a target
position, the numerical IK solver finds a joint solution for the
end-effector to reach that position. PSIK can provide a nearby
joint configuration for the solver to start the optimization
iterations.

In the experiments, 10,000 positions in the workspace of
the 7-DoF Franka Emika Panda were randomly selected as
the target position for IK calculations and the average of these
10,000 results are reported. The accuracy was set to 0.01 cm
on each dimension. In other words, the solution provided
by the numerical IK method must be able to move the
end-effector to within 0.01 cm from the given target position.
According to the default starting configuration of IPky, the
original IK solver started the optimization iterations from
the joint configuration (1.55,1.35,1.55,-1.35,1.55,1.35,1.55),
which was as close to the origin of the joints as possible.
In PSIK, the data point in the KD-tree closest to the target
position was returned as the initial solution to the numerical
method.

Performance of the numerical IK method with and without
using PSIK to bootstrap is shown in Table 10. From the table,
we can see that PSIK improves the total execution time and

the iteration count by 52.8% and 56.8% respectively over the
original IK method, if the tasks require only the end-effector
to reach a target position.

Our experiments also show that PSIK can provide an initial
configuration to the IK solver that is in average 1.48 cm away
from the target position. This is much better than the original
IK solver without using PSIK, which starts with an average
distance of 86.22 cm away from the target position.

We next consider solving IK for position as well as
orientation. As discussed in Sec. V-B, when the application
requires the end-effector of the robotic arm to move to a
desired position with a specific orientation, the orientation
evaluation may be moved outside of the optimization
formulations with PSIK. This is done by the following
steps:

1) PSIK generates multiple joint solutions with the given
target position.

2) The joint solution that best match the target orientation
is chosen.

3) The chosen joint solution serves as the initial solution to
start the numerical IK optimization until an optimized
joint solution that satisfies the position accuracy is
obtained.

4) The optimized joint solution is adjusted to align to the
target orientation.

The last step may be performed by adjusting the corre-
sponding posture index as discussed in the last subsection
or by heuristics similar to CCD or FABRIK [2], [43]. Note
that since the joint solution obtained from PSIK can move
the end-effector very close to the target position, the pose
of the manipulator will remain similar when moving from
that position to the target position. It is thus sufficient to
examine the candidate joint solutions generated from PSIK
for conformity to the imposed orientation.
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TABLE 8. Illustrations of the five different joint solutions in the four target positions considering position and orientation.

TABLE 9. Effects of different elements in the vector of posture index for the target position (-0.25, -0.25, 0.25).

TABLE 10. Bootstrapping numerical IK for position only with PSIK.

The overall results are shown in Table 11. In this
experiment, PSIK queried 50 data points closest to the target
position in the KD-tree to find the joint configuration with the

highest cosine similarity. The returned configurationwas then
served as the initial solution to start numerical IK iterations
to approximate the target position. The IK iterations did not
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TABLE 11. Bootstrapping numerical IK for position and orientation with PSIK.

TABLE 12. Effects of PSIK on bootstrapping different numerical IK solvers.

evaluate orientation, because the joint configuration returned
by PSIK had already matched the target orientation. From the
table, we can see that the improvement of total execution time
and IK iteration count over the original IK method are nearly
50% and 60% respectively. The poses generated by PSIK also
match the required orientation closely.

Finally, we evaluate the generality of PSIK in bootstrap-
ping numerical IK methods. The performance of PSIK in
couple with other numerical IK methods in IKpy, including
BFGS method [16], Sequential Least Squares method
(SLSQP) [22], and Conjugate Gradient method (CG) [25]
is evaluated. Table 12 compares the average execution time
and iteration count by these numerical IK methods with and
without PSIK to bootstrap.

The table shows that PSIK can speed up all the numerical
IK methods considered. For position only, the improvements
in execution time range from 14% to 28%. For position and
orientation, the improvements are from 36% to 48%. This is
not surprising, because PSIK only provides initial solutions
to numerical IK approximation and does not affect internal
operations of the solvers. Thus it can work well with all
numerical IK methods.

2) CONSTRAINTS OFF NUMERICAL ITERATIONS
Wehave shown above the effectiveness of PSIK inmoving the
orientation requirement out of the numerical IK formulation
and providing initial solutions that satisfy the orientation
requirement. In fact, PSIK can assist in evaluating other con-
straints during IK computations. We examine one application
and see how PSIK may help.

Consider the problem of obstacle avoidance in robotic
manipulators. Most current methods incorporate obstacles as
additional constraints into the numerical IK formations to
solve the problem [7], [39]. Using PSIK, we can collect all the
extra constraints and requirements into a separate procedure
and evaluate the joint solutions generated from PSIK with

the procedure for their conformity to the constraints. The
procedure can be organized as a hierarchical pruning model,
with each layer pruning out joint configurations that do not
satisfy one of the constraints. By placing stricter constraints
on the top layers, we can prune more joint configurations
early, leading to better performance.

In this experiment, we assume that the manipulator needs
to move the end-effector to a target position with a given
orientation. There are a number of static obstacles in the
workspace to avoid and certain task requirements for the
postures. The goal is to determine a joint solution to satisfy
all the constraints and allow the end-effector to reach the
target pose. Note that for simplicity we only concern the
final posture of the manipulator here, not the motion path.
Nevertheless, the final joint configuration may well serve as
a goal in motion planning [19], [24].

Four different tasks with different requirements and thus
computing complexities were designed:

• Task A: position+orientation
• Task B: position+orientation, 1 obstacle
• Task C: position+orientation, 2 obstacles
• Task D: position+orientation, 2 obstacles, 1 requirement
on posture

With the increasing task requirements, the original numer-
ical IK solver needs to calculate more constraints during
optimization iterations. Therefore, the computation time
per iteration will increase. On the other hand, with PSIK,
the numerical IK solver only needs to perform basic IK
computations for target position and leaves the constraint
evaluations to the separate procedure mentioned above.
Hence, the computation time will remain almost the same for
increasingly complex tasks.

Table 13 shows the effectiveness of PSIK in evaluating the
constraints. In the table, the ‘‘Constraint Time’’ is the time
to evaluate the extra constraints, and the ‘‘Total Time’’ of
‘‘PSIK+Numerical’’ includes the time of query, clustering,
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TABLE 13. Effects of PSIK on evaluating extra constraints.

and iterative IK approximation. From the table, we can see
that for the original numerical IK, the total execution time
and time per iteration both increase when the complexity
of the constraints increase. In contrast, the time to process
the constraints with PSIK and thus the total execution time
of ‘‘PSIK+Numerical’’ remain nearly unchanged with the
increase in constraint complexity.

VII. CONCLUSION AND FUTURE WORKS
In this paper, a novel deep learning approach is proposed
that can model the ill-posed redundant IK solution space to
find multiple distinct joint solutions of a given pose. The
key idea of the proposed PSIK is to introduce an extra
probabilistic vector, the posture index, to allow the navigation
in the redundant joint solution space. Such a capability is very
useful for speeding up numerical IK computations. To the
best of our knowledge, this is the first work that can use
a single NN to generate multiple joint solutions for 7-DoF
robotic manipulators. Furthermore, the process to collect the
training dataset can be fully automated with a few lines
of code, and it does not impose any special constraints on
training data. Thus, the proposed PSIKmethod can be applied
to any robotic manipulators.

This work can find a diverse set of applications in robotic
manipulators. Two example applications are presented in
the paper to demonstrate the effectiveness of PSIK in
facilitating numerical IK computations. Experiments based
on the popular IKpy package show that PSIK can accelerate
the execution of the different numerical IK modules in IKpy
up to 50% for a 7-DoF manipulator. Other applications are
possible. For example, if there are two different high-DoF
robotic manipulators, it is possible to use the posture
indices to make one manipulator imitate the other. The two
manipulators not only follow the same trajectories by the
end-effector but also have similar postures. This could be
very useful when one wants to transfer the skills from one
robot to another. Another possibility is to choose the best
posture index that can achieve certain optimization goals,
e.g., reaching a goal withminimal power or avoiding dynamic
obstacles.

This paper opens up a new direction for NN-based IK
methods. The current paper focuses mainly on the ability
of PSIK to model the joint solution space of redundant IK
and its applications to assist numerical IK computations.
Although PSIK can obtain solutions to redundant IK, the
accuracy still can not match that by numerical IK at this

point. It is thus interesting to exploit the accuracy of PSIK
models in the future. This work uses a sparse training dataset
(by every 30◦ per joint) and has a subcentimeter distance
error (∼0.5 cm). It is interesting to see whether denser
training dataset can improve accuracy and if there is a limit.
Furthermore, a systematic way of adjusting the elements of
the posture index is needed to change the posture of the
manipulator to a desired one. Another possible future work is
to research how to model the distinct self-motion manifolds
with PSIK and the use of PSIK to study the various properties
of joint solution space of redundant IK.
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