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ABSTRACT An MPPT (Maximum Power Point Tracking) plays a vital role in a photovoltaic(PV) power
generation system. Applying the optimum MPPT is a significant way to achieve an efficient PV system.
The MPPT methods’ efficiency counts on the two MPPT factors, including the perturbation period and the
perturbation amplitude. Nevertheless, realizingMPPT in the photovoltaic array is very hard when the natural
conditions change, especially for the temperature and light intensity. This paper proposed a new method
based on Conjugate Gradient (CG) to address the problem of hard reasonable considering both dynamic
and steady-state performance in some existing MPPT algorithms. Meanwhile, the presented algorithm can
effectively adjust the output of PV cells by controlling the boost DC/DC converter. Finally, the experimental
and simulation results show the system can quickly get the maximum power point and have performance.

INDEX TERMS MPPT, conjugate gradien, photovoltaic system.

I. INTRODUCTION
With the continuous consumption of nonrenewable energy,
such as oil, coal, and natural gas, people have paid more and
more attention to environmental and energy problems [1],
[2], [3]. Solar energy, as specific clean energy, has become
prominent. Recently, the research and application of PV gen-
eration and its related technologies have made good progress
and become one of the hot spots in the new renewable energy
research area.

Solar energy is the most significant resource, which means
nothing can live without it on earth [4], [5], [6]. Owing to
the advancement of technology and the usage of different
types of energy, people have determined that the electrical
energy produced by applying Solar cells or PV systems is
one of the most effective and valuable. Following a research
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report by the IEA(International Energy Agency), the energy
consumption on earth has increased fast in recent years [7],
[8], [9].

Due to some advantages, including low noise, minimal
depreciation of its components owing to the lack of moving
parts, nonpolluting operation after its installation, and lack of
cost for the fuel, PV power has been much more popular [10],
[11], [12]. The PV energy is simple in design and clean. Also,
its best merit is its output from microwatt to megawatt. There
are a lot of applications of the PV system, including pumping
water [13], power support [14], communications [15], home
solar systems [16], power plants [17], and (space vehicles)
astronautic applications [18], etc. Because of the widespread
usage of this energy, it is ordinary that annual demand is going
to increase in this area, also.

Given the physical characteristics of the main building
parts of solar cells (semiconductors) and their non-linearity
properties, we can find a maximum possible output power
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FIGURE 1. Properties of a classic PV cell. a.relation between VOC vs. VMPP and ISC vs. IMPP ; b. voltage-power
profile under a constant temperature; c. voltage-power profile under unvaried insulation.

from the peak of the power-current (or power-voltage) profile
of those solar cells. Commonly, people name this point MPP
(Maximum Power Point) [19], [20], [21]. Thanks to some
specific characteristics of the building materials of solar cells,
MPP changes as a variation of irradiance and temperature
shown in figure 1 below. This figure illustrates that the MPP
appears near the top of the P–V profile or the famous knee
point of the P–V curve. Because the MPP depends on solar
radiation (S) and temperature (T), and these environmental
conditions vary randomly, the MPP position is continuously
changed [22], [23], [24], [25]. Therefore, it is inevitable to
apply an MPPT (Maximum Power Point Tracking) technique
to keep the working point of a PV system regularly at or at
least close to the MPP [26], [28], [29].

Nowadays, there are some availably simple, practical,
and feasible MPPT algorithms, including the conductance
increment method (INC) [30], the disturbance observation
method (P&0) [31], and the constant voltage control way
(PV) [32], [33]. In addition, many international researchers
gradually would like to introduce the fuzzy PID control
method [34], neural network controlmethod [35], fuzzy adap-
tive control method [36], and automatic intelligent control
technique into the field of the PVMPPT [37]. There are three
main evaluating indexes for the MPPT methods mentioned
above: ¬ steady-state characteristics, which means the dif-
ference between the actual power when reaching the stable
working state and the available power under this condition;
 Dynamic factors, which means to find and stabilize the
tracking speed of MPP; ® Implementing cost, which refers to
the price of processors and sensors used in a PV MPPT sys-
tem; Furthermore, some algorithms require additional light
and temperature sensors; meanwhile, some methods demand
a high-performance processor due to a large amount of com-
putation.

Although there are many MPPT algorithms and compar-
isons of MPPT methods, most of the literature took aims
for only one goal [38], [39]. Overall, it is hard to simul-
taneously consider the dynamic performance, steady-state
performance, and implementation cost of the MPPT [40].

To address the problem mentioned above hard to balance
multiple indicators. This paper presents an MPPT algo-
rithm for a photovoltaic system based on the conjugate

gradient method. Meanwhile, the tracking process has good
steady-state performance and dynamic performance.

Besides part I of the introduction to the background, the
rest sections of the paper are as follows: section II presents
the system overview; section III discusses the operation prin-
ciple of an MMPT system; part IV shows the simulation and
experiment performed in this paper as well as their analysis;
finally, section V concludes the whole article.

II. SYSTEM MODEL
As reviewed above, the PV system needs a specific circuit
MPPT to keep the working point always on the MPP or at
least near it. Figure 2 below gives the model of an MPPT
system. The DC-DC also uses a controller signal and makes
the output be the desired level [28]. Therefore, the MPPT
algorithms can compute an optimal duty cycle by investi-
gating different parameters (current, temperature, or voltage)
and deliver this value to the converter to increase the PV
power [29]. Figure 2 below illustrates the model of the MPPT
system.

As well known, the MPP system must be in operation
ceaselessly in real-time cause the factors onwhich this system
depends (radiation and temperature) always change all day
[30], [31], [32]. These changes in the number of tempera-
tures and radiations during the day may be partial shading
or perfectly normal [33]. Consequently, it is necessary to
rapidly and accurately update the duty cycle (it depends on
the circumstances).

A classical PV system comprises an MPPT tracker (power
electronic converters and controllers), solar arrays, and load.
The efficiency increasing of every part can make improving
the PV system. Figure 3 illustrates a practical single diode
model of solar cells [34].

Putting those solar cells next one by one can achieve
this module. The panel includes connecting some modules,
and several selected ones can make up an array further. For
instance, linking a parallel or series of modules can create a
solar panel. According to the Practical single diode Model of
solar cells (as shown in figure 3 above), the VCR (Voltage-
Current Relationship) of two terminal circuit networks, and
the Kirchhoff theorem in circuits [35], we can define the
relationship that is between the current and voltage of the
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FIGURE 2. The model of the MPPT system.

FIGURE 3. Practical single diode model of solar cells.

solar cell as Equation (1) below:

ISC = ISL − ID − IPC

= ISL − Isr

(
e
q(Uoc+IscRSB)

QKT − 1
)
−
Uoc + Isc · RSB

RPC
(1)

In Equation (1), Isc means the current of a short circuit,
an output current from solar cells; IsL denotes the current
achieved directly from the sunlight; ID symbolizes diode
junction current; IPC illustrates the parallel branch circuit
current; q shows the charge of an electron; Uoc represents
the voltage of an open circuit, an output voltage from solar
cells. In addition, RSB indicates the resistance of series branch
and RPC is the resistance of the parallel circuit; Furthermore,
K symbolizes the Boltzmann constant, T shows an absolute
temperature of the P–N junction and Q is an ideality factor of
a diode;

Last but not least, this paper also lists the other three
formulas to explain Equation (1) clearly as below:

Isr = Isrt

(
Tab
Tref

)3

e
q
QK

(
1

Tref
−

1
Tab

)
(2)

In expression (2) above, Isrt is the saturated reverse cur-
rent at a reference temperature; Tab symbolizes the absolute
temperature of a battery surface; Tref shows the reference
temperature.

ISL =
λ

100

[
Ibsc + Itsc

(
Tab − Tref

)]
(3)

In it, Ibsc denotes the battery short-circuit current at a
reference temperature, and Itsc indicates the temperature coef-

TABLE 1. Some selected parameters in characteristic equations of solar
cells output.

ficient of a short-circuit current.

Q =
ρ

r
=

ρ

rL + rC
=

ρ
ρ
QL
+ ρ/QC

=
QLQC

QL + QC
(4)

Furthermore, we see a parameter Q, a diode quality factor,
or a Q factor as a dimensionless parameter in physics and
engineering. It is a physical quantity indicating the damping
property of the oscillator, and it can also represent the reso-
nance frequency of the oscillator relative to the bandwidth.
The high Q factor shows that the rate of energy loss of the
oscillator is slow and the vibration can last for a long time.

Table 1 below gives the units and values range of some
selected parameters in characteristic equations of Solar cells
output:

When calculating the ideal circuit, we can ignore the inter-
nal resistances Rs and Rsh in solar cells. Consequently, we get
a simplified one from the model described via expression (1):

ISC = ISL − Isr

(
e
qUoc
QKT − 1

)
(5)

In practice, PV arrays usually consist of solar cells. When
the characteristics of each component of the photovoltaic
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FIGURE 4. The VCR characteristics of PV cells.

array are relatively consistent and the relatively uniform envi-
ronment, using the above model can obtain the relationship
between the output voltage and output current of the photo-
voltaic array, referred to as VCR characteristics, as shown in
Figure 4 below:

III. MPPT IN PV SYSTEM USING HYBRID CONJUGATE
GRADIENT METHOD
Due to the classical disturbance observation method and its
improved algorithm, the tracking speed and the accuracy
of the fuzzy control tracking method are hard to take into
account, including two parts: 1. the large the disturbance
step is, the faster it is, but the worse the accuracy is; 2. the
smaller the step is, the higher the accuracy, but the slower
the speed is. Due to continuous disturbance and optimization,
the photovoltaic system cannot work stably in the MPP but
swings around the MPP, resulting in the loss of power to a
certain extent.

This paper sets the MPPT problem as a one-dimensional
optimization problem. The proposed method can quickly
achieve and stabilizeMPP through an iterative algorithmwith
the optimal step size. The conjugate gradient method can
address the above one-dimensional optimization problem and
overcome the shortcomings other one-dimensional optimiza-
tion algorithms have. The rest of this section illustrates the
principle and implementation of MPPT in PV systems using
the conjugate gradient method.

A. PRINCIPLE OF MPPT IN PV SYSTEMUSING CONJUGATE
GRADIENT METHOD
Thinking about a static point problem relevant to an unre-
stricted nonconvex optimization, find and obtain

ω∗ ∈ Rd thus to ∇f
(
ω∗
)
= 0. (6)

In equation (6) above, f : Rd
→ R is continuously

differentiable. By now, there are some good algorithms for
optimizing, just like the Newton method, CG method, the
steepest descent method, and quasi-Newton ways. Because
the CG methods utilize the CG directions for seeking min-
imizers of those observed loss functions, thus to address

local Nash equilibrium problems both in practice and theory.
Therefore, the authors adopt this CG-type algorithm: given
ω0 ∈ Rd and S0 := −∇f (ω0), then Z = 98.

ωm+1 := ωm + βmSm (7)

where,

Sm+1 := −∇f (ωm+1)+ γm+1Sm (8)

In expressions (7,8,9) above, (βm)m∈N represents a
sequence of the step sizes (also known as the learning rate
in machine learning), operation coefficient γm+1 ∈ R+, and
Sm is CG direction which means the searching direction. The
computation of this CG direction Sm+1 depends not only on
the past one Sm but also on its current gradient ∇f (ωm+1).

Because the method uses no inverses operation of matrices,
the memory requirement of this algorithm is small. Com-
monly, there are two main types of CG methods: the linear
and nonlinear way.

Here, the authors chose the linear CG algorithm owing to
its ability to solve the equations Aω = b using b ∈ Rd

and a positive definite matrix A when working in a linear
system. That means to minimize f ( ω) = 〈ω,Aω〉

2 − 〈b,ω〉
on Rd . When eigenvalues of matrix A comprise d-m smaller
eigenvalues, with m large values, the linear algorithm will
break at a specific solution only behind m+ 1 steps.
As for the nonlinear type ( just like the parameter γm),

scientists have widely researched it and successfully taken it
to practice [36]. These cases illustrate that using the nonlinear
type can solve a problem of the large-scale stationary point
through a common nonlinear function f . There are some
famous parameters γm for the nonlinear conjugate algorithm,
including HS (Hestenes & Stiefel) [37], DY ( Dai& Yuan)
[38], PRP (Polak, Ribiere & Polyak) [39], and FR(Fletcher &
Reeves) [40]. Their definitions are as the following formulas:

γHSm =
〈∇f (ωm) ,∇f (ωm)−∇f (ωm−1)〉

〈Sm−1,∇f (ωm)−∇f (ωm−1)〉
(9)

γDYm =
‖∇f (ωm)‖

2

〈Sm−1,∇f (ωm)−∇f (ωm−1)〉
(10)

γ PRPm =
〈∇f (ωm) ,∇f (ωm)−∇f (ωm−1)〉

‖∇f (ωm−1)‖
2 (11)

γ FRm =
‖∇f (ωm)‖

2

‖∇f (ωm−1)‖
2 (12)

In addition, aWH (W.W. &Hager) index is from a specific
modification of the HS equation as below:

γWHm = γHSm − µ

×

[
∇f (ωm)−∇f (ωm−1)K3 〈∇f (ωm) , Sm−1〉

〈Sm−1,∇f (ωm)−∇f (ωm−1)〉
2

(13)

In equation (13) above, µ > 1/4.
Furthermore, other researchers [52], [53], [54] would like

to adopt the hybrid conjugate gradient methods, such as:
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FIGURE 5. Flowchart for MPPT algorithm.

combining the FR and PRP methods and a combination of
the HS and DY methods:

γ FR−PRPm = max
{
0,min

{
γ FRm , γ PRPm

}}
(14)

γHS−DYm = max
{
0,min

{
γHSm , γDYm

}}
(15)

As seen in formulas (14,15) above, the hybrid methods are
selective ways or switch ones. And this paper used the former
algorithm of combining the FR and PRP methods due to its
low complexity and easy implementation.

B. ALGORITHM IMPLEMENTATION OF MPPT IN PV
SYSTEM USING CONJUGATE GRADIENT METHOD
For theMPPT algorithm, it is a one-dimensional optimization
of the maximum value with UPV as the independent variable
and PPV as the function. According to the solar cell model
formula (5), figure 5 below shows the definition and the
flowchart of this presented algorithm:

As shown in figure 5, there are three types of modules:
firstly, the 1st type has three Condition judgment modules
noted via a diamond with blue; in addition, the 2nd type has
nine operational process boxes, and the former six boxes with
yellow mean the initial setting-up; also, the rest three boxes
with green are the model for quick adjustment, and the model
for precise adjustment respectively.

To illustrate the method more clearly, table 3 below lists
the steps of the algorithm further:

Because it can not directly solve the first order differential
of the U-P curve in figure 4, the paper adopts a numerical cal-
culation method. Moreover, this article utilized an algorithm
of the simplest difference quotient approximate derivative
(i.e., dPPV

dUPV
≈

Pk−Pk−1
Uk−Uk−1

) to decrease the computational com-

plexity. Therefore, from the specific iterative algorithm, using
the current three consecutive working points can calculate the
voltage value of the next time. Then, repeating this cycle can
approach the MPP step by step.
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TABLE 2. The LFSR in the work mode.

TABLE 3. The steps of MPPT of photovoltaic system using conjugate
gradient method.

IV. SIMULATION RESULTS AND EXPERIMENTAL RESULTS
AND THEIR ANALYSIS
A. SIMULATION RESULTS AND ANALYSIS
According to the system model, the authors established a
simulation model of the PV array with the MPPT function

FIGURE 6. Output power response.

in Matlab / Simulink environment. The simulation utilized
the Backward Differentiation Formulas of ode23tb ( stiff-TR-
BDF ) in MATLAB, and the initial conditions are as follows:
illumination 1 kW / m2, environment temperature 25 ◦C. The
simulation in this article is under an ideal situation without
partial shading.

Figure 6 above compares the output power between the
fuzzy control tracking method and the proposed hybrid con-
jugate gradient method. Curves 1 and 2 in the figure are the
tracking profiles obtained by the fuzziness control method
and the proposed hybrid conjugate gradient one, respectively.
As shown in figure 6(a), the proposed hybrid conjugate gra-
dient method has a smaller dynamic and is easy to meet the
steady state (shown in figure 6(b)). That means the proposed
algorithm has better performance.

Figure. 7 shows the dynamic process of the proposed con-
jugate gradient method when the light intensity and temper-
ature change: the light intensity changes from 0.8kw/m2 to
1 kW / m2, and the temperature changes from 0 ◦ C to 25 ◦

C. Although there is a power pulse at about P = 35W and
t = 0.5s, the proposed algorithm tracked the MPP soon in
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FIGURE 7. The MPPT curve when the temperature and light intensity all
change.

0.05 seconds. That means that the proposed algorithm works
well.

B. EXPERIMENTAL RESULTS AND ANALYSIS
To test the effectiveness of the proposed algorithm. This
article not only carried out a Matlab/Simulink simulation of
the control system but also experiments with the hardware
circuit based on a classic DSP chip of TMS320F2812 as the
core control. Figure 8 below gives the implementation of a
block diagram of the MPPT system hardware structure.

From figure 8 above, the experimental hardware platform
is a solar power supply system with a power of 200W.
The core circuit connects to the power supply and the load
through the boost circuit. The main switch tube adopts IGBT,
and the load circuit includes a battery and adjustable resis-
tance. The control circuit concludes with an interface circuit,
drive circuit, and core control circuit with a DSP chip of
TMS320F2812 as the key controller. TMS320F2812 has a
high frequency of 150 MHz, fast command operation speed,
multi-channel PWM, and 12-bit a A/D conversion, which can
best improve the data processing ability and control accuracy
of the control system. The interface circuit mainly involves
Hall voltage and current sensors with high accuracy. RLC
design principles require sufficiently low resistance RDS
(ON) and relatively low grid charge, and its switching fre-
quency is about 300 kHz.

Figure 9 above shows the experimental platform for DSP
implementation, and the components shown in this figure
correspond to figure 8 before. Figure 10 above gives some
experimental hardware, including an oscilloscope, D/A con-
verter, and a chip of the TMS320F2812 used in DSP imple-
mentation.

Figure 11 below shows the experimental results. The
weather was clear, and the sunshine was uniform during the
experiment. To quickly approach the MPP, first set an initial
voltage of the solar panel to be 0.7 times of the open circuit

FIGURE 8. Structure block diagram of photovoltaic MPPT system.

FIGURE 9. Experimental platform for DSP implementation.
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FIGURE 10. The isolated components for the hardware implementation.

FIGURE 11. The MPPT curve when the temperature and light intensity all
change.

TABLE 4. Comparisons to the traditional methods.

and then start the presented MPPT algorithm. This figure
denotes that the MPP is in 25 ∼ 30ms approximately.

The loss function is non-convex as well as high-
dimensional in our experimental setup. So, an easy gradient
norm does not necessarily conform to the quality of learning
for the Generative Adversarial Networks (GANs). This paper
assessed the training on the real-world data by using a metric
of FID (Fréchet inception distance) usually applied for eval-
uating the quality of learning for GANs. This paper utilized
the statistical information achieved by transforming the fake
and real images using a neural network to measure the FID.
The less the metric value is, much better the training for the
generator of GANs has. Table 4 below gives Comparisons to
the traditional methods.

Table 4 compares the FID marks of the training model
by the other methods and the proposed CG way. It depicts
that the presented CG method is better than the traditional
algorithm (momentum SGD and the SGD) in terms of the
schedule with a constant learning rate.

V. CONCLUSION
An optimum MPPT method is vital to achieving an efficient
PV system. Usually, the efficiency of an MPPT algorithm is
up to two MPPT factors the perturbation period and the per-
turbation amplitude. This optimization of the MPPT methods
can decide both the steady-state oscillation and the tracking
speed. To address the problem of how to balance the dynamic
and steady-state performance in an MPPT system. This paper
proposes an Efficient hybrid conjugate gradient algorithm
mixed FR and PRP ways in a photovoltaic system to obtain
the MPPT as the natural characters of the light intensity and
temperature change. Both the simulation and experimental
results prove the presented algorithm works well.
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