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ABSTRACT Artificial Neural Networks (ANNs) are becoming increasingly useful in numerous areas as
they have a myriad of applications. Prior to using ANNs, the network structure needs to be determined and
the ANN needs to be trained. The network structure is usually chosen based on trial and error. The training,
which consists of finding the optimal connection weights and biases of the ANN, is usually done using
gradient-descent algorithms. It has been found that swarm intelligence algorithms are favorable for both
determining the network structure and for the training of ANNs. This is because they are able to determine
the network structure in an intelligent way, and they are better at finding the most optimal connection
weights and biases during the training as opposed to conventional algorithms. Recently, a number of swarm
intelligence algorithms have been employed for optimizing different types of neural networks. However,
there is no comprehensive survey on the swarm intelligence algorithms used for optimizing ANNs. In this
paper, we present a review of the different types of ANNs optimized using swarm intelligence algorithms,
the way the ANNs are optimized, the different swarm intelligence algorithms used, and the applications of
the ANNs optimized by swarm intelligence algorithms.

INDEX TERMS Artificial neural network, swarm intelligence, optimization.

I. INTRODUCTION
Artificial Neural Networks (ANNs) are computational mod-
els that simulate the biological neural network that constitutes
the human brain to generate inferences based on certain
given information. They are suitable for both supervised and
unsupervised learning for solving a myriad of classification,
regression, clustering, and association problems in a mul-
titude of areas. Notably, ANN has been a prominent algo-
rithm in the domain of machine learning, and has paved the
way for the advancement in multiple areas such as natural
language processing, fraud detection, computational biology,
computer vision, unassisted control of vehicles, speech recog-
nition, medical diagnosis and recommendation systems [1].
Recently, ANNs have been applied for making decisions in
healthcare organizations [2], for forecasting the energy use
in buildings [3], for the development of greenhouse technol-
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ogy [4], for detecting faults in photovoltaic technology [5],
and for the forecast of solar power energy [6].

Similar to the biological neural network, ANNs consist of
neurons, also called nodes, which are connected to nodes of
other layers of the network by weighted links. They usually
consist of one input layer, one or several hidden layers and
one output layer. The network structure, that is the number
of hidden layers and the number of neurons in the layers,
is usually determined using a trial-and-error method. How-
ever, optimization algorithms can be employed to choose the
optimal structure of a neural network in an intelligent way.
As for the connection weights, they are specified during the
training of the artificial neural network which is a requisite
step prior to using the ANN. During the training process,
the connection weights and biases are adjusted to enable the
neural network to produce the right output based on the inputs
given. For supervised learning, the training of an ANN is
done by reducing the difference in error between the predicted
output from the ANN and the target output from the training
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data. Hence, artificial neural networks can be optimized by
optimizing the connection weights and biases during the
training process or by optimizing the network structure.

Artificial neural networks are conventionally trained
using gradient-descent-based algorithms including back-
propagation, Quasi-Newton, conjugate gradient, Levenberg-
Marquardt, and Gauss-Newton [7]. These are local search
algorithms that have high exploitation capabilities. However,
since they do not have exploration capabilities, they are often
incapable of locating the optimal connection weights for the
ANN in the search space and they often get stuck in local
optima [7]. This causes the trained neural networks to have a
low accuracy. Recently, the use of swarm intelligence algo-
rithms for the training of neural networks has been noticed to
bemore beneficial owing to their exploration and exploitation
capabilities. Moreover, they are also useful for determining
the network structure in an intelligent way.

Swarm intelligence algorithms are metaheuristic optimiza-
tion algorithms that are inspired by the behaviour of groups
of animals or swarms of insects as they interact among
themselves and their environment. Specifically, they utilize
the simple collective behaviour of a population of some
biological organism which gives rise to a global intelli-
gence. This allows swarm intelligence algorithms to solve
complex optimization problems using a population of arti-
ficial search agents interacting among themselves and their
environment.

Multiple swarm intelligence algorithms and their hybrids
have been employed for optimizing artificial neural networks.
However, to the best of our knowledge, there is no compre-
hensive survey on the different swarm intelligence algorithms
that have been employed to optimize artificial neural net-
works. In this paper, we present a review of the swarm intelli-
gence algorithms employed for optimizing ANNs in terms of
the different types of ANNs that have been optimized using
swarm intelligence algorithms, the different ways by which
the ANNs have been optimized using swarm intelligence
algorithms, the different original and hybrid algorithms used,
and the different supervised learning tasks that the trained
neural networks have been employed for. The remainder of
the paper is structured as follows: in Section II, a back-
ground on artificial neural networks and swarm intelligence
algorithms is given. In Section III, the different types of
ANNs which have been optimized using swarm intelligence
algorithms are presented, in Section IV, the way by which the
ANNs have been optimized is presented, in Section V, the
different swarm intelligence algorithms used for optimizing
neural networks are presented, and in Section VI, the applica-
tions of the optimized neural networks are presented. Finally,
in Section VII, the conclusions are given.

II. BACKGROUND
A. ARTIFICIAL NEURAL NETWORKS
The simplest ANN is called a perceptron which is a
single-layer neural network consisting of input values,

FIGURE 1. Structure of a perceptron.

weights, biases, net sum and an activation function. It is
usually used as a binary classifier in supervised learn-
ing to categorize the inputs into one of two classes. The
weights represent the importance of each input and the
weighted sum of the inputs is used by the activation func-
tion to classify the data. Fig. 1 shows the structure of a
perceptron.

The perceptron can only be used for simple binary prob-
lems. Hence, multiple other neural networks have been devel-
oped by taking the perceptron as the basic building block.
This is usually executed using multiple layers of perceptrons
with one or more perceptrons in each layer. The perceptrons,
also called nodes or neurons, in each layer make conclusions
based on the results obtained by those in the previous layer
and they transmit the results to the perceptrons in the next
layer.

There are three main types of ANNs; Feedforward Neural
Networks (FNNs), Recurrent Neural Networks (RNNs), and
Convolutional Neural Networks (CNNs). Feedforward neural
networks are ANNs in which information is only transferred
in one direction from the input nodes through hidden layer
nodes and finally to the output nodes. They do not consist
of any connection loops, and are usually used for identifying
patterns between independent variables.

Recurrent neural networks are ANNs in which there are
connection loops, that is the output of a layer is transmitted
back to the input to determine the output. This acts like a
memory storing all the information in order to generate the
output. RNNs are usually used for variables which involve
a sequence, that is they are dependent on one another or for
time series data.

Convolutional neural networks are specialized neural net-
works designed mainly for working with two-dimensional
images. They usually consist of several blocks such as con-
volution layers, pooling layers, and fully connected layers
which identify features in the data.

B. SWARM INTELLIGENCE ALGORITHMS
Swarm intelligence algorithms are inspired by various popu-
lations of biological organisms in nature. They usually repli-
cate certain characteristics of specific organisms as they inter-
act among themselves and their environment for achieving
certain tasks intelligently by making use of simple organized
steps. Swarm intelligence algorithms consist of a population
of artificial search agents that interact similarly to a specific
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group of biological organisms in a search space. These sim-
ple interactions allow the algorithm to look for the optimal
solution for a problem in a heuristic manner. Hence, they are
able to solve a myriad of optimization problems by providing
either optimal or near-optimal solutions in a reasonable time
period.

Swarm intelligence algorithms can be employed to solve
different types of optimization problems including con-
tinuous, discrete or multi-objective optimization problems.
Hence, they have numerous applications in a variety of
domains. For example, they can be used in water resources
engineering [8], in wireless networks [9], in cloud-based
Internet of Things [10], in optical systems [11], in recom-
mender systems [12], in anomaly detection systems [13], and
in supply chain management [14]. They can also be used for
clustering [15], for feature selection [16] and for solving the
traveling salesman problem [17], [18]. Moreover, they have
several applications in optimal designs, electrical engineer-
ing, networking, mechanical engineering, machine learning,
resource allocation, and digital image processing [19].

III. OPTIMIZING DIFFERENT TYPES OF ARTIFICIAL
NEURAL NETWORKS
There exist many different types of artificial neural networks
having different architectures which are used for various
applications. Most of the neural networks can be classified
as one of the three main types of ANNs, namely the feed-
forward neural network, the recurrent neural network, or the
convolutional neural network.

We have found that there are four types of feedforward neu-
ral networks which have been optimized using swarm intel-
ligence algorithms; the Multi-Layer Perceptron (MLP), the
Deep Feedforward network, the Extreme Learning Machine
(ELM), and the Radial Basis Function (RBF) neural net-
work. Five types of ANNs which have been optimized by
swarm intelligence algorithms can be classified as recur-
rent neural networks, namely, the Nonlinear Auto-Regressive
with Exogenous input (NARX), the Elman RNN, the deep
RNN, the Long Short-TermMemory (LSTM), and the Jordan
RNN. Moreover, there are four types of ANNs which can be
classified as convolutional neural networks and which have
been optimized using swarm intelligence algorithms, includ-
ing the Visual Geometry Group Neural Network (VGGNet),
the Residual Neural Network (ResNet), the GoogLeNet,
and the U-Net.

The taxonomy in Fig. 2 depicts the classification of the
different works in which swarm intelligence algorithms have
been used for optimizing artificial neural networks based on
the type, that is, the architecture of the neural network.

In [20], [21], [22], [23], [24], [25], [26], [27], [28], [29],
[30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40],
[41], [42], [43], [44], [45], and [46] swarm intelligence algo-
rithms are employed for optimizing feedforward multilayer
perceptrons. Amultilayer perceptron is a neural network con-
sisting of more than one perceptron. Usually, it is comprised
of an input layer, a variable number of hidden layers, and an

output layer, each with a varying number of perceptrons. The
perceptrons of each layer are connected to the perceptrons of
the precedent and subsequent layers via connection weights.
In [20], six MLPs consisting of 3, 4, 4, 9, 9, and 22 neurons
in the input layer, 7, 9, 9, 19, 19, and 45 neurons in the hidden
layer, and 1, 3, 1, 1, 1, 1 neuron in the output layer are used.
In [21], three MLPs consisting of seven, four and one node
in the input, hidden, and output layers respectively are used.
In [22], five MLPS with 20, 50, and one neuron in the input,
hidden, and output layers respectively are used. In [23], one
MLP with five, 10, and one neuron in the input, hidden, and
output layers respectively is used. In [24], one MLP with
six, ten and one node in the input, hidden, and output layers
respectively is used. In [25], the MLP used consists of two,
three, and one neuron in the input, hidden, and output layers
respectively. In [26], twoMLPs with seven, six, and one node
in the input, hidden, and output layers respectively are used.
In [27], three MLPs with structures 3-7-1, 4-9-1, and 22-45-1
respectively are used. In [28], one MLP with structure 8-9-
1 is used. In [29], one MLP with structure 12-8-1 is used.
In [31], one MLP with structure 14-5-5 is used. In [32], one
MLP with structure 4-7-1 is used. In [33], one MLP with
structure 2-12-1 is used. In [35], five MLPs with structures
8-1-1, 8-2-1, 8-3-1, 8-4-1 and 8-5-1 are used. In [36], anMLP
with structure 20-10-1 is used. In [37], anMLP with structure
32-64-6 is used. In [40], an MLP with structure 7-5-1 is used.
In [41], an MLP with structure 14-11-18 is used. In [43],
13 MLPs with structure 3-7-1, 4-9-1, 4-9-3, 13-27-3, 9-19-1,
22-45-1, 4-9-1, 6-13-1, 10-21-1, 14-29-1, 1-15-1, 1-15-1, and
1-15-1 are used. In [44], three MLPs with structures 9-19-1,
9-18-1, and 9-17-1 are used. In [46], 8 MLPs with structures
4-3-3, 4-3-1, 9-3-1, 9-3-1, 4-9-3, 4-9-1, 9-19-1, and 9-19-1
are used.

In [47], [48], [49], and [50], swarm intelligence algorithms
have been used for optimizing deep feedforward neural net-
works. Deep feedforward networks are feedforward neural
networks with more than one hidden layer. In [48], the
architecture of the deep neural network employed consists
of one input layer with 13 neurons, 4 hidden layers, each
with six neurons, and one output layer with one neuron.
In [51], an extreme learning machine is used to be trained
by a swarm intelligence algorithm. An ELM is a feedforward
neural network consisting of exactly one hidden layer, and the
weights between the input and the hidden nodes are assigned
at random and they do not change. During the training of
the network, the weights between the hidden nodes and the
output nodes are optimized. In [52], a swarm intelligence
algorithm is used for training a radial-basis function neural
network which is a feedforward neural network consisting of
one input, one hidden, and one output layer and which uses
Gaussian functions as the activation functions.

In [53], [54], [55], [56], [57], [58], [59], [60], [61], [62],
[63], [64], and [65], swarm intelligence algorithms have been
employed for optimizing different types of recurrent neu-
ral networks. In [53], the Nonlinear Auto-Regressive with
Exogenous Input (NARX) recurrent neural network is used.
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FIGURE 2. Taxonomy classifying the ANNs trained by swarm intelligence algorithms based on the type of the ANN.

Contrary to other recurrent neural networks, in NARX the
feedback comes from only the output neuron instead of from
all other neurons such as the hidden neurons. The NARX
neural network used has one hidden layer with seven neu-
rons. In [54], [55], [56], and [57], Elman recurrent neural
networks are optimized using swarm intelligence algorithms.
Elman RNNs are recurrent neural networks with an addi-
tional unit called the context unit which is connected to the
hidden layer. In [54], the Elman RNN used has one input,
one hidden, and one output layer with three, six, and one
neurons respectively. In [55], the Elman neural network used
consists of one input layer with five neurons, two hidden
layers with 15 and 20 neurons respectively, and one output
layer with one neuron. In [56], the RNN used consists of
three hidden layers with a variable number of neurons in
each layer. In [57], the Elman RNN used consists of one
hidden layer with five nodes. In [58] and [59], deep recurrent
neural networks with more than one hidden layer are used.
In [60], [61], [62], [63], and [64], the Long Short Term
Memory (LSTM) network is used. LSTM is a recurrent neural
network with an additional unit called the memory cell which
stores information for a long amount of time. This allows the
network to learn longer-term dependencies by regulating the
input to the layers and also the information that the network
should forget. In [65], a swarm intelligence algorithm is used
for training a Jordan RNN. A Jordan RNN is one which has a
connection loop from the output of the network to the hidden
layers.

In [66], [67], and [68], different types of convolutional neu-
ral networks have been optimized using swarm intelligence
algorithms. In [66], three types of convolutional neural net-
works have been used, namely, the Visual Geometry Group
Neural Network (VGGNet), the Residual Neural Network
(ResNet), and the GoogLeNet. The VGGNet is a convo-
lutional neural network with either 16 or 19 layers. It is
comprised of convolutional layers followed by a pooling layer
and it uses around 64 to 512 filters. The convolutional kernels
and the maxpool kernels have a fixed size of 3 × 3 and

2 × 2 respectively. The ResNet is a CNN which consists of
either 50, 101, or 152 layers and which incorporates gated
recurrent units called skip connections. The GoogLeNet con-
sists of 22 layers and 9 inception modules. The inception
modules allow the network to choose the size of the convolu-
tional filter in each block instead of using a fixed size. In [68],
the VGGNet with 16 and 19 layers are used. In [67], a U-Net
CNN is used. The U-Net is a fully connected CNN with a
U-shaped encoder-decoder network architecture. There are
four encoder blocks and four decoder blocks connected via
a bridge.

Based on the above explanations and taxonomy, it can be
seen mostly feedforward neural networks, specially MLPs
have been optimized using swarm intelligence algorithms.
Among the RNNS, mostly Elman RNNs and LSTMs have
been optimized using swarm intelligence algorithms. CNN
is the type of neural network which has been optimized by
swarm intelligence algorithms the least. Only five CNNs have
been optimized using swarm intelligence algorithms.

IV. OPTIMIZING ARTIFICIAL NEURAL NETWORK
WEIGHTS, BIASES, AND STRUCTURE
Swarm intelligence algorithms can optimize the perfor-
mance of artificial neural networks by either optimizing only
the connection weights, optimizing the weights and biases,
or optimizing the network structure.

The taxonomy in Fig. 3 shows the works in which swarm
intelligence algorithms have been used to optimize the three
main types of artificial neural networks, that is, feedforward
neural networks, recurrent neural networks, and convolu-
tional neural networks by means of optimizing the connec-
tion weights, the weights and biases, or the structure of the
network.

In [22] and [24], swarm intelligence algorithms have been
used for optimizing only the connection weights of feedfor-
ward neural networks. In feedforward neural networks, the
neurons in one layer are linked to neurons of the previous and
subsequent layers using weights which indicate the strength
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FIGURE 3. Taxonomy classifying the ANNs trained by swarm intelligence algorithms based on the parameter being optimized.

of the connection. During the training of the network, these
weights are adapted such that the error between the predicted
output of the network and the target output is reduced. Hence,
by taking the error as the objective function, swarm intelli-
gence algorithms are applied to find the optimal connection
weights of the neural network during the training process.

During the training of feedforward neural networks, apart
from the connection weights, constants called biases are also
determined so as to allow the neural network to best predict
the output by either adjusting the output or shifting the acti-
vation function. These biases are also optimized by taking the
error of the neural network as the objective function. In [20],
[21], [23], [25], [26], [27], [28], [29], [31], [32], [33], [34],
[35], [36], [37], [38], [39], [40], [41], [43], [44], [45], [46],
[51], and [52], swarm intelligence algorithms are used for
optimizing the connection weights and biases of feedforward
neural networks.

The structure of neural networks, that is the number of
layers, the activation function, the number of neurons in each
layer, and the learning rate, is usually determined on a trial-
and-error basis prior to the training of the network. However,
they can also be determined in an intelligent way using opti-
mization algorithms. In [30], [36], [42], [49], and [50], swarm
intelligence algorithms have been employed for optimizing
the structure of feedforward neural networks. In [30], a swarm
intelligence algorithm has been employed for optimizing the
number of hidden layers, the number of neurons in the hidden
layer, the activation function, and the learning rate of a feed-
forward neural network. In [36], in addition to the weights

and biases, the number of neurons in the hidden layer is also
optimized by a swarm intelligence algorithm. In [49], the
number of epochs, learning rate, batch size, and the number
of neurons in the first hidden layer of a feedforward neural
network are optimized by a swarm intelligence algorithm.
In [42], the number of hidden layers, the number of neurons
in the hidden layer, and the learning rate are optimized by a
swarm intelligence algorithm. In [50], the number of hidden
layers of a feedforward neural network is optimized using a
swarm intelligence algorithm.

In [53], [54], and [58], the connection weights of recur-
rent neural networks are optimized using swarm intelligence
algorithms. In [56], [57], [58], [59], [63], [65], and [69], both
the connection weights and the biases of recurrent neural
networks are optimized during the training. In [60], [61], [62],
and [64], the optimal structure of recurrent neural networks
is determined using swarm intelligence algorithms prior to
their training. In [61], the number of hidden layers, time
lags, batch size, number of neurons in the hidden layers, and
number of epochs of a recurrent neural network are optimized
by a swarm intelligence algorithm. In [62], the number of
neurons in the recurrent layer, the output dropout, the recur-
rent dropout value, and the embedding dropout are optimized
using a swarm intelligence algorithm. In [64], the batch size,
time step, and number of hidden layer units of a recurrent
neural network are optimized using a swarm intelligence
algorithm.

In [67], the connection weights of a convolutional neural
network are optimized by a swarm intelligence algorithm.
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In [70], the optimal connection weights and biases of a con-
volutional neural network are determined by a swarm intel-
ligence algorithm. In [66], [68], [71], and [72], the structure
of convolutional neural networks is optimized using swarm
intelligence algorithms.

Based on the above explanations and taxonomy, it can
be inferred that swarm intelligence algorithms have been
primarily employed for optimizing the weights and biases,
that is for training feedforward neural networks. They have
also been substantially employed for the training of recur-
rent neural networks. However, in terms of optimizing the
network structure, swarm intelligence algorithms have been
scarcely employed for both FNNs and RNNs. As for CNNs,
a few swarm intelligence algorithms have been employed to
optimize the network structure. However, in only two works
the weights and biases of CNNs have been optimized using
swarm intelligence algorithms.

V. SWARM INTELLIGENCE ALGORITHMS USED FOR
OPTIMIZING NEURAL NETWORKS
In recent years, multiple swarm intelligence algorithms that
are inspired by different biological organisms have been pro-
posed. A number of them have been applied for optimizing
different kinds of neural networks. In this section, a descrip-
tion of the different types of swarm intelligence algorithms
used for optimizing feedforward, recurrent, and convolutional
neural networks is given.

A. FEEDFORWARD NEURAL NETWORK
The taxonomy in Fig. 4 shows the works in which swarm
intelligence algorithms have been used for optimizing feed-
forward neural networks.

In [22], [23], [29], [32], [33], [35], [39], [40], [42], [44],
[45], [48], and [50], the original Particle SwarmOptimization
(PSO) algorithm is employed for training ANNs. PSO is a
swarm intelligence algorithm which simulates the movement
of bird flocks or fish schools. The position of each particle
in the solution space represents one potential solution for
the optimization problem. Each particle updates its position
based on its own experience and that of the whole population.
In [24], a hybrid PSO with a new variational inertia weight
that balances the exploration and exploitation phases of PSO
is used. In [30], a modified PSO with a center of gravity con-
cept, called the PSOCoG is used. The PSOCoG makes use of
the mean gravity of the particles in the population calculated
by their distances from a reference point. In [51], a Modified
PSO (MPSO) with time-varying acceleration coefficients is
used for training an ANN. In [34], a Parallel PSO (PPSO)
incorporating the Fork/Join framework is used for training
an ANN. In [36], a hybrid of the discrete PSO, PSO, and
Levenberg–Marquardt algorithms, called DPSO-PSO-FFNN
is used. In [38], a hybrid of PSO, the HPSO-CA algorithm,
which incorporates the cellular automata algorithm in the
human-based PSO to balance its exploration and exploita-
tion phases, is employed. In [45], a dynamic PSO called

the Cooperative Quantum PSO (CQPSO) is employed for
training a neural network.

In [21], [25], and [26], the original Dragonfly Algorithm
(DA) is utilized for training feedforward neural networks.
DA is inspired by swarms of dragonflies, particularly their
hunting and migrating behaviours. In [20], a hybrid of DA
and Artificial Bee Colony (ABC), called HAD is employed.
In [27], a hybrid of DA and an improved Nelder-Mead algo-
rithm, called INMDA is used for training a neural network.
In the INMDA algorithm, the improved Nelder-Mead algo-
rithm improves the local search ability of the original DA.
In [46], a hybrid of DA and the hill climbing algorithm is
used for training MLPs. The hill climbing algorithm is used
to enhance the exploitation phase of the original DA.

In [22], in addition to PSO, the Ant Colony Optimization
(ACO), the Artificial Bee Colony (ABC) and the firefly
algorithms are employed for the training of ANNs. ACO is
inspired by the foraging behaviour of ant colonies, that is
the way by which they locate the shortest path from their
colony to the food sources by leaving pheromone trails on
their path. ABC is inspired by the food-searching behaviour
of bees. There are three types of bees in a colony, namely
the employed bees, the onlooker bees, and the scout bees.
The employed bees keep track of the number of food sources
discovered and their quality, the onlooker bees are responsible
for choosing the best food sources, and the scout bees are
responsible for searching for new food sources. The firefly
algorithm is based on the flashing behaviour of firefly swarms
which is used for attracting prey or other fireflies. The fire-
flies get attracted to other fireflies based on the intensity of
the light emitted. In [47], a hybrid of ABC called ABC-ISB
is employed for training a feedforward neural network. The
ABC-ISB algorithm improves the local search ability of ABC
by modifying the iterative formula for the employed and
onlooker bees. It also improves its global search ability by
introducing a new selection strategy for the scout bees.

In [26], in addition to the original DA, the original Harris
Hawks Optimization (HHO) algorithm has been used for the
training of a feedforward neural network. It has also been
employed in [31] for the training of a feedforward neural
network. The HHO algorithm is inspired by the cooperative
hunting strategy of hawks as they trace, encircle, approach,
and finally attack prey. The exploration is based on the strate-
gies used by the hawks to detect prey and the exploitation
is based on the strategies used to attack the prey. In [28],
the original Grasshopper optimization Algorithm (GOA) and
the original Grey Wolf Optimization (GWO) algorithm have
been used for optimizing feedforward neural networks. GOA
is based on the herding behaviour of grasshoppers during
the two phases of their life cycles; the nymph phase and
the adulthood phase. The exploitation phase of the algo-
rithm is modelled based on the nymph phase which involves
slow movement while the exploration phase is modelled
based on the adulthood phase which comprises long and
abrupt movements. GWO is based on the leadership hierar-
chy and hunting behaviour of grey wolfs. It simulates the
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FIGURE 4. Taxonomy classifying the FNNs trained by swarm intelligence algorithms based on the algorithm used.

behaviour of the four types of grey wolfs, namely alpha,
beta, delta, and omega as they hunt, search, encircle and
attack prey.

In [52], the original Competitive Swarm Optimization
(CSO) algorithm is employed for training a feedforward neu-
ral network. CSO is based on particle swarm optimization
but it uses a competitive mechanism between the particles in
the swarm. Unlike PSO, in CSO the historical best positions
of particles are not stored and particles learn from com-
petition winners. In [37], a modified Chimp Optimization
Algorithm (ChOA) is used. ChOA is based on the attacker,
driver, barrier, and chaser chimps as they hunt for prey.
The modified ChOA proposes a technique for updating the
chimps’ positions based on proportional coefficients derived
from the positions of the four types of chimps. In [49],
a hybrid of the bat algorithm is employed. The bat algo-
rithm is based on the echolocation of microbats in nature.
The hybrid algorithm incorporates the mutation strategies of
differential evolution in the bat algorithm. In [41], the original
Biogeography-Based Optimization (BBO) algorithm is used
for training ANN. BBO is inspired by the main processes of
biogeography, that is the evolution, extinction, and dispersal
of biological species. In [43] a hybrid of the salp swarm
algorithm is used. The salp swarm algorithm is inspired by
the behaviour of salps as they form salpchains and move
towards food sources. The hybrid algorithm incorporates the
use of multiple leaders instead of just one leader in the salp
swarm algorithm so as to improve its exploration capabilities.
In [44], the original Whale Optimization Algorithm (WOA)
is used for training a feedforward neural network. WOA is

inspired by the foraging behaviour of humpback whales. The
main phases consist of the shrinking encircling and the spiral
updating phases.

Table 1 shows a comparison of the different swarm intel-
ligence algorithms used for training feedforward neural net-
works in terms of the population size and maximum number
of iterations used and the final Root Mean Squared Error
(RMSE) of the trained neural network. In the case where
the RMSE is not used for evaluating the performance of the
neural network, the performance metric used is mentioned
within parentheses.

From Table 1, it can be deduced that the original PSO,
and its hybrids have been widely used for optimizing feed-
forward neural networks. In 13 works, the original PSO
has been employed and in seven works, its hybrids have
been employed. Moreover, it can be seen that mostly
the original version of swarm intelligence algorithms are
used as opposed to their hybrids which are usually better
performing.

Different population sizes and number of iterations have
been employed for the different works. It can be noted
that larger population sizes and higher number of iter-
ations can result in low efficiency as more time and
resources are needed for the optimization. Hence, it is
better to achieve the lowest RMSE or highest accuracy
of the neural network by using the least possible popu-
lation size and number of iterations. To evaluate the per-
formance of the optimized neural networks, the RMSE
of the network is most widely used, followed by its
accuracy.
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TABLE 1. Comparison of Swarm Intelligence Algorithms used to train Feedforward Neural Networks.

B. RECURRENT NEURAL NETWORK
The taxonomy in Fig. 5 shows the works in which swarm
intelligence algorithms have been used for optimizing recur-
rent neural networks.

In [55] and [61], the original PSO is utilized for opti-
mizing recurrent neural networks. In [54], [59], [64], [65],
and [69] hybrids of PSO have been used. In [54], a mod-
ified PSO which uses a new technique for selecting the
global best particle is used. In [69], a hybrid of PSO
and bat algorithm, called BAPSO is used for optimizing a
recurrent neural network. The BAPSO algorithm includes
new techniques for updating the inertia weight and the
initial velocity of the particles. In [59], a modified PSO
with a re-starting strategy, an early stopping rule, linearly
updated coefficients and inertia weight, and bounded veloc-
ities, is employed. In [64], a hybrid PSO with an adaptive
learning strategy is used for optimizing a recurrent neural
network. In [65], a hybrid of PSO and the cuckoo search algo-
rithm, called PSO-CS is used for training a recurrent neural
network.

In [53], the original Continuous Flock of Starling Opti-
mization (CFSO) is used for optimizing a recurrent neural
network. The CFSO algorithm is based on PSO but with a
topological component, that is the particles are attracted to the
personal and global best positions, and the velocity is updated
based on a subset of particles. In [58], a hybrid of the ternary
bees algorithm with improved exploitation and exploration
phases, called the enhanced ternary bees algorithm, is used.
The Ternary bees algorithm is one that is inspired by the
foraging behaviour of honey bees. In [60], ACO is used for
optimizing a recurrent neural network. In [56], [61], [62],
and [63], the original Flower Pollination Algorithm (FPA),
grey wolf optimizer whale optimization algorithm, and artifi-
cial bee colony are employed respectively to optimize recur-
rent neural networks. The flower pollination algorithm is
based on the cross-pollination and self-pollination processes
of flowers which are used as the exploration and exploitation
phases of the algorithm. In [57], a hybrid of the cuckoo
search algorithm is employed. The cuckoo search algorithm
is inspired by the parasitic behaviour of cuckoo birds.
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FIGURE 5. Taxonomy classifying the RNNs trained by swarm intelligence algorithms based on the algorithm used.

Table 2 shows a comparison of the different swarm intelli-
gence algorithms employed for training recurrent neural net-
works in terms of the population size and maximum number
of iterations used and the final RMSE of the trained neural
network.

From Table 2, it can be deduced that recurrent neural have
been optimized using hybrids of PSO more than the original
PSO. Only two RNNs have been optimized using the original
PSO while five RNNs have been trained using five different
hybrids of PSO. However, for the other swarm intelligence
algorithms employed, mostly the original ones have been
used for optimizing RNNs.

Similar to FNNs, different population sizes and number
of iterations are used by the swarm intelligence algorithms
for optimizing the RNNs. Furthermore, the most used perfor-
mance metric is RMSE of the RNN, followed by the accuracy
of the RNN.

C. CONVOLUTIONAL NEURAL NETWORK
The taxonomy in Fig. 6 shows the works in which swarm
intelligence algorithms have been used for optimizing con-
volutional neural networks.

In [66] and [67], the original PSO is used for optimizing
convolutional neural networks. In [68], a hybrid of PSO called
the Orthogonal Learning PSO (OLPSO), which incorporates
the use of the orthogonal diagonalization process in PSO,
is used. In [70], a hybrid of PSO called Improved PSO (IPSO)
which incorporates a decreasing time function inertia weight
is employed. In [72], a modified PSO, which excludes the
use of the global best particle and includes a list of friends
for each particle, is used for optimizing a CNN.

In [71], the original ACO is employed for optimizing a
CNN. In [67], in addition to the original PSO, the original
ABC, Bacterial Foraging Optimization (BFO), firefly algo-
rithm, Firework Optimization Algorithm (FOA), Harmony
Search Algorithm (HSA), and Gravitational Search Algo-
rithm (GSA) have been used for optimizing CNNs. BFO is
based on the behaviour of certain bacteria as they move closer

to nutrients by detecting chemical gradients. FOA is based on
the explosion manner of fireworks. HSA is based on how Jazz
musicians adapt the sound to discover the correct harmony of
a song. GSA is inspired by the laws of gravitation and mass
attraction.

Table 3 shows a comparison of the different swarm intelli-
gence algorithms employed for training convolutional neural
networks in terms of the population size and maximum num-
ber of iterations used and the final RMSE of the trained neural
network.

FromTable 3, it can be seen three works have employed the
original versions of swarm intelligence algorithms for opti-
mizing CNNS, and three have employed hybrid algorithms.
The accuracy of the CNN is most widely used to evaluate its
performance, followed by the error rate of the CNN.

VI. OPTIMIZING NEURAL NETWORKS FOR DIFFERENT
SUPERVISED LEARNING TASKS
Artificial neural networks can be used for either supervised,
unsupervised or reinforcement learning tasks. In supervised
learning, labelled datasets consisting of inputs and the correct
outputs are utilized for training the neural network. Con-
versely, in unsupervised learning, unlabelled datasets are uti-
lized for training the neural networks, which try to discover
patterns from the given data. In reinforcement learning, the
neural network is trained to take a sequence of actions which
leads to the highest cumulative reward by considering several
outputs for each input data.

However, we have found that the works, which have
employed swarm intelligence algorithms for optimizing neu-
ral networks, have only used the ANNs for supervised learn-
ing. There are two types of supervised learning tasks, namely
classification and regression. In classification, the output is a
predicted discrete labelled class while in regression the output
is a predicted continuous value.

The taxonomy in Fig. 7 shows the works in which swarm
intelligence algorithms have been used for optimizing ANNs
by means of the type of supervised learning task that it has
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TABLE 2. Comparison of Swarm Intelligence Algorithms used to train Recurrent Neural Networks.

FIGURE 6. Taxonomy classifying the CNNs trained by swarm intelligence algorithms based on the algorithm used.

TABLE 3. Comparison of Swarm Intelligence Algorithms used to train Convolutional Neural Networks.

been applied to, that is either classification or regression, and
the main type of neural network used.

In [20], [21], [24], [25], [27], [37], [39], [41], [43], [46],
[47], [48], [49], and [50] the feedforward neural networks
trained by swarm intelligence algorithms have been applied
to classification problems. In [20], the ANN has been used
for some benchmark classification problems from the UCI
machine learning repository, namely the 3-bit XOR, iris, bal-
loon, breast cancer, glass, and heart classification problems.
In [21], [24], and [25], the ANNs have been used for MRI

brain image classification, detection of lung lesions from
computed tomography images, and sonar targets classifica-
tion respectively. In [27] and [47], the ANNs have been
applied to benchmark classification problems; in [27], the
XOR, balloon, and heart benchmark classification problems
are used, and in [47], the 3-bit parity, XOR6, XOR9, XOR13,
and 4-bit encoder/decoder classification problems are used.
In [37], the ANN is used for the classification of the type
of dolphins based on their whistles’ signals. In [48], the
ANN is employed for the gully erosion susceptibility of a
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FIGURE 7. Taxonomy classifying the ANNs trained by swarm intelligence algorithms based on the type of the
applied supervised learning task.

region. In [39], [41], and [49], the ANNs are employed for the
classification of activities in an intrusion detection system,
for the detection of phishing websites, and for the classifi-
cation of fruits respectively. In [43], the ANN is applied to
benchmark classification problems, namely the balloon, 3-bit
XOR, hepatitis, iris, breast cancer, wine, monk, heart, blood,
and Australian classification problems. In [50], the ANN
is employed for digital modulation recognition in wireless
communication systems. In [46], the ANN is applied to the
glass, iris, balloon, and breast cancer benchmark classifica-
tion problems from the UCI machine learning repository.

In [22], [23], [26], [28], [29], [30], [31], [32], [33], [34],
[35], [36], [38], [40], [42], [44], [45], [51], and [52], the
feedforward neural networks trained by swarm intelligence
algorithms have been used for regression problems. In [22],
and [23], the ANNs are employed for fault prediction in
object-oriented systems and behaviour prediction of channel
connectors embedded in normal and high-strength concrete
respectively. In [26], [28], and [29], the ANNs are employed
to predict the bearing capacity of footings over two-layer
foundation soils, the heating load of residential buildings,
and the soil compression coefficient in a housing construc-
tion project respectively. In [30], [36], and [40], the ANNs
are used for stock market prediction. In [31], [32], [33],
and [51], the ANNs are employed for predicting the landslide
susceptibility of a region, the concentration of heavy metals
in groundwater resources, the spring fatigue life of vehicles,
and the bearing ratio of soils for the subgrade layers of
railway tracks respectively. In [34], it is used for hydrological
forecasting and in [52] for solar power generation predic-
tion. In [35], it is used for predicting the damage level of
rubble mound breakwater of the tandem breakwater. In [38],

the ANN is applied to the following benchmark regression
problems from the UCI machine learning repository: Airfoil
Self-Noise, Concrete Slump Test (Slump), Istanbul Stock
Exchange, Computer Hardware, Auto MPG, Forest Fires,
Breast Cancer Wisconsin (Prognostic), Combined Cycle
Power Plant, Energy efficiency (Heating Load), Challenger
USA Space Shuttle O-Ring, Fertility, Concrete Compressive
Strength, Concrete Slump Test (Strength), Concrete Slump
Test (Flow), and Energy efficiency (Cooling Load). In [42],
the ANN is used for predicting the change in solar irradi-
ance. In [44], it is used to predict the carbonation depth
for recycled aggregate concrete and in [45] for time-series
forecasting.

In [55], [57], [58], and [65], the recurrent neural networks
trained by swarm intelligence algorithms have been used
for classification problems. In [58], the RNN is used for
sentiment classification, and in [55] it is used for voltage
instability prediction. In [65], the RNN is employed for the
iris, glass, and diabetes benchmark classification problems
form the UCI machine learning repository, and in [57], it is
employed for the iris, Wisconsin breast cancer, thyroid, dia-
betes, glass, Australian credit card approval, and 7-bit parity
benchmark classification problems.

In [53], [54], [56], [59], [60], [61], [62], [63], [64], and
[69], the recurrent neural networks trained by swarm intel-
ligence algorithms have been employed for regression prob-
lems. In [53], the RNN is used for a benchmark regression
problem called the double-tank model. In [54], the RNN
is employed for impedance identification in power elec-
tronic systems. In [69], it is used for the reverse engineering
of gene regulatory networks from temporal genetic expres-
sion. In [56], [59], [60], and [61], the RNNs are used for
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TABLE 4. Comparison of Applications of ANNs trained by Swarm Intelligence Algorithms.

time series forecasting, airborne pollution prediction, stock
market forecasting, and yield forecasting of agricultural crops
respectively. In [62], it is used for language modeling using
the Penn Tree Bank dataset. In [63] and [64], the RNNs
are employed for traffic volume prediction, and shear wave
velocity prediction respectively.

In [66], [67], [68], [70], [71], and [72], the convolutional
neural networks trained by swarm intelligence algorithms
have been applied to classification problems. There is no

CNN trained by a swarm intelligence algorithm which has
been employed for a regression problem. In [66] and [71],
the CNNs are applied to classification datasets. In [66], the
CIFAR-10, CIFAR100, and ILSVRC-2012 datasets are used
and in [71], the MNIST, Fashion-MNIST, and CIFAR-10
datasets are used. In [67], the CNN is used in the detection
of pulmonary cancerous nodules in computed tomography
scans and in [68], it is used for plant disease classification
using digital images. In [70], it is applied to multiple sclerosis
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lesion segmentation in brain MRI images. In [72], the CNN
is used for image classification.

Table 4 presents a comparison of the ANNs optimized by
swarm intelligence algorithms in terms of the application of
the ANN, the type of ANN used, and the performance of the
ANN, that is its final RMSE. In the case where the RMSE
is not used for evaluating the performance of the neural
network, the performance metric used is mentioned within
parentheses.

From Table 4, it can be seen that the feedforward neural
networks, especiallyMLPS, optimized by swarm intelligence
algorithms have been widely employed for different classi-
fication and regression problems. The RNNs optimized by
swarm intelligence algorithms have been predominantly uti-
lized for regression problems, and a few classification prob-
lems. However, the CNNs optimized by swarm intelligence
algorithms have only been utilized for classification problems
and they have not been used for any regression problem.

VII. CONCLUSION
Artificial neural networks are becoming prevalent in numer-
ous areas as they are beneficial for various applications. Prior
to using an ANN, it is important to determine certain char-
acteristics such as the type of the ANN, and its architecture
which comprises mainly of the number of layers and the
number of neurons in each layer. Moreover, the ANN needs
to be trained whereby the connection weights and biases of
the ANN are adjusted so as to find the optimal ones. The
main type of ANN to be used is usually chosen based on the
nature of the application. However, the architecture is usually
determined on a trial-and-error basis, and the training is done
using gradient-descent algorithms.

Recently, it has been found that swarm intelligence algo-
rithms are useful and advantageous for either determining the
architecture of neural networks or the training of neural net-
works. This is because instead of determining the architecture
of the network by trial and error, a more intelligent method is
used. Moreover, for the training of neural networks, the con-
ventional gradient-descent algorithms are often local search
algorithms and are incapable of finding the most optimal
connection weights and biases for the network. Hence, swarm
intelligence algorithms are better options for determining
the optimal weights and biases of neural networks owing to
both their exploration and exploitation capabilities. A number
of swarm intelligence algorithms have been employed for
optimizing different neural networks for various applications
across a variety of areas. However, to the best of our knowl-
edge, there is no comprehensive survey on the artificial neural
networks which have been optimized using swarm intelli-
gence algorithms.

In this paper, we present a review of the different types
of ANNs which have been optimized by swarm intelligence
algorithms, the way the ANNs have been optimized, the
swarm intelligence algorithms used for the optimization of
the network, and the applications of the ANNs trained by
swarm intelligence algorithms. It has been found that among

the three main types of ANNs, feedforward neural networks
have been optimized the most using swarm intelligence algo-
rithms while convolutional neural network have been opti-
mized the least using swarm intelligence algorithms. Among
the feedforward neural networks, multi-layer perceptrons
have been mostly optimized by means of swarm intelligence
algorithms. Moreover, it can be seen that for FNNs and
RNNs, swarm intelligence algorithms have been most widely
employed for optimizing their weights and biases during
the training. However, for CNNs, swarm intelligence algo-
rithms have been mostly employed for selecting the optimal
structure of the network. Among the different swarm intel-
ligence algorithms, the particle swarm optimization and its
hybrids have been mostly for optimizing ANNs. In terms of
applications, the optimized ANNs have only been employed
for supervised learning tasks, that is either classification or
regression. The optimized FNNs and RNNs have been used
for different classification and regression applications. How-
ever, the optimized CNNs have only been used for classifica-
tion applications.

For future work, the performance of ANNs optimized
using different swarm intelligence algorithms can be com-
pared by using the ANNs for the same application, more
novel and higher-performing swarm intelligence algorithms
can be utilized for optimizing different types of neural net-
works, and the optimized ANNs can be used for other
applications.
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