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ABSTRACT In this paper, we propose a data-driven approach to training a memory-efficient local feature
descriptor for identity documents location and classification on mobile and embedded devices. The proposed
algorithm for retrieving a dataset of patches is based on the specifics of document detection in smartphone
camera-captured images with a template matching approach. The retrieved dataset of patches relevant to
the domain, which includes splits for features training, features selection, and testing, is made public.
We train a binary descriptor using the retrieved dataset of patches, each bit of the descriptor relies on
a single computationally-efficient feature. To estimate the influence of different feature spaces on the
descriptor performance, we perform descriptor training experiments using gradient-based and intensity-
based features. Extensive experiments in identity document location and classification benchmarks showed
that the resulting 128 and 192-bit descriptors which use gradient-based features outperformed a state-of-
the-art 512-bit BEBLID descriptor for arbitrary keypoints matching in all cases except the cases of extreme
projective distortions, being significantly more efficient in cases of low lighting. The 64-bit gradient-based
descriptor obtained within the approach showed better quality than 128 and 256-bit BinBoost descriptors in
scanned document images. To evaluate the influence of the descriptor size on thematching speed, we propose
a model based on the required number of processor instructions for computing the Hamming distance
between a pair of descriptors on various energy-efficient processor architectures.

INDEX TERMS Binary descriptors, document classification, identity documents recognition, image
retrieval, local feature descriptors, local features learning.

I. INTRODUCTION
ID (identity document) recognition systems are already
deeply integrated into human activity, and the pace of integra-
tion is only increasing [1]. Almost everyone faces document
recognition systems in banking, sharing economy, border
crossing, hospitality, medicine, insurance, and other areas
requiring ID document authentication. The very first funda-
mental image document recognition problems are document
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location and classification [2], [3]. A high-quality solution
to these problems plays a significant role in the document
recognition process. Specific knowledge about the document
type allows defining optimal parameters for image processing
to achieve high recognition accuracy and decrease the size of
the input for character recognition algorithms, which affects
the required amount of computing resources. For exam-
ple, modern text-in-the-wild recognition algorithms, which
are supposed to recognize all text characters regardless of
font size and semantics, require significant computational
resources [4], [5]. Several document location approaches are
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based on extraction and analysis of the document boundaries,
lines, segments, and corners [6], [7], [8]. These methods test a
set of hypotheses about the consistency of the extracted geo-
metric primitives with the distortion model of the document
rectangle. Some modern deep learning-based approaches
are used for document classification and retrieval [9], [10].
However, training a high accuracy algorithm requires tens
of thousands of training samples, which is complicated to
obtain for regulatory and privacy reasons. Such algorithms
also contain millions of parameters that significantly affect
computation time and memory consumption, including both
random-access memory (RAM) and persistent storage.

Identity documents often have a fixed geometry and a set
of predefined elements such as static text filling, logos, and
fixed background. Chiron et al. [11] state that visual-based
template matching approaches are the best suited for ID
images recognition. The main advantages of the methods
which follow local features matching are industrial precision
and performance on a wide class of devices regardless of
computational power [2], [12]. In this paper, we consider
the problem of local features description for identity docu-
ments location and classification. The paper extends previous
work [13] and provides an extensive justification of how to
create computationally and memory-efficient local feature
descriptors for the task, including training data preparation
and the choice of feature space. Moreover, we experimentally
show that depending on the type of source of identity docu-
ment images to be recognized, for example, a scanner, it is
achievable to train a significantly more compact descriptor
that provides a comparative localization and classification
quality. A compact descriptor allows for reducing require-
ments for computing resources and thereby expand the class
of computing devices capable of solving the detection prob-
lem using the template matching approach.

The main contributions of this paper are:
• a novel data-driven approach for training local features
descriptors for identity documents detection and clas-
sification on mobile and embedded devices with local
features matching based methods;

• a new public available dataset of patches considering the
identity documents matching domain;

• for the first time, provide a model for estimating the
performance of calculating the distance between a pair
of binary descriptors depending on the descriptors’ size
on various CPU architectures.

The rest of the paper is organized as follows. Section II is
devoted to the description of the application of local features
for the problem of identity documents localization and clas-
sification. In Section III we present an overview of related
works dedicated to different descriptor algorithms used in
identity document images matching and provide an overview
of modern efficient descriptors for arbitrary image match-
ing. Section IV presents the proposed descriptors and the
learning algorithm while Section V presents a used dataset
of domain-specific patches and an algorithm for its retrieval.
In Section VI we present and discuss experimental results

FIGURE 1. Regions of static document type dependent elements (green)
and personal data (red).

FIGURE 2. Identity document localization and classification using
template matching approach.

and Section VII proposes a model to compare the matching
speed of different descriptors. In conclusion, the results are
summarized and future work plans are discussed.

II. TEMPLATE MATCHING FOR IDENTITY
DOCUMENTS DETECTION
First of all, we consider the usage of the template matching
approach to identity document classification and localization
in the necessary degree of detail and refer to [12] and [14] for
the extensive description.

An identity document type within the approach is repre-
sented as a template model. According to the fact, that the
design of an ID is strictly regulated, every instance of the
particular document type differs only in the regions con-
taining personal data. Other regions, which don’t contain
personal data, usually consist of lots of static texts, logos, and
other graphical elements, which are rich with local features
(keypoints). As a result, a template model comprises a set of
keypoints and their descriptors specific to a particular identity
document type may be constructed. Fig. 1 shows the regions
containing static texts (green rectangles) and personal data
(red rectangles). To create an identity document template
model, its ideal image and regions specifying document type
distinctive keypoints are used. An ideal template image is an
image usually obtained with a flatbed scanner and cropped
according to document borders. The image size is normal-
ized, in such a way, that 1 physical millimeter occupied
10 pixels. The distinctive regions are used to filter keypoints
that are supposed to form a template model.

A diagram summarizing the main blocks of the document
detection algorithm with precomputed template models is
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FIGURE 3. Template features matching.

shown in Fig. 2. At first, the same keypoint extraction and
descriptors computing algorithms that are used to construct
an identity document model are executed on a query image.
Each keypoint of the input image is matched with the points
that form the template models based on the distance between
the descriptors. Then, all the template models are arranged in
accordance with the number of points which were matched
with the query image. The best models are geometrically
verified using RANSAC to find a transformation that maps
the query points to the corresponding points of the template
according to a distortion model. The template and the trans-
formation matrix considers the best if the number of points
which are correctly mapped overcome a specified threshold
and the number is the highest among the other models. The
document type and the document quadrangle in the input
image are trivially derived and form the answer of the detec-
tion algorithm. A more detailed description of the method is
presented in [12]. The example of the matching process is
shown in Fig. 3.

III. RELATED WORKS
Many research papers use various combinations of different
algorithms of local features detection and description for
solving identity document detection problem.

In paper [15] a set of SURF [16] descriptors is used to
create a so-called vocabulary of representative visual words
to train an SVM classifier for different document classes.

SURF keypoints and descriptors were also used in paper [14]
to build a complex algorithm for simultaneous identity doc-
ument detection and localization with the local features
matching. The algorithm capable of detecting 64 different
document classes achieved an accuracy of 96.6% on a private
dataset of real documents. Later, another implementation of
local features matching approach proposed in paper [12]
showed better performance than [14] on public MIDV-500
dataset [17] consisting of 15000 images of 50 different doc-
ument types. The algorithm, that used a combination of
SURF [16] keypoints and RFD [18] descriptors, was claimed
to find document coordinates and its class on iPhone 6 smart-
phone for 0.35 seconds. Despite the lots of advantages of the
local features matching approach, which includes industrial
precision and performance on energy-efficient devices, the
approach has several limitations.

First of all, with the development of recognition systems,
the number of supported documents increases along with
the number of indexed document template models, which
affects memory consumption. Document models are usually
stored in persistent storage and the amount of bytes required
to describe a keypoint directly affects I/O devices response.
Skoryukina et al. [19] show that usage of BinBoost [20]
binary descriptors instead of real-valued SURF allowed to
reducememory consumption dramatically without noticeable
changes in classification quality. Therefore, the compactness
of the descriptor is one of the key requirements.

Secondly, the process of searching the template mod-
els which contain the descriptor similar to the query one
is accompanied by an intensive calculation of the distance
between a query descriptor and the descriptors in the models.
To speed up the search, a randomized k-d tree is usually
used. However, the amount of memory required to store the
indexing structure depends on the descriptor size, and its
construction and the search is done with intense calcula-
tion of distance between descriptors. Binary descriptors have
another advantage over real-valued ones since distance com-
putation between a pair of binary descriptors is done with the
Hamming distance, which may be efficiently implemented
with hardware popcnt instruction.
Such binary descriptors as ORB [21], FREAK [22], and

BRISK [23] were proposed as an alternative to real-valued
and computationally intense SIFT and SURF. Recently, sta-
tistical methods and machine learning have been widely used
to build algorithms for computing local descriptors. Fan et al.
[18] train and select a set of gradient-based features in RFD
using classical statistical methods. Modern machine learning
approaches, such as BinBoost [20] and BEBLID [24] use
modification of AdaBoost algorithm to train and select the
most accurate and discriminative features. In BinBoost [20]
approach, each bit of the descriptor is produced by a linear
combination of weak classifiers. In BEBLID [24] each bit of
the descriptor is computed by a single weak classifier. Some
of the deep learning approaches perform L2 loss minimiza-
tion [25], [26], while the most modern ones train Siamese
networks [27], [28] using triplet loss optimization. Despite
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a significant increase in quality, neural network models pro-
duce real-valued descriptors and require significant comput-
ing resources.

Recent works are aimed to the creation of a universal local
feature descriptor suitable for any recognition task. However,
the descriptor’s ability to extract a vast set of image charac-
teristics with different nature and map it to some metric space
affect computational complexity and memory consumption,
making it improper to execute on energy-efficient devices.
Thus, a more practical approach is to develop a method for
building a domain specific local features descriptor, consider-
ing the distortion model related to matching methods, which
can be used on a wide class of computing devices. The scope
of applicability of our descriptor is the identity document
detection with template matching approach on devices with
low computational resources. Unfortunately, there are no
publicly available datasets of patches extracted from identity
documents. This means, a domain-specific training dataset
of aligned patches should be created in accordance with the
matching approach and the distortion model specific to the
capturing conditions.

IV. DESCRIPTOR DESIGN
To address the problem of limited computing resources the
descriptor we build is binary rather than a real-valued one.
To train the descriptor we followed the approach based on
RFD [18]. It consists of training an extensive set of threshold-
ing functions and further selecting the best-performing and
discriminant ones. Each of the selected functions provides a
bit in the descriptor and compares the value of a computation-
ally efficient feature with a trained threshold. The selected set
of functions defines the descriptor computing function. One
of the most significant advantages of the descriptor training
algorithm is the undemanding enormous amount of training
data and clarity of implementation [18].

A. FEATURE SPACE
The traditional approach to constructing a descriptor
includes defining a hand-crafted feature space which extracts
low-level information about the neighborhood of a keypoint.
Such low-level information feature extraction functions may
be briefly divided into intensity-based and gradient-based.
In this paper we consider intensity-based features used in [24]
and gradient-based features used in [18].

1) AVERAGE BOX DIFFERENCE
Following the notation in [24], Average Box Difference fea-
ture is calculated as follows:

g(p1, p2, s) =
1
s2

 ∑
q∈R(p1,s)

I (q)−
∑

r∈R(p2,s)

I (r)

 , (1)

where I (q) is pixel intensity, p1 and p2 define top left coordi-
nates of the squared regions of size s. Fig. 4 shows a descrip-
tor value computation based on the average box difference
features.

FIGURE 4. A descriptor value computing using Average Box Difference
features.

FIGURE 5. Descriptor computing with edge map features.

This feature type provides a measure of the difference
between the average intensity of pixels in different regions
of the neighborhood of a keypoint. Such feature space can
computationally efficiently approximate a highly sampled
image gradient orientation computed with various gradient
calculation operators and may be implemented with integral
images.

2) EDGE MAP FEATURES
EdgeMap Features, that were originally proposed in [29], are
widely used in different descriptors [18], [20]. Input image
patch P is mapped into 8 images, each produced with a
bilinear soft assignment of image gradient orientation. GM0
and GM6 in second column in Fig. 5 shows the magnitude
of gradients which orientations mostly drop to sectors with
[0; π4 ] and [ 6π4 ;

7π
4 ] relatively.

A feature value computation is performed as follows:

g(R, c) =

∑
(x,y)∈RGMc(x, y)∑7

i=0
∑

(x,y)∈RGMi(x, y)
. (2)

Such feature space is a sort of low-cost detector of edges
of a particular length and orientation and may be efficiently
implemented with integral images.

Moreover, such features were used in the 293-bit version
of RFD descriptor [18], that demonstrated excellent perfor-
mance in identity documents matching on mobile devices.

B. FEATURES TRAINING AND SELECTION
We followed RFD binary descriptor training approach, which
was proposed by Fan et al. [18], with slight modifications.
The objective of a local feature descriptor algorithm is to
create as much as possible close descriptions for similar
patches and to provide distant descriptions for different image
patches. In the case of binary descriptors, Hamming dis-
tance is used to estimate the similarity of descriptors. RFD
descriptor training is organized in 2 steps: 1) independent
training of a set of thresholding functions leading to the
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best discriminative ability and 2) selecting the most accurate
features considering the potentially excessive correlation of
their responses. The only parameter that affects the final
size of the descriptor in the original algorithm is the corre-
lation threshold since it inspects all the available features.
Unlike the original [18] descriptor training algorithm, we use
a different way of calculating the feature correlation and
limit the maximum number of resultant features. Given M
labeled pairs of patches (P1i ,P

2
i , li), where li ∈ {1,−1}

indicates matching and non-matching pairs, a feature selec-
tion is performed according to Algorithm 1. The corr value
models the frequency of coincidence of the responses of the
classifiers on the corresponding patches, and its values are
normalized to the range [0, 1]. We also ignore features for
which the correlation equals 1 with one of the features already
added to the descriptor since such features do not affect the
discriminative power of the descriptor. Unlike many other
gradient orientation based-features, we use the L1 norm of
gradient magnitude in our Edge Map features implementa-
tion to increase robustness, computation speed and reduce
memory consumption. In our paper we used accuracy to train
thresholds and to score features’ discriminative ability. The
accuracy of a feature with a given threshold is calculated as
follows:

Acc(g(t)) =
TPR(g(t))+ TNR(g(t))

2
, (3)

where TPR and TNR are True Positive Rate and True Nega-
tive Rate, respectively. A pair of patches is considered as True
Positive, if the thresholding results of the feature are equal for
the both patches from the matching pair and different for non-
matching pair.

In our paper we propose and study performance of 3 types
of descriptors. The first, which uses Edge Map Features,
we call RFDoc. The other one using ABD features we called
ABDoc. And ABDRFDoc descriptor, which considers both
feature spaces.

V. A DATASET OF ALIGNED PATCHES FROM ID
DOCUMENT IMAGES
To create a dataset of aligned patches, we used a subset
of document types from MIDV-500 [17] and MIDV-2019
[30] datasets. MIDV-500 [17] contains video clips of 50
document types captured with a smartphone camera. The
dataset addresses such problems of mobile camera-based
document recognition as complex background, projec-
tive distortions, highlights, and other hand-held captur-
ing caused distortions. MIDV-2019 [30] is an extension
which includes the documents captured in 4K resolu-
tion under higher projective distortions and low-lighting.
Each video clip in the datasets consists of 30 frames
and the corresponding ground-truth, including coordi-
nates of the document corners. We randomly selected
10 document types (chn.id, deu.passport.new, dza.passport,
esp.id.new, fin.drvlic, grc.passport, hun.passport, irn.drvlic,
prt.id, usa.passportcard) and randomly selected no more than

Algorithm 1: Feature Selection Algorithm
Input: Set of labeled pairs of patchesM , set of features

H , maximum descriptor size N , correlation
threshold tc

Output: Set of selected features S
Compute accuracy qi for each hi from H on the set of
patches M and sort H in descending order of qi;
S ← S ∪ {h0}, j← 1;
while |S| ≤ N and j < |H | do

foreach j ∈ {1, . . . , |H |} do
gik ← true;
foreach k ∈ {1, . . . , |S|} do

nmjk ← 0, ndjk ← 0;
foreach m ∈ {1, . . . , |M |} do

if hj(P1m) = hk (P1m) then
nmjk ← nmjk + 1

else
ndjk ← ndjk + 1

end
if hj(P2m) = hk (P2m) then

nmjk ← nmjk + 1
else

ndjk ← ndjk + 1
end

end
corrjk ← (nmjk − ndjk )/(4 · |M |)+ 0.5;
if corrjk ≥ tc or corrjk = 1 then

gik ← false;
break;

end
end
if gik = true then

S ← S ∪ {hj};
end

end
end

7 frames from each clip, rejecting those frames with doc-
ument corners falling out of the frame for more than 10%
of the average diagonal length of a document. The selected
frames were used to extract matches. The matches extraction
procedure is described as Algorithm 2.

Quadrangle Nb defines document coordinates in a
fixed-size coordinate system where a document plane occu-
pies the entire image. The size of the coordinate system,
which is the same as the size for an ideal template image,
is computed according to the physical sizes of the document
type to ensure that 1 physical millimeter occupies 10 pixels.
The set of rectangles R specify document regions supposed
to contain personal data (red rectangles in Fig. 1). In our
implementation we used YACIPE [31] algorithm for keypoint
extraction since it has already shown great performance for
document detection problem [12] and is suitable for embed-
ded devices. Point filtering is done to avoid overfitting, since
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Algorithm 2: Retrieving a Set of Matching Document
Patches From a Single Frame
Input: F – an input frame, Q – a document quadrangle

in the input frame coordinate system, Nb – a
document quadrangle in the normalized frame
coordinate system (specific to document type), R
– a set of rectangles in Nb (specific to document
type);

Output: A set of pairs of image patches Y
Compute transformation matrix H : Q→ Nb;
Compute scale s← AQ

ANb
as a ratio of areas Nb and Q;

Compute normalized document image D applying
H to F ;
Run keypoint extraction algorithm to D and get a set of
keypoints K ← {(x, y, size)} ∈ D;
Remove points from the set K that lie outside all the
rectangles;
foreach ki = (x, y, size) in K do

k ′i ← (x ′i , y
′
i, size

′
i), where (x

′
i , y
′
i)← H−1(xi, yi),

size′← size · s;
Extract aligned image patches (Pi,P′i) for keypoints
ki and k ′i from the original frame and the
normalized one;
Y ← Y ∪ (Pi,P′i, 1);

end

FIGURE 6. Examples of matching (top row) and non-matching (bottom
row) pairs from the dataset.

the ID type model in the template matching approach is built
from the descriptors of the points belonging to the static
elements specific to the document type (green rectangles
in Fig. 1).

To complete the dataset of patches with non-matching
pairs, we used a well-known Brown dataset [32]. A single
pair was obtained by random sampling a patch from Y and
a patch from sets of 500k patches in the Brown dataset.
All the patches from Y used in non-matching pair construc-
tion were removed from the matching part of the dataset.
The retrieved dataset of patches were divided into 3 sets:
75k pairs for features training, 75k for features selection, and
350k for testing. All the sets were balanced (50% of match-
ing and 50% of non-matching pairs) and did not intersect.
Examples of pairs of patches from the collected dataset are
presented in Fig. 6. The dataset is available for download
at ftp://smartengines.com/rfdoc. The structure of the dataset
and the way of indexing patches is similar to that used in the
Brown dataset [32].

TABLE 1. FPR@95% of the trained descriptors on the test set of 350k
patches.

VI. EXPERIMENTAL EVALUATION
A. TRAINING AND FEATURES SELECTION
In our experiments, we built a descriptor that took a square
image with a size of 32 pixels. Many rectangles may be
generated in such a coordinate system, though a huge number
of them is usually highly correlated [18]. In our experiments,
we generated rectangles defining Edge Map Features with
sides greater or equal to 3 pixels and an area less or equal to
256. For Average Box Difference features, we generated all
possible non-overlapping squares of size from 3 to 17 pixels
with a step of 1. Threshold fitting was performed on a set of
patches from ID documents (see in Sec. V) that are indexed
in train_75k.txt file at ftp://smartengines.com/rfdoc.
To ensure compactness and high speed of comparison of
a pair of descriptors (see in Sec. VI-D, VII), we used
the maximum number of the selected features N equal to
64, 128 and 192 in Algorithm 1. In the features selection
algorithm, we fixed the feature correlation threshold tc to
0.7 since smaller values of tc did not allow to select N
features in some cases, but greater values led to less dis-
criminant descriptors and showed worse performance. Fea-
tures selection was performed using the set of patches that
are indexed in feature_selection_75k.txt file at
ftp://smartengines.com/rfdoc.

B. PATCH VERIFICATION PERFORMANCE
To measure the quality of the descriptors for patch verifica-
tion problem, we used a set of 350k pairs of patches from doc-
uments (see Sec. V) that are indexed in test_350k.txt
file. The descriptors that use Edge Map features we call
RFDoc (following the notation in [13]), and descriptors
that are based on Average Box Difference features we call
ABDoc. Since the considered feature spaces describe dif-
ferent low-level image characteristics, we assumed that its
simultaneous usage in the descriptor could increase the over-
all performance. Based on that we executed Algorithm 1 with
H representing a merged set of trained functions both of
the mentioned feature spaces and built the descriptors which
we call ABDRFDoc. False Positive Rates at 95% Recall
(FPR@95%) is the main characteristic to evaluate the patch
verification performance. The idea behind that is to get an
error rate at such a threshold on the distance between a pair
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FIGURE 7. Distribution of rectangles that define features in the resultant
128-bit descriptors.

FIGURE 8. ROC curves of 128-bit RFDoc and ABDoc descriptors, relative
to modern binary descriptors. The amount of bits required to store a
keypoint representation and error rate to provide 95% True Positive Rate
are stated in the legend.

of descriptors that provides a successful matching of 95%
of positive patches. Patch verification performance of the
trained descriptors on the test set of patches is presented
in Table 1.

According to the experimental data, using only Edge Map
features in the selection algorithm lead to the best-performing
descriptor. Surprisingly, the descriptors that consider both
feature spaces showed the worst performance. The reason for
this could be that after selecting the first few high-quality and
uncorrelated features, the algorithm scans and adds features
with significantly much less accuracy. Moreover, although
classified feature responses from different feature spaces may
be uncorrelated based on our definition, they may still be
internally dependent and overly complementary. The visual-
ization of how rectangles defining the features are distributed
over the patch coordinate system in the resultant 192-bit
descriptors is presented in Fig. 7. Based on the visualization,
the features in the descriptors that use only one specific
feature type (Fig. 7(a) for ABDoc and Fig. 7(b) for RFDoc)
are distributed over almost all the area of the patch. On the
other hand, features in ABDRFDoc descriptors are highly
concentrated in a particular area, which explains the poor
performance of such descriptors.

To compare the trained descriptors to state-of-the-art
binary descriptors we used the implementations provided in
the OpenCV of version 4.5.1. Unfortunately, to our knowl-
edge, there was no publicly available authorized RFD [18]

implementation, and wewere unable to test original RFD per-
formance in our test configurations. To retain the descriptive-
ness of the ROC curves presented in Fig. 8, we show results
only for 128-bit versions of the trained descriptors. According
to the ROC curve, 128-bit version of RFDoc descriptors sig-
nificantly outperformed all of the considered trainable binary
descriptors, including the most efficient binary descriptor for
arbitrary image matching BEBLID-512 [24].

C. COMPLEX CAMERA-BASED DOCUMENT RECOGNITION
To explore the performance of the trained descriptors
for complex identity document location and classifica-
tion, we evaluated the approach proposed in [14] using
images of document types, which was not used for aligned
patches dataset creation, from MIDV datasets (see Sec. V).
Unlike [14] we used a bruteforcematching instead of FLANN
to achieve reproducible results and to exclude potential col-
lisions caused by approximate nearest neighbors search, and
we did not use additional restrictions for homography matrix.
All the parameters related to ideal template images, keypoint
extraction, and RANSAC were fixed according to [12]. The
algorithm of computing the detection performance is based
on the calculation of the maximal deviation of the computed
document corner coordinates divided by the length of the
shortest document boundary side [12]. As an algorithm for
keypoints detection, SURF [16] algorithm is used for all of
the considered descriptors.

Matching performance on the hand-held captured identity
documents of the MIDV datasets is presented in Table 2.
BEBLID-512 descriptor contains more than 2.5 times more
bits and belongs to the significantly memory-consuming
class, however, we present the results for it to understand our
position relative to state-of-the-art. MIDV-2020 dataset [3]
(see Fig. 9 (a,b)) consists of 1000 different documents
(100 document samples per type), all with unique artifi-
cially generated document content such as faces, signatures,
text fields data. In addition to smartphone captured video
clips, MIDV-2020 also contains high-quality ideal scans
Fig. 9 (c) and photos of arbitrarily placed documents with
different backgrounds. Although MIDV-2020 did not par-
ticipated in training data extraction, images and clips con-
taining passport of Greece was not used in testing, since
images of that document type presented in MIDV-500 and
MIDV-2019 was used for patch verification setup. Unlike
other MIDV datasets, MIDV-LAIT [33] consider identity
documents with Perso-Arabic, Thai, and Indian Scripts, and
consists of 180 unique synthetically generated documents.
Experimental results onMIDV-LAIT dataset were performed
excluding ‘‘ind.aadhaar’’ document type since this docu-
ment type does not have enough distinguishing keypoints
to use the template-matching approach without significant
modifications.

According to experimental results on MIDV-500, the
RFDoc-192 descriptor showed similar document classi-
fication and localization performance to the best per-
formed BEBLID-512. However, the RFDoc-192 descriptor
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TABLE 2. Experimental results on the hand-held captured parts of the MIDV datasets.

FIGURE 9. Images from MIDV-2020 and MIDV-LAIT.

requires 2.65 times less memory to describe one local
feature of the image. 128-bit version of RFDoc, being
2 times less memory consuming, showed the same qual-
ity as BEBLID-256. 64-bit RFDoc significantly outper-
formed BinBoost-128 both in terms of classification and
localization, but remarkably lost to other RFDoc and
BEBLID. On a more challenging MIDV-2019 dataset, which
includes documents captured under low-lighting in 4K,
RFDoc-192 descriptor outperformed all the competitors and
showed 21% fewer classification errors than BEBLID-512.
The reason for this may be the gradient-based nature of
RFDoc features. BEBLID-512, RFDoc-192 and RFDoc-128
showed very close classification performance to each other
on MIDV-LAIT, however the 512-bits length version of
BEBLID outperformed RFDoc in the accuracy of find-
ing document corners coordinates. RFDoc showed worse
performance than BEBLID descriptors in the clip setup
of MIDV-2020. Errors analysis showed that the most

problematic cases for RFDoc are extreme projective distor-
tions (see Fig. 9(a)). The reason for this is that the feature
space used in RFDoc descriptors does not incorporate spatial
information and use only gradient directions. The same trend
was seen on the ‘‘photo’’ part, however the document classi-
fication performance was indistinguishable, and there was no
such gap in localization performance. When comparing the
quality of RFDoc and ABDoc descriptors, the latter shows
significantly worse performance, regardless of the descriptor
size.

Table 3 shows descriptors performance in images of
MIDV-2020 obtained with a flatbed scanner. All the BEBLID
and RFDoc versions showed the best performance in cases,
when a document was placed in the flatbed scanner without
any rotations. However, the influence of the spatial infor-
mation encoding feature space on the accuracy of finding
document quadrangles may be observed. In cases of arbi-
trary placed and rotated documents (see (Fig. 9(c))), 128 and
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TABLE 3. Experimental results on the scan parts of MIDV-2020 dataset.

TABLE 4. Required amount of memory to index descriptors of SURF
keypoints specific to 50 document templates presented in MIDV-500
dataset.

192 bit RFDoc showed almost the highest possible classifi-
cation accuracy.

D. MEMORY CONSUMPTION
A required amount of memory to index different types of
considered descriptors with OpenCV brute force matcher
for descriptors of SURF keypoints specific to 50 document
types presented in MIDV-500 dataset is shown in Table 4.
If we scale the number of document types supposed to be
detected to a number of supporting documents by industrial
recognition systems, for example, several thousand document
types, a difference in memory consumption becomes critical.
For example, consider a system which is supposed to support
recognition of 3000 different document types. To estimate
required amount of memory to index the document templates,
the amount ofmemory presented in Table 4may bemultiplied
by 60. In this case, to only index the document types repre-
sented as a set of keypoint descriptors of the BEBLID-512
type, approximately 1.3 GB of memory is required, which
may become unfeasible for edge computing devices. At the
same time, if each document model is represented with
RFDoc-128 descriptors, which demonstrated relatively simi-
lar performance to BEBLID-512 in most cases, the indexing
algorithm will require around 0.4 GB RAM.

VII. ESTIMATION OF THE MATCHING SPEED
It is rather difficult to reliably assess the impact of the
type of descriptors on the matching speed. Things like the
complexity of the descriptor computing algorithm, descrip-
tor comparison metric, and the descriptor’s data type, the

TABLE 5. Hardware support of population count instruction.

TABLE 6. A number instructions to compute Hamming distance for
various binary descriptors on different architectures in xor/popcnt/add
format (less is better).

number of descriptors, and the indexing algorithm directly
affect the matching speed. Therefore, we do not compare the
overall matching time of different descriptors implemented
with different degrees of code optimization. A patch descrip-
tion speed depending on the used descriptor type may be
estimated using the data presented in papers [24] and [18].
Instead, we evaluate the influence of different types of binary
descriptors on matching speed in terms of the number of
instructions required to calculate the distance between a pair
of descriptors.

In the case of binary descriptors, the Hamming distance is
used as a similarity metric. The Hamming distance compu-
tation can be implemented with bitwise XOR and population
count instructions, usually included in the instruction set of
modern processors. We consider CPUs of x86-64, ARM,
or MIPS architectures typical for end-user devices. These
architectures provide hardware instruction for the population
count (popcnt) with a varying input width and processed
width (see Table 5) [34], [35], [36]. Input width is the
bitwidth of the data chunk processed by one instruction, while
processed width is the size of the element inside this data
chunk for which the popcnt is computed. Thus, to calculate
Hamming distance between two binary vectors, we need to
(1) pack them into integer values, (2) compute bitwise XOR
between them, (3) split its result into chunks equal to input
width and perform popcnt for each of them, (4) sum up
the results, (5) perform horizontal addition of the elements
inside the sum data chunk (to take into account processed
width different from input width).

To obtain more accurate algorithm’s computational effi-
ciency, we should consider the number of arithmetic logic
units (ALUs) able to perform each operation and its latency.
Such an estimate should be determined for each specific
processor, which is outside the scope of this work. Instead,
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we estimate the total number of instructions corresponding
to the case with one ALU and the same execution time
for all instructions. The number of instructions that process
a fixed-size bit subset to calculate the Hamming distance
for different architectures and binary descriptors is shown
in Table 6. According to the overall number of instruc-
tions, Hamming distance computation between a pair of
any RFDoc-128 descriptors is from 2.5 to 4.6 times faster,
then the closest in terms of quality BEBLID-512 descriptor.
RFDoc-64 requires from 1.2 to 2.5 times fewer instructions
than RFDoc-128 and demonstrates the best computational
efficiency among all considered descriptors.

VIII. CONCLUSION
In this paper, we consider the problem of training a local
feature descriptor for identity documents detection and clas-
sification on devices with limited computational resources.
To train a memory-efficient descriptor, we developed a
problem-specific framework, which considers the key fea-
tures of the identity documents detection with a tem-
plate matching approach. First, we create a training dataset
of patches, which incorporates the distortions specific to
hand-held capturing and agrees with a document template
construction model. The domain-specific dataset of patches
extracted from camera captured documents was published.
Experiments show that the proposed approach using features
that represents a low-cost line segment detector makes it
possible to build high-quality descriptors for the considered
problem. The resulting 64-bit RFDoc descriptor being 2 times
more memory efficient significantly outperformed 128-bit
BinBoost in complex identity document location and classifi-
cation benchmarks performed on all known for today MIDV
datasets. RFDoc-128 performed better than all the consid-
ered BinBoost descriptors and showed very close results to
BEBLID-256, except the cases of extreme projective dis-
tortions. In almost all cases, with the exception of images
taken in low-light conditions, 512 bit BEBLID showed the
best results. However, 192 bit version of RFDoc, which
is more than 2.5 times memory efficient, achieved slightly
worse performance in most cases than BEBLID-512 and
completely outperformed all the considered descriptors in
smartphone camera captured identity documents under low-
lightning case.

As future work we plan to modify the algorithm for selec-
tion functions that provide a bit in the descriptor to overcome
limitations related to poor performance in combining feature
spaces and expand the family of decision rules. Slightly more
complex rules could increase the distinctiveness of a bit in the
descriptor and may allow to construct even more memory-
efficient descriptors.
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