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ABSTRACT If an interaction exists in medical and health sciences, a proper statistical approach is required
to avoid an erroneous conclusion. For example, different genders may introduce modified therapeutic
effects of drugs, or an adverse interaction between two medicines changes the pharmacological activity,
reduces the therapeutic effect, or induces toxicity. Therefore, if the analysis does not account for the impact
of the interaction, it may introduce significant prediction errors or bias. Regression models deal with a
two-way interaction by adding the product of the two interactive variables. Since machine learning models
demonstrate a superior predictive ability to regression models, this study proposes a new method based
on the random forest to account for interaction, called random interaction forest (RIF). This new strategy
modifies the structure of the random forest, where the interaction features are forced to be in the first two
nodes. Simulation studies examined the predictive ability of the linear regression model, logistic regression
model, random forest, and the RIF under various scenarios. The results showed that the RIF consistently
outperforms random forest and logistic regression when interactions are present. The RIF also performs
better in many scenarios than the linear regression model. When the effect of interaction is more significant,
the performance of RIF could be superior.

INDEX TERMS Interaction, random forest, linear regression, logistic regression, machine learning.

I. INTRODUCTION
A. THE DEVELOPMENT OF MACHINE LEARNING MODELS
The application of machine learning models has been
booming and favored in many research fields [1]. Previous
research [2], [5] showed that novel machine learning models
have better predictions or performance than traditional
statistical approaches in various situations. In particular,
Guo and Chang 5 recently proposed a novel algorithm, the
Extreme Gradient Boosting Machine for Feature Interaction
(XGB-FI), to find big data’s most significant feature interac-
tion, which outperforms the conventional statistical model.

The supervised machine learning method makes the
tree-based model easy to understand and highly interpretable.

The associate editor coordinating the review of this manuscript and
approving it for publication was Joey Tianyi Zhou.

The tree model uses a series of if-else rules to generate
prediction results from one or more decision trees.

The decision tree is a supervised machine learning model
with simple logic, intuition, and high execution efficiency
that is applicable for both regressions with a continuous
outcome and classification with a categorical dependent
variable. One of the most popular algorithms is Classification
and Regression Trees (CART). CART belongs to a binary
classification tree structure and is the basis for establishing
a random forest [6].

However, the decision tree algorithm can easily cause
overfitting. As a result, the random decision forest Ho [7] and
random forest [8] avoided overfitting issues without the need
to prune the trees. Random forest is an ensemble method.
The ensemble method collects multiple weak classifiers to
create a strong classifier [9]. Hence, the random forest is a
supervised machine learning model composed of numerous
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CART decision trees. To build CART trees, the technique
used is BAGGING (Bootstrap aggregating) [10]. The random
forest performs split-variable randomizationwhere each time
a split is to be performed, the search for the split variable is
limited to a random subset of (m =

√
p). Note that p is the

number of all variables in the original training set
If it is a classification problem, the random forest will

summarize the prediction results of all CART trees and
determine the final classification result by majority voting.
When the output is continuous, the random forest calculates
the average of all CART tree predictions as the predicted
value. Out-of-bag error evaluates the performance of the
random forest.

B. THE ISSUE OF FEATURE INTERACTION
In research, an interaction could alter the results or introduce
biases. For example, genders may show different therapeutic
effects of the same medicine. Interactions can be seen
everywhere in life, such as gastrointestinal discomfort by
eating crabs and persimmons simultaneously because crabs
are rich in protein and persimmons are rich in tannins.
In particular, recent discoveries of interaction impact on heart
diseases draw significant attention [11], [14]. Therefore, if the
analysis does not adequately handle the interaction effect,
it could result in prediction errors.

The conventional statistical method for the interaction
problem is the regression model [15]. A coefficient for
estimating the multiplication of two interaction variables
is added to the regression model. If the influence of one
independent variable (x1) on the dependent variable (y) is
affected by other independent variables (x2), then it is said
that there is an interaction between (x1, x2) [16]. If this
coefficient is statistically significant, one of the two variables
modifies the effect between the other variable and the
outcome of interest. When the interaction is known, we could
replace the interacting features with a single ‘‘engineered’’
feature that reflects the interaction in machine learning
strategies, which is identical to the conventional regression
model that adds the interaction term in the predictors.

Tree models contain the partial interaction effect due to
their design since the decision tree structure is composed of
top-to-bottom recursive branching rules. This rule allows the
decision tree to be hierarchical. The method considers the
interaction between variables. Specifically, when a variable
is selected as an internal node, if the two branches after the
split have different behaviors in the subsequent selection of
variables, there may be information indicating an interaction
between the variables.

However, Wright, et al. [17] suggested that the tree model
could not initially pick two interaction variables in simulating
multiple interactions. It is an internal node, especially when
the marginal effect of the interaction variable is small.
Although the tree model can handle a partial interaction
effect, such modification is easily affected by the marginal
effect. In addition, the random forest is composed of many
decision trees. When building the trees, the random forest

only selects some variables as the nodes. As a result, each tree
may not include the interaction variables, and the prediction
could be biased.

Besides tree-based models, numerous machine learn-
ing strategies exist, such as the support vector machines
(SVM) [3], [18]. The SVM is more sensitive to missing data
and efficient in processing big data. Artificial Neural Net-
works (ANN) [19] provide a satisfying predictive ability with
a complicated structure. The ANN outperforms the logistic
regression [20] and could apply to traffic predictions [21],
incidence clearance [22], and environmental research [23].
The most critical problem of ANN is the unexplained
behavior of the network.

C. THE RESEARCH MOTIVATION
The ANN does not explain why and how when it produces
a probing solution. Since machine learning outperforms the
conventional statistical models in many situations and the
random forest has the most suitable structure to deal with
interactions, we choose the random forest as the foundation
to develop a new interaction model.

After theXGB-FI [5] determineswhich variables introduce
feature interaction, the subsequent step is to perform the
analysis that properly accounts for the feature interaction.
This research aims to establish a tree-based model with better
predictive performance under the interaction impact, named
the random interaction forest (RIF). The programming lan-
guage is R Software (4.0.3) [24], which uses the (mvrnorm)
function in the MASS package to generate simulation data,
and extends the ‘‘randomForest’’ package to construct the
RIF model. This research also aims to provide a free R code
to implement the RIF approach.

II. METHODS
In contrast to the random forest that randomly selects some
variables to create the trees, the RIF targets the interaction in
the earliest stage. Therefore, the RIF employed a restricted
structure that forces the first and second nodes to be the two
variables (also known as features) introducing the interaction.
If the interaction variable is continuous, the median is
the cutoff point. We assessed various cutoffs such as the
mean, the first quartile, the third quartile, or extreme values.
However, we discovered that the median is the optimal choice
since it is robust to skewed distributions and has the best
overall performance.

After the data passes through the first two nodes, the
four leave nodes consist of the four subsets of original data
according to the four combinations of the first two nodes.
In other words, this step stratifies the data into four subsets,
removing the interaction’s impact. The random forests are
implemented independently within each of the four leaf
nodes. The prediction of the RIF is the bagged results from
the four random forests.

Analysis flow:
1. Determine the two interaction features X1 and X2
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FIGURE 1. Data Structure of the Random Interaction Forest (RIF).

2. Let X1 be the first node and X2 be the second node (the
order of the two feature interaction does not alter the results)

3. Generate random forests within the four strata (DATA1,
DATA2, DATA3, and DATA4) with B bootstrapped samples

4. Bagging the predictive results from all observations
Figure 1 reveals the model structure of the RIF with two-

way interaction. The extension to a three-way or other higher-
order interaction is straightforward. The RIF would have
more restricted nodes in the earliest stage when creating the
trees for a higher-order interaction. For example, the RIF
deals with a three-way interaction with the first three nodes
forced to be the three features introducing the interaction.
Therefore, the n-th order interaction has the top n nodes
forced into the restricted structure.

Since the RIF is an extension of the random forest with a
restricted structure, the RIF could deal with both categorical
and continuous outcomes. If the output variable is continuous,
the average value of the four branches is the final predicted
value. In contrast, if the output is a dichotomous value,
the majority voting by all leaf nodes determines the final
classification. The RIF avoids the probability that the two
interaction variables may not be selected as the closest nodes
in the earliest stage.

To evaluate the performance of the RIF, we compare
the predictive ability between the RIF, random forests,
and statistical approaches using linear regression for the
continuous outcome or logistic regression for a dichotomous
variable in different settings.

For a continuous output, the root mean square error
(RMSE) is used for evaluating the performance. We define
two ratios of the RMSE according to two different com-
parisons. The RMSE Ratio1 is for the comparison between
the new model and the random forest as the following:
RMSE Ratio1 =

RMSE of random forest
RMSE of RIF . The RMSE Ratio2

is for the linear regression and RIF. RMSE Ratio2 =
RMSE of linear regression

RMSE of RIF . When the RMSE Ratio is greater
than 1, then the prediction of the RIF is better.

If the output is dichotomous, we compare the accuracy
between the two models. The Accuracy Ratio1 com-
pares the RIF to the random forest, which is defined as
Accuracy Ratio1 =

Accuracy of RIF
Accuracy of random forest . The Accuracy

Ratio2 compares the RIF to the logistic regression, which
is defined as Accuracy Ratio2 =

Accuracy of RIF
Accuracy of logistic regression .

TABLE 1. Scenarios for the simulation study.

If the Accuracy Ratio is greater than 1, then the prediction of
the RIF is better.

A. SIMULATION STUDY
For simplicity, the computer simulations examined only
the two-way interaction. The simulated data comprises one
dependent variable (Y) and ten independent variables (X).
The independent variables (X) include two variables with
interaction (X1 and X2), three variables with marginal effects
(X3, X4, and X5), and five noise variables (X6 – X10) that
are independent of Y and other predictors (X1 – X5). The
outcome (Y) and the two interaction variables (X1 and X2)
could be continuous or categorical. Table 1 displays the six
scenarios for the combination of data types we examined. The
sample sizes are 500 and 1000.

Following a similar simulation scheme of the XGB-FI [5],
we assume that Y and X follow a multivariate normal
distribution and simulate Scenario1. The covariance matrix
determines the relationship between Y and X. Figure 2 shows
five structures (case1 to case5) adopted for Y and X1 to X5.
The five noise variables (X6 – X10) are uncorrelated with any
variable in the dataset. Therefore, the covariance matrix did
not include the five noises. Case1 assumes a high correlation
between the two interaction features, and the correlation
between X1 (X2) and Y is 0.3 (0.5). Case2 increases the
marginal effect of X3-X5 to Y by changing the correlation
from 0.2 to 0.6. The correlation between X1 (X2) and Y was
reduced to 0.1 (0.2) in Case2. Case3 allows different marginal
effects of X3-X5 to Y (0.3, 0.1, 0.6). Case4 assumes an equal
correlation between X1-X5 and Y (0.2). Case5 also assumes
an equal correlation between X1-X5 and Y, but with a higher
value than 0.2.

Regarding the data of Scenario2, we dichotomize one
of the continuous features with interaction (X1 or X2) in
Scenario1. Note that the median is the cutoff point. If the
original values of X1 or X2 are higher than the median, then
the new interaction variable is coded as 1 (event). Otherwise,
the new interaction variable would represent normal subjects
with 0.

If the two interaction variables (X1 and X2) are dichoto-
mous, Y is generated as four groups according to the
four combinations of the two interaction variables. Table 2
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FIGURE 2. Correlation matrix for case1 to case5.

TABLE 2. Distribution of Y for scenario3.

displays the normal distribution parameters with different
means and standard deviations for Scenario3. Various param-
eter settings represent different intensities of interaction
effects. The interaction effect is absent when the means of Y
are identical in the four leaf nodes. For the weak interaction,
the mean of the interaction group (the first leaf node) is
reduced from 10 to 6. Lastly, the more substantial interaction
effect further reduces the mean from 10 to 1. Note that the
weak interaction accounts for 40% of the variance in Y.
These scenarios assess whether the model will have a better
prediction performance as the interaction effect increases.

When the dependent variable (Y) is categorical, the
simulation process is similar to the continuous scenario,
except that the Y is generated after simulating X. The
independent variables include two variables with interac-
tion, three marginal effect variables, and five confounding
variables. A multivariate normal distribution generates X.
Four Covariance Matrixes (case6 to case9) are simulated

FIGURE 3. Correlation matrix for case6 to case9.

TABLE 3. Scenario4∼scenario6, probability of the event of Y.

(Figure 3). Case6 assumes a high correlation between the
two interaction features. In Case7, we increase the correlation
between X1 to X5. Case8 reduces all correlation coefficients.
Lastly, Case9 has a weak correlation between X1 and X2, but
the others are high.

We assign the four leaf nodes (data1 to data4, as shown in
Figure 1) with different binomial distribution probabilities.
The three scenarios are no interaction, weak interaction,
and strong interaction (Table 3). According to the binomial
distribution, the value indicates the probability of assigning
Y to be the event. There is no interaction effect when the
first three leaf nodes have the same probability (0.2). There
is weak interaction if the first leaf node (0.6) probability is
slightly higher than the second and third leaf nodes (0.4).
Strong interaction assumes that the first leaf node (0.1)
probability is lower than the second and third leaf node (0.6).

In addition to simulations, we applied the RIF to the ‘‘Early
Stage Diabetes Risk Prediction Dataset’’ from the University
of California, Irvine (UCI) machine learning Repository. This
data was collected from a direct questionnaire of patients
from the Diabetes Hospital in Sylhet, Bangladesh. It contains
a total of 520 people with diabetes. Related symptoms are
in the reference, of which 320 people have diabetes, and
200 do not [25]. The first step adopted a logistic regression
model to discover whether there is an interaction between the
two variables. In the second step, the two variables with the
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FIGURE 4. Probability of RIF is better than RF for the continuous
(Scenario1-3) and dichotomous (Scenario4-6) outcomes.

most significant interaction effects (Gender andAlopecia) are
selected for the restricted structure of the RIF in the first two
nodes. The interaction effect (Age:Alopecia1) is moderate
since the p-value of the interaction term is the 7th significant
predictor (details in the Appendix, Table 5).

We randomly split the data into 80% training and 20%
testing to evaluate predictive ability. We repeated this process
ten times and recorded the results. We could conclude which
method is superior, and the random split does not bias the
conclusion. Here we use the accuracy rate as the evaluation
with ten repetitions.

III. RESULTS
All simulations had 1000 repetitions with 80% training and
20% testing data. In Figure 4, the probability of each bar is
the number of times the Accuracy Ratio or RMSE Ratio is
higher than 1. Therefore, we translate this probability into the
number of times the RIF predicts better than a random forest
with or without the interaction effect. In the horizontal axis,
interaction = 2, 4, or 6 indicates the elevated mean value of
Y due to the interaction effect for scenario1 and scenario2.
The superiority performance of the RIF increases with the
magnitude of interaction.

For an estimated probability over 54%, we could claim
that the RIF significantly outperforms other strategies at the
significance level of 5% since the 95% confidence interval
of p=0.54 is (0.509, 0.571). This confidence interval does
not contain the null value of 50%, which means the RIF
outperforms others by chance. In contrast, if the probability is
under 46%, the RIF is significantly inferior to others because

FIGURE 5. Probability of RIF is better than Linear (Scenario1-3) or Logistic
Regression (Scenario4-6).

the 95% confidence interval of p=0.46 is (0.429, 0.491).
Most situations in Figure 4 indicate that the RIF significantly
outperforms others with interaction.

The median of RMSE Ratio1 and Accuracy Ratio1
show similar comparisons (Figure 6). The more substantial
interaction results in a larger median of RMSE Ratio1 and
Accuracy Ratio1. Therefore, the RIF outperforms the random
forest under the impact of the interaction.

In Figure 5, the RIF is compared with regression models.
The RIF is better than logistic regression in the situations
we simulated. However, regardless of the magnitude of the
interaction, the RIF cannot outperform the regression model
under Scenario3. The nature of linear regression with two
dichotomous variables may be the optimal model for tackling
the interaction. However, this conclusion requires deliberate
theoretical research and forms a great future work. Therefore,
we recommend the conventional linear regression model
when two dichotomous features introduce the interaction.

The difference between case6 and case7 is minor, which
means that the correlation between marginal effects does
not change the results much. In scenario1 and scenario2 of
Figure 7, the median RMSE Ratio1 and Ratio2 for case2
and case5 are higher than in other cases. This result reveals
that the RIF performs better with the marginal effect than
the linear regression. Therefore, more significant marginal
effects would prevent the linear regression from obtaining
unbiased results under scenario1 and scenario2, but the RIF
could tackle such impact properly.

In addition, increasing the number of noise variables
from 5 to 10 enhances the prediction ability of RIF compared
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TABLE 4. Application to the real data.

to random forests (Figure 8). The reason is that more noises
would prevent the random forests from employing the two
interaction variables as the closest nodes in the early stage.
As a result, the random forest generates a higher prediction
error under the impact of the interaction in this situation.
Compared with the regression model, the RIF also shows
a better prediction. With the 6-fold interaction effect, the
prediction of the RIF is three times better than the regression
model.

The simulation results show that under the impact of
interaction, regardless of whether the outcome variable is
continuous or categorical, the prediction ability of the RIF is
higher than that of the random forest. As the interaction effect
increases, the prediction ability of the RIF is higher. The
RIF consistently outperforms the logistic regression model
for a dichotomous outcome under the interaction impact.
For a continuous measure, the RIF also demonstrates better
results than the linear regression model in most situations
with interaction. All methods in the sample size of 1000 have
higher predictive ability than the smaller sample size of 500
(Figure 9).

In the real-life application of the RIF, the accuracy of
the three models is displayed in Table 4. Among the ten
repetitions, the RIF has the highest accuracy in seven
repetitions. The results are consistent with the simulations of
scenario6 with a weak interaction.

IV. DISCUSSION
This research proposes a new machine learning model,
random interaction forest (RIF), which extends the random
forest to a restricted structure in the first few nodes by
a known interaction effect. Although we studied two-way
interactions in computer simulations, the extension to a
three-way or higher-order interactions is straightforward. The
RIF is superior to random forest or regression models under
the impact of the interaction. The higher interaction effect
results in a better prediction of RIF than the other two
strategies.

Although the RIF has slightly inferior performance than
the random forest when the data does not show any sign of

FIGURE 6. Median of RMSE Ratio1 (Scenario1-3) and Accuracy Ratio1
(Scenario4-6).

interaction, under scenario1, the RIF revealed approximately
6% loss compared to the random forest. However, the
RIF outperforms the random forest in most scenarios with
about 13% gains under the impact of the interaction.
We recommend the RIF for more accurate results if the
interaction effect is suspectable or observed.

In this simulated data, the median of the interaction
variable is used as the threshold, and the interaction effect is
added to the corresponding strain number. In the structure of
the RIF, the median is also used as the cut point. However,
there are various real-life data, and the median may not
necessarily be the optimal cut point. The future study could
examine if the RIF’s threshold of the interaction variable node
can be adjusted according to the data.

A freely available R code with example files could
effortlessly implement the random interaction forest in the
supplementary materials, and this new machine could be
applied in numerous research fields. The hyperparameter
setting of the RIF is the same as the default setting in the
random forest package. m =

√
p and 500 trees in the forest

Research topics in the K-Nearest Neighbors (KNN),
SVM [3], XGBoost Machine [2], [5], and ANN [23] revealed
that each method has pros and cons concerning efficiency,
accuracy, and feasibility in various settings. In particular, the
random forest has an excellent performance in missing data
imputation. The ‘‘missForest’’ imputation is non-parametric
missing value imputation using the random forest [4], [26].
However, the ‘‘missForest’’ imputation assumes no feature
interaction. Since the RIF is a restricted model based on the
random forest, the RIF could also develop another imputation
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FIGURE 7. Median of RMSE Ratio2 (Scenario1-3) and Accuracy Ratio2
(Scenario4-6).

FIGURE 8. Under Scenario1 (top left), Scenario2 (top right), Scenario3
(bottom left), Scenario4-6 (bottom right), Changes of Median of RMSE
Ratio1 and Accuracy Ratio 1 after adding more variables with noise. The
light color represents the changes.

strategy in future works. Besides, comprehensive research
that compares all machine learning strategies [23] under the
impact of feature interaction is desired.

V. CONCLUSION
This research proposes a novel machine learning strategy
to tackle interaction’s impact in medicine, health sciences,
and all research fields. According to simulation studies with
interaction impact, the RIF generally outperforms the random
forest, linear, and logistic regression models. The only

FIGURE 9. RMSE in the sample size of 500 and 1000.

TABLE 5. Signif. codes: 0 ‘∗ ∗ ∗’ 0.001 ‘∗∗’ 0.01 ‘∗’ 0.05 ‘.’ 0.1 ’’ 1.

exception is the continuous outcome with two dichotomous
features introducing the interactionwhen the linear regression
model performs best. A desirable future work extends the RIF
to accommodate missing data imputation.
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