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ABSTRACT With the emergence of new information technology fields and various usages of internet
applications, securing massive amounts and multiple varieties of multimedia data has become a significant
challenge. Hence, it is essential to investigate and develop new cryptographic algorithms to ensure the
protection and privacy of multimedia data at rest and during transmission through the communication channel
while attempting to overcome the limitations of traditional cryptographic methods. This paper suggests
a novel image encryption and decryption technique based on a computational genetic approach and self-
adaptive chaotic substitution. The proposed encryption method depends mainly on four steps: sequence
generation, diffusion, confusion, and optimization. The USC-SIPI image dataset is being utilized to prove
the correctness and effectiveness of our approach in defending against different attack types. Furthermore,
the proposed technique could be capable of withstanding attacks while achieving an information entropy
of 7.999, Number of Pixel Change Rate of 99.62%, and a Unified Average Change in Intensity of 33.54%,
respectively. The results of security testing and analysis revealed that our image security method is strongly

recommended for modern communications security applications.

INDEX TERMS Image security, chaotic systems, computational methods, genetic algorithm.

I. INTRODUCTION
With the development of the Internet and computer tech-
nology, people are using applications and systems in many
aspects of their daily life. These applications and systems
depend entirely on multimedia data (e.g., texts, images,
videos, and audio). Multimedia data carries all kinds of infor-
mation. This critical information may be private, medical,
civil, military, industrial records, or secret messages and is
primarily a target of many attacks. Illegal use of data can
lead to major problems for users and organizations. Thus,
multimedia data must be protected before transmission or
distribution over networks.

Various digital images and information formats, like color,
gray, binary, and medical images, have been used and
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transmitted in the last few years. Text data is not the same
as digital image data. Although many encrypting algorithms
have been created and widely applied using text or binary
data, such as AES, RSA, or IDEA, it is difficult to apply
them to secure multimedia data, especially digital images
[1], [2]. Traditional algorithms are not directly used in image
encryption due to digital image attributes such as increased
redundancy, large volumes, and strong association of multi-
media content [3], [4], [5], [6].

For example, a woman’s dark hair image is encrypted
directly using the AES algorithm [7]. An encrypted image
is intelligible to some extent because the image’s adjacent
pixels have a close relationship. This relation cannot be
removed by the AES algorithm [7]. Therefore, new multi-
media data encryption techniques must be studied for effi-
cient security technology in applicable data transmission
scenarios. Accordingly, scientists have tended to improve the
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traditional algorithms or invent new efficient methods for
image encryption.

Several different types of multimedia encryption tech-
niques based on various technologies have been suggested,
including the following: 1- Chaos-Based Image Encryption
(CBIE) system [7], [8] has two parts: a chaotic system and
image encryption. One-dimensional and multidimensional
maps are examples of chaotic systems. 2-Transformation
methods include Zigzag Transformation (ZT) [9], [10] and
Chaotic Matrix Transform (CMT) [11]. 3- Artificial Intel-
ligence includes optimization and heuristic search algo-
rithms (Genetic Algorithm (GA)). These methods are applied
through different stages in our work.

Generally, CBIE has more robust advantages compared
with traditional methods. CBIE involves two parts: the
encryption process and the chaotic method. Confusion and
diffusion are two steps in the encryption process. The con-
fusion phase seeks to change the position of image pixels,
whereas the diffusion stage aims to affect the image pixel
values. Any image encryption algorithm follows these steps.
It also needs pseudorandom sequences as a secret key to
apply these steps. There are different mechanisms to generate
sequences, such as chaotic system mechanisms. Chaotic sys-
tem characteristics make it very suitable for image encryption
techniques. Some of these characteristics are highly sensitive
to fundamental values and parameters, no periodicity, pseu-
dorandom behavior, ease of implementation, and the merging
property [12], [13].

Most chaotic maps used in image cryptography can be
categorized into One-Dimension (1D), Two-Dimension (2D),
Three-Dimension (3D), or Multi-Dimension (MD).

One-Dimension (1D) chaotic maps have an uncomplicated
structure that is considered simple to implement. There are
three types of 1D chaotic maps: logistic, sine, and tent [13].
However, they also have three defects: 1) Their chaotic range
is restricted, 2) they have few parameters, and 3) their results
are predictable and cost little to compute.

Two-Dimension (2D) chaotic maps have two parameters.
It can produce two sequences, such as the Henon map [14],
the Baker map [15], and the Arnold cat map [15], [16].

Three-Dimension or MD Chaotic Maps simulate the evolu-
tion of two or more variables. MD chaotic maps have superior
chaotic performance than 1-D chaotic maps and are more
challenging to predict chaotic orbits.

Several MD chaotic systems have been presented using
existing 1D chaotic systems (or maps), or novel chaotic maps
are generated in the encryption stage.

As we discussed, many image encryption techniques
were introduced to keep digital images secure. However,
many of these techniques did not provide optimal results.
This drawback motivates many researchers to integrate
optimization algorithms with these common techniques.
The most common optimization algorithms are GA, which
is used for optimization and in confusion and diffusion
operations.
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FIGURE 1. Architecture of suggested technique.

Consequently, we design a new applicable security mech-
anism for image encryption and decryption. The following
points highlight its main contributions:

= The secret key is generated by combining Tent-Logistic
[12] and Lorenz system (TLLM) [6].

= Develop encryption and decryption methods.

» CMT is used to overcome the defects of ZT.

s ZT and CMT are used to change image pixel position at
the confusion stage.

» The proposed Self-Adaptive-Substitution (SAS) method
is used to change image pixel values in the diffusion
stage.

= GA is used to optimize encrypted images and to deter-
mine the best-encrypted image with a low coefficient
correlation between image pixels.

The remaining portion of this paper is presented in the
following sections. The second section discusses the back-
ground information on ZT, CMT, SAS, the GA operation, and
related works. In Section 3, the suggested technique is intro-
duced. Section 4 discusses the simulations and results, as well
as comparisons to other works of literature. In Section 35,
the conclusion and recommendations for further research are
presented.

Il. PRELIMINARIES AND LITERATURE REVIEWS

This section provides background information and literature
reviews on different techniques and the essential compo-
nents of our suggested method. These components involve
chaotic systems such as tent-logistic and Lorenz maps, SAS,
ZT, CMT, and GA. The architecture of the recommended
technique is visualized in Fig. (1), which shows how these
components are connected.

A. CHAOTIC MAPS

Chaotic maps produce random sequences. One of the most
crucial chaotic map characteristics is a high sensitivity to the
initial value. It indicates that if any small change is made
to the parameters or the initial value, a new sequence is
created, and a sharp change appears in the result. So, chaotic
systems are more robust, nonpredictable, and effective. 1D
maps and MD maps are the two types of chaotic maps.
MD maps have been proposed using existing 1D chaotic maps
or using 2D maps like the Henon map [13], [14], Arnold’s cat
map [15], [16], and Lorenz map [6], [29], [30], [31]. Based
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FIGURE 2.

FIGURE 3. Lyapunov exponents of logistic map and bifurcation
diagrams [13].

on a Tent-Logistic map [12] and a Lorenz map [6], [31],
our suggested technique generates a novel hyperchaotic map
(TLLM).

1) TENT-LOGISTIC MAP (TLM)
TLM comprises two 1D chaotic maps (logistic map and Tent
map). Mathematically, TLM is stated as follows:

auX, (1—uX,)
au (1—X,) 1—u (1—-X,))

forX, < 0.5

X =
nt1 forX, > 0.5

(D

where a and u are the logistic and tent map parameters,
respectively. Parameter a has a range of [0,4], and the logistic
map exhibits chaotic behavior when a € [3.57, 4]. Also, u €
[0, 2] and the tent map behaves chaotically when u € [1], [2],
as shown in Figs. (2), and (3).

After combining tent and logistic maps, their performance
is enhanced, and chaotic ranges become wider along with a
and u parameters, as shown in Fig. (3) [12].

2) LORENZ MAP (LM)
The 3D Lorenz map has a complex structure in which it is
defined as [6]:

X:a(y—x)
Y:(b—z)x—y
7 =xy—cz )
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FIGURE 4. Chaotic attractor of Lorenz system [6].
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FIGURE 5. TLLM structure.

where the parameters are a, b, and c, and the initial values are
X, Y, and z. The Lorenz map has a dynamic behavior when
a =10, b € [28], [90], and c = 8/3, as shown in Fig. (4) [6].

3) NEW 2D DISCRETE CHAOTIC SEQUENCE

When image encryption only depends on ID chaotic maps, the
key space is minimal and becomes easy to predict. Also, their
chaotic ranges are limited. On the other hand, the original
Lorenz system has limitations in terms of ergodicity, dimen-
sion, unpredictability, and complexity [21]. Hence, various
studies have refined or modified the original Lorenz system
to increase its performance [33], [34], [35].

To overcome these problems, TLM is combined with the
Lorenz map, increasing the chaotic map’s control parameters,
which are obtained by preforming the XOR function between
the 2D Tent-Logistic Map and the 3D Lorenz Map (TLLM).
TLLM is described as shown in Fig. (5).

In Figure 5, Xo, Yo, and Zo are initial values, and a, b, and
c are the parameters of the Lorenz map. Also, X, is the initial
value, and u and v are the parameters of the Tent-Logistic
map.

B. SELF-ADAPTIVE SUBSTITUTION (SAS)
SAS is an essential phase in the image encryption method-
ology. Furthermore, the primary purpose of the diffusion
phase is to alter image pixel values. SAS involves two main
methods: A) self-adaptive method. B) substitution method.
The basic concept behind self-adaptive is to divide the image
into four equal blocks.

First, the original image is checked if it is symmetric or not.
If the image is symmetric, the image is split correctly. On the
other hand, if the image is asymmetric, we resize it using the
nearest interpolation method to make it symmetric. Second,
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FIGURE 7. Zigzag models [10].

the image is divided into blocks. One block’s pixels are used
to encrypt another. Then, the encrypted block is utilized to
encrypt another block, as shown in Fig. (6).

As shown in this figure, the output image is obtained, and it
is unintelligible. Afterward, the substitution method diffuses
the output image with a chaotic sequence. The substitution
process given by Eq. 3 is executed for the cipher image C
based on its two previous pixel values and chaotic sequence
value. Suppose an output image is converted to 1-D array Q
with size L, and Chaotic sequence S with size L is generated
using TLLM. Then, for each pixel, the substitution procedure
is as follows:

ifm ==

C(m) = mod(S(1) + Q(1) + QL) + Q(L — 1),2");

elseif m == 2

C(m) = mod(S(2) + Q(2) + C(1) + Q(L),2");

else

C(m) = mod(S(m) + Q(m) + C(m — 1) + C(m — 2),2F).

3)

where F is the intensity scale number in Q and m is the index

of cipher image C. For example, if Q contains only binary
data, then F equals 2.

C. ZIGZAG TRANSFORMATION (ZT)

ZT is often utilized to scramble the encrypted image pixels.
It’s a method of scanning image pixels in a zigzag pattern
using a specific model. There are eight paths (4 paths with
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FIGURE 8. Zigzag Transformation [10].

2 directions each) of zigzag models [9], as shown in Fig. (7),
in which we focus on the model (A). According to this
model, the image pixels are exchanged starting at the upper
left corner of the matrix and ending with the right corner,
as shown in Fig. (8). ZT has two drawbacks: 1) the periodicity
of the transformation. 2) the position of some pixels remains
the same [24], [25], [26].

Therefore, this paper improves ZT using the chaotic matrix
transform to solve the drawbacks and executing CMT after
ZT gives a better confusion effect than executing ZT only.

D. CHAOTIC MATRIX TRANSFORM (CMT)

Because of the high redundancy, large volumes, and strong
association between pixels in digital images, new mecha-
nisms for confusion are created to break and reduce these
correlations. CMT is one of these mechanisms [11]. It takes
a plain image and a chaotic sequence generated by TLLM as
input and returns a scrambled matrix as an output. Let P be a
plain image, S be a chaotic sequence of size MxN, and C is
the scrambled image. CMT steps are as follows:

1- Obtain the sorted matrix, SS, by sorting each column
within its values of S.

2- The index matrix I is generated by attaining the row
number of each value in SS using Eq. 4., as shown in
Fig. (9).

IG, j) = kfor SS(, j) == S(k, j)
Where i, j, k are indexes, 1 < i,k < M and 1
<j=N “

3- The new positions for P pixels are defined by connect-
ing pixels with locations in I into a circle. For example,
a new pixel location (i,j) = C(I(i,j),j). Then, shift these

pixels’ m positions to left within circles. This step is
defined using Eq. 5.

C(I(i,j)sJ)
=PI@, mod(j+i—1,N)+ 1),
mod(j +i—1,N)+ 1) (5

4- Finally, the scrambled image is obtained.

Therefore, CMT can change pixel positions in a plain
image according to the chaotic sequence generated by TLLM.
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FIGURE 10. Pixel scrambling processes in CMT [12].

Furthermore, pixel positions are changed in both the horizon-
tal direction and vertical direction, unlike other methods

Fig. (9)and Fig. (10), show an example of CMT. Fig 9 indi-
cates the index matrix generation from the chaotic sequence.
Additionally, Fig 10 specifies scrambled image generation
according to the index matrix.

E. GENETIC ALGORITHM (GA)

GA is an effective evolutionary algorithm to solve search and
optimization problems and seeks the optimal solution using
selection, crossover, and mutation operations. It depends
essentially on a population containing a collection of chromo-
somes. Each chromosome expresses a solution to the problem
and consists of a set of genes. [23], [24].

This paper uses GA to obtain the best cipher image with
a low correlation coefficient. The correlation coefficient is
the most suitable method for selecting best scrambled image.
That’s because any image has highly correlated adjacent
pixels. If the image still has a strong correlation between
the pixels, this will make it easier to attack. So, we need
to calculate the correlation between pixels and select the
best scrambled image with minimum correlation. Therefore,
we choose correlation coefficient method as a fitness function
for GA.

Thus, the initial population consists of the collection of
images. Each solution is an image represented as a one-
dimensional array of pixels; each pixel in an image is a
chromosome gene.

F. APPLICABLE SCENARIO OF THE PROPOSED
CONFIDENTIALITY MECHANISM IN THE CLOUD
ENVIRONMENT

Multimedia data is captured and generated from different
platforms (e.g., medical devices, PC, mobiles, and finger
scanners). The multimedia data is sent from the sender to the
receiver through a cloud server, as shown in Fig. (11).
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FIGURE 11. Proposed framework for secure data transfers.

We can observe from this figure that the original multime-
dia data is transformed into encrypted data with the encryp-
tion algorithm under the control of the secret key and is saved
to the server. This data is also accessible from the server by
the receiver. The encrypted data is then decrypted using the
decryption algorithm under the control of the same secret key.

Some attacks may be performed to break the system or
application and obtain the original multimedia data. So,
we work on developing efficient encryption and decryption
algorithms that are secure against attacks.

G. LITERATURE REVIEWS

We are going to highlight some of the previous encryp-
tion techniques. Zhou et al. [8] introduced an encryption
method utilizing a logistic-tent map. This algorithm consists
of 5 steps: 1- The random pixel enrollment. 2- Row separa-
tion. 3- 1D substitution. 4- Row combination. 5- Image rota-
tion. Experimentation results demonstrated that this method
shows effective diffusion property and confusion property.
Zhou et al. [12] introduced a common chaotic framework
by simulating the structure of cascade in electronic circuits
known as the Cascade Chaotic System (CCS). In addi-
tion, they proposed a data encryption mechanism based
on CCS. Also, they used a chaotic map created via CCS
to develop a different Pseudorandom Number Generator
(PRNG). The author shows that their suggested framework
can provide high-level security for many forms of data while
also resisting differential attacks. Hua et al. [11] presented
a CMT-IEA image encryption method relying on CMT and
2D-SLMM. They pointed out that their proposed technique
can resist attacks and provide high-security protection for
various image types. Abbas [16] provided an encryption
method for images using 3mixing matrix modification in
Independent Component Analysis by the chaotic Arnold’s cat
map. He showed using his experimentation results that his
proposed work enhanced the overall performance of secur-
ing encrypting of image. Ghebleh et al. [23] introduced an
encryption mechanism by using the approximation of the
least square and ID chaotic map. They stated that their pro-
posed approach is an efficient security method and is better
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than the compared techniques. Alain et al. [9] introduced a
method for scrambling in the plain image. This method relies
on pixels position scrambling and pixels value scrambling.
The scrambling process is performed using ZT with a new
modification. These modifications depend on image color
space. The author confirms that the enhanced zigzag has
superior performance based on their analysis of the results.

Xingyuan et al. [24] suggested an encryption mechanism
that depends on the enhanced ZT and the LL chaotic system.
The author shows that their mechanism is efficient and with-
stands common attacks. Ramasamy et al. [10] presented an
encryption method using modified ZT and chaotic maps. Fur-
thermore, they proposed enhancing the logistic chaotic map
to a three-dimensional chaotic map. The author signifies that
their algorithm is fast, strong, and simple. Zhang et al. [25]
introduced an algorithm to encrypt images. This algorithm
depends on the Self-confusion technique. Experiment results
showed that this work has fast speed and strong security.
Allawi [26] introduced a new RGB image scheme to protect
images from unauthorized users. This scheme depends on
a 1D logistic chaotic map and random number generator.
The author indicated that this proposed scheme could resist
attacks based on the results of experimentations. Xian et al.
[27] introduced a technique to encrypt images. This technique
relied on chaotic sub-block scrambling and chaotic digit
selection diffusion. The author stated that their technique
is more effective and has key sensitivity according to the
results of their experimentation. Hanif et al. [28] introduced
an approach to encrypting images using (MPWLCM) and
(ILM) chaotic maps. Using their results of experimentations,
the author indicated that their proposed approach has robust
security and could resist varied attacks. Gao and Wang [29]
introduced an encryption technique based on enhanced ZT.
In order to confuse the image, The zigzag method began at
a random point and crossed in both directions. Then, many
coupling diffusion cycles were employed to change the pixel
value. The authors specified that their method is highly secure
and efficient and satisfies image encryption requirements.
Qobbi et al. [30] suggested an encryption algorithm using
DNA encoding, chaos, and genetic operations. Moreover,
the authors revealed that their algorithm is not vulnerable to
any known attacks, according to simulations done on many
images of varying sizes.

As we discussed, many image encryption techniques were
introduced to keep digital images secure. However, many
of these techniques did not provide optimal results. This
drawback motivates many researchers to integrate optimiza-
tion algorithms with these common techniques. The most
common optimization algorithms are GA. GA is used not
only for optimization but also in confusion and diffusion
operations. Niu et al. [7] developed an encryption method
based mainly on chaotic systems and genetic operations.
GA is utilized to enhance the performance of DNA encoding.
Based on the outcomes of their experimentation, the authors
indicated that their approach is more effective and has high-
level security. Wong et al. [31] analyzed the image encryption
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technique security published by Biswas et al. This technique
relies on chaotic maps (logistic tent) and genetic operations.
Based on Chen’s chaotic map, Logistic-Sine map, and GA,
Ghazvini et al. [32] introduced a hyper encryption technique.
According to the results, the authors indicated that their
approach produces an efficient result on security. Murali et al.
[33] introduced a domain-flexible encryption approach using
the ortho polynomials transformation method, the chaos sys-
tem, the genetic methods, and square wave diffusion. Accord-
ing to this technique, Important and irrelevant portions of the
original image are separated. A genetic method is employed
to encrypt the critical parts. In the domain of the orthog-
onal polynomial, the insignificant region is shuffled. Then,
the square wave technology is utilized to diffuse the cipher
image. Using the Lorenz system, quantum GA (QGA), and
adaptive diffusion method, Man et al. [34] provided a tech-
nique for image encryption.

Ill. THE PROPOSED TECHNIQUE

This section discusses our suggested technique’s two main
approaches. Our suggested technique is built on encryption
and decryption approaches.

A. ENCRYPTION APPROACH
The encryption technique involves four phases:

1- Sequence (key) generation.

2- Diffusion phase.

3- Confusion phase.

4- Optimization phase using GA.

In the first phase, two sequences (S1 and S2) are generated
using the Lorenz map and the Tent-logistic map (TLLM).
In the diffusion phase, S1 is used to apply the SAS method
to a plain image. The diffused image is scrambled using the
ZT method and CMT during the confusion phase. Also, the
initial population is generated based on S2, ZT, and CMT.
Finally, GA is performed to obtain the best cipher image.
Fig. (12)represents a flowchart of the suggested technique.
The four main steps are presented in the subsections below.

1) SEQUENCE GENERATION

The encryption process depends mainly on secret keys. The
key space is the core of key generation. A decent key spacing
must be large enough to provide the best protection against all
kinds of attacks. The chaotic system has a large space range.
So, we use the hyperchaotic system to generate secret keys
in the proposed algorithm. These keys (sequences) are gener-
ated using equations Eq. (1) and Eq. (2). of TLLM, as shown
in Fig. (5). TLLM is used to create sequences for the diffusion
phase, which changes the values of pixels, and the confusion
phase, which changes the placements of pixels. The initial
values for these sequences (S1, S2) are produced using the
hash function SHA-256. SHA-256 produces sequence with
length 256 bits (b1, b2 ...b256). The sequence is divided into
6 parts, as shown in Fig. (13). Each part is converted into a
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FIGURE 12. Flowchart of The Proposed Technique.
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FIGURE 13. Secret key structure.

decimal number using Eq. (6) [11], [35].

Y32 232
X :‘T (©6)

X9 = Xo+R * T)mod1
Yo = (Y¢+R * T)mod1
Zy = (Zy+R = T)mod1
Xn = (Zy+R * T)mod1

N

where b; is the bit value, and R and T are coefficients derived
from K. The initial values and parameters of TLLM are
defined by Eq. (7). A TLLM method is shown in Algorithm 1.

2) DIFFUSION PHASE

This phase aims to change pixel values of the plain image
using SAS, which was explained previously. Self-adaptive
diffusion involves two phases: 1- Self-adaptive XOR blocks.
2- Applying the substitution method with S1 generated from
the previous phase on all blocks using Eq. (3). Algorithm 2
demonstrates the SAS procedure.

3) CONFUSION PHASE

The main target of this phase is to change the diffused
image pixel positions and create the initial population of GA.
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Algorithm 1 The Sequence Generation

Input: An original image P withM x N dimensions
Output: The sequences (S1, S2)
Apply SHA-256 method to the original image P to
extract secret key K with 256 bits.
2. Divide K into sixparts (Xo, Yo, Zo, X;,, T, R).
3. Transform each part into decimal value using

Eq (6).
4. TWO groups of initial values (Xo, Yo, Zp) and (X;,)

are obtained using Eq (7).

5. Lorenz map generates 3 sequences (X, Y, Z)

using Eq (2) and initial values (X, Yo, Zp) in step 4.
6. Tent-Logistic map generates sequence (S)

using Eq (1) and initial values (X;,)in step 4.
7. S1is generated by XORing sequence X

and sequence Y.
8. S2is generated byXORingsequenceSand sequence
Z.

To make that, ZT and CMT are utilized. The image is shuffled
using two main steps:

Step 1: Apply the ZT method to the diffused image,
as shown in Fig. 9

Step 2: Apply CMT shown in Fig. (10) and presented in
Algorithm 3 with sequence S2 generated in sequence gener-
ation step to ZT result to enhance the performance of ZT.

Step 3: Create the initial population for GA by repeating
Steps 1 and 2 many times.

According to the previous steps, the initial population with
encrypted images is obtained.

=

4) THE OPTIMIZATION PHASE
Until now, the plain image is encrypted, and the initial popu-
lation is created. In this phase, we need to obtain the optimal
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Algorithm 2 The Diffusion Phase
Input: An original image P with MxN dimensions
and chaotic sequence S
Output: The diffused image D
IF P NOT symmetric
| P= resize (P, ’nearest’)
1 Divide plain image P into 4 blocks (P, P2, P3, P4 ) as
shown in Fig. (6),
Define zero matrix E with the same size of P
Divide E into 4 blocks
for j=11t0 3 do
Perform XOR operation between block P and
block Pj¢c1 and save the output into Ejc1, block

N A W N

end

7 Perform XOR operation between block E4 and
block P and save the output into Ej block.

8 The diffused image D is obtained by applying
substitution method with sequence S to E matrix
using Eq (3)

Algorithm 3 CMT Method

Input: A diffused image D and chaotic
sequence S with the dimensions MxN
Output: Scrambled imageC
1 Each column of S is sorted to produce the sorted
matrix SM
2 The index matrix I is generated by getting row
number of each value in SM using Eq (4)
3 for j=1to M do
Link pixels of D with positions inl.
5 Within circles, shift these related pixels j
positions to the left using Eq (5)

end
7 The scrambled imageC is obtained

cipher image. This optimization process is done using GA.
Figure 14 shows the main steps of GA.

The initial population is created in the previous phase by
applying ZT and CMT many times on the shuffled image.
Then, GA follows these below steps:

Step 1: The correlation coefficient is used as the fitness
function. It is calculated for each encrypted image in the
population.

Therefore, the diagonal, vertical, and horizontal correlation
coefficients are obtained by using Eq. (8). [32]:

|cov(x.y)|

"= D) x vDO)
1 N

covixy) = 3 i—E (0))0;~E ) ©)
i=1

®)

1 N
E(x) = ¥ in (10
i=1
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FIGURE 14. The block diagram for GA.

\ (
—

FIGURE 15. Decryption structure.

1 N
D) =) xi—E@) (11)
i=1

where x and y are the image’s two adjacent pixels values and,
N is the total number of adjacent pairs of image pixels that
are vertically, horizontally, or diagonally adjacent.

Step 2: Choose two parents with minimum fitness function
from the current population.

Step 3: The new children are generated by applying a
crossover operation on their parents. Then they added in the
new population.

Step 4: Iterate Steps 2 and 3 until the last parent in the
current population. After that, the new population is obtained.

Step 5: The current population is compared with the new
population by selecting the best-generated images with the
minimum fitness function.

Step 6: Repeat steps from 1 to 5 many times to generate a
new population until reach to minimum fitness function. Then
choose the best one. Finally, the last cipher image is picked as
the best-encrypted image with the lowest correlation coeffi-
cient. The encryption algorithm is presented in Algorithm 4.

5) THE DECRYPTION APPROACH

The decryption process is like the encryption process but in

reversed order. We must use the same key in the encryption

process to decrypt any cipher image. This process includes

all encryption steps in reversed order, as shown in Fig. (15).
In the decryption process, we first apply the GA crossover

operation on the cipher image to extract the intermediate
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Algorithm 4 The Encryption Process

Input: An original image P with the dimension MxN
Output: The encrypted image E
1. Generate two sequences S1, S2 using TLLM as shown
in Algorithm 1.
2. The diffused image D is generated by apply diffusion
phase to the plain image P using sequence S1 as shown
in Algorithm 2.
3. Zigzag Matrix ZM is generated by applying zigzag
transform method to the diffused image D
4. Applying CMT shown in Algorithm3 with sequence S2
to ZT.
5. Creating the initial population POP with size L images
for GA by repeating step 3 and step 4

6. For i=1t0 G
For j=1:2to L
7. Calculate the correlation coefficient function to
the j solution in POP
8. Select parents with the minimum correlation
coefficient
9. Apply crossover operation to the selected

parents to generate new children

Add children in new population NPOP

End

For j=1to L

Calculate the fitness function to the j solution in
the NPOP

End

The POP in position i is compared with NPOP
Replace the previous population with the newly
made.

10.

End
11. Select the encrypted image from the best population as a
best solution and the best encrypted image E

image. Then, the intermediate image is scrambled using the
reverse of the CMT equation. Then the Zigzag method is
performed in the reverse order. Finally, the reverse of the SAS
method is applied to obtain the original image.

IV. EXPERIMENTAL RESULTS AND SECURITY ANALYSIS
In this section, the effectiveness of the suggested technique
is demonstrated by analyzing its performance in terms of
various validation metrics. Finally, the suggested technique
is compared with some recent techniques. The following
experiments are performed using symmetric images with size
512 x 512 in the USC-SIPI Image. Also, Asymmetric images
with different sizes.

A. STATISTICAL ANALYSIS

This section depicts the experiments performed to evaluate
our proposed technique. We have examined performance
regarding frequently utilized tests and metrics in the proposed
work.
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FIGURE 16. Images and cipher output histograms.

1) HISTOGRAM ANALYSIS

The histogram is the most statistical feature that shows how
an image’s pixels are distributed. Furthermore, the histogram
represents the intensity value of the pixels in any image. The
gray image consists of 256 different intensity values. The
encrypted image histogram must be standardized to resist
the various attacks. For presenting the test of our algorithm,
5 gray images are used. The result of our algorithm for these
5 gray images and their histogram is illustrated in Fig. (16).
As illustrated in this figure, original image histograms con-
tain sharp peaks, whereas cipher image histograms have a
homogenous distribution. Thus, the attacker cannot extract
any details from the images. As a result, the suggested tech-
nique is immune to statistical attacks.

2) CORRELATION ANALYSIS

Because nearby pixels are close together in the plain image,
they have strong associations. As a result, correlation eval-
uation is vital for calculating the correlation coefficient
among neighboring pixels and determining the method’s
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effectiveness. The proposed technique is powerful when the
coefficient of correlation between pixels is low.

Equation (8) [34] is used to calculate the coefficient of
correlation horizontally, vertically, and diagonally. Table 1
includes the correlation coefficient for a few original and
cipher photo samples.

TABLE 1. Plain Image (PI) and Cipher Image (Cl) correlation coefficients
in the horizontal, vertical, and diagonal directions (CI).

0.9008 09381 04542 0.9965 08722

Pl | 09719

Horizontal

c| -00014 0.0013 -0.0061 0.0008 -0.0012 00058 -0.0029 -0.0045

0.4648 0.8667
Pl | 09850 0.7586 0.9900 0.8602 09713 0.9998

-0.0004 -0.0032
o | -o00013 -0.0037 0.0030 -0.0050 -0.0003 -0.0003

Pl | 09593 0.7261 09733 0.8031 09222 00290 0.9964 07362

-0.0015 -0.0012
c| -00024 -0.0019 -0.0020 -0.0022 -0.0029 -0.0025

Therefore, the suggested technique must generate an
encrypted image with a low pixel correlation coefficient.

As shown in Table 1, In all three directions, the coefficient
of correlation of nearby pixels in original images is high and
close to one. However, the correlation of encrypted images
is low and near zero. Therefore, the suggested technique is
effective and robust against statistical attacks.

3) INFORMATION ENTROPY ANALYSIS

The entropy of an image is used to estimate its unpredictabil-
ity. Entropy, in other words, measures the degree of infor-
mation uncertainty and unpredictability. Hence, the greater
entropy value demonstrates the increased amount of random-
ness in an image. Mathematically, entropy can be described
as [14] and [34]:

i2R—1
1
H (s)= E = P (sy) log, (% (12)
i=0 t

where s; is the pixel value, R represents the number of bits
required to identify s;, and P (s;) denotes the likelihood of
s;appearing in a gray image.

Our proposed technique uses gray images in which each
pixel is presented in 8 bits. So, R in the previous equation
is equal to 8. Also, each pixel in the 8-bit gray image has
256 outcomes. Therefore, the probability of s; is 1/256. Gen-
erally, a more considerable entropy value is equal to eight.
However, it is approximately eight. Table 2 illustrates the
entropy values for plain and cipher images.

TABLE 2. The proposed technique’s information entropy for plain and
encrypted images.

7.0480
7.9991

Plain Image 7.4451
Cipher Image 7.9994

43923 | 1
7.9673 7.9973

As illustrated in this table, entropy values are pretty close
to eight in the encrypted images. Hence, the suggested

2312

0 20 20 40 50

FIGURE 17. P1 Actual image - C1 Cipher image — D1 Deciphered image -
P2 One-pixel modified actual image - C2 Modified image’s cipher — D2
Decrypted modified cipher image.

technique is more effective against an entropy attack and
offers better randomness.

B. DIFFERENTIAL ATTACKS

The ability to withstand differential attack is a critical crite-
rion for determining the plain image’s sensitivity. Attackers
try to guess the secret key by making a tiny change to the
plain image and comparing the modified encrypted image
to the plain encrypted image. An encryption technique must
ensure that even little changes in the plain image result in
a significant difference in the encrypted image to fend off
this attack. Hence, we need to measure the Number of Pixel
Change Rate (NPCR) and the Unified Average Changing
Intensity (UACI) to estimate the magnitude of sensitivity to
minor image modification.

Let P1 and P2 be two plain images with MN dimensions
and only one distinct pixel, respectively. Let C1 and C2 repre-
sent the two encrypted images. Thus, the following equations
are used to calculate NPCR and UACT:

.. 1 Cq (l’J) =C2 (1,1)
D(i,j) = 13
.J) :o C1 () = C2 ) (4
> i DG, J)
NPCR = == x100% (14)
1 €1 (iy)) — C2 (i)
UACI = +— N(%: o5 ) X 100%
(15)

In our experiment, the suggested technique is evaluated
by changing one pixel randomly in a plain image. Fig. (17)
illustrates the encrypted images of the Baboon.512 image and
its modified image, which differs only by one pixel. Table 3
presents the NPCR and AUCI values of tested images with
only one-pixel change.

TABLE 3. In terms of UACI and NPCR, evaluating the distinction between
two encrypted images of the actual images with a one-pixel.

e %
El—
2a M=

N IR
NPCR 99.6220 5 99.6223 99.6098 99.5968 99.6113 99.6025 99.6147 99.6048
UACI 33.5440 33.5434 33.4438 33.4764 33.4831 33.5696 33.3295 33.5367
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FIGURE 18. Results of key sensitivity for aerial image.

TABLE 4. PSNR and MSE evaluation of a sample of images.

Sl =0
o= =

10.6690
0.0857

PSNR 13.0701 27.0254 20.5418
MSE 0.0493 0.0020 0.0088

As shown in Table 3, The suggested technique achieves
NPCR values of about 99.62% and UACI values of around
33.56 percent. Hence, the suggested technique can survive
the differential attack.

C. KEY ANALYSIS

The key space and sensitivity are two important criteria used
to measure the strength of our technique versus brute-force
attacks.

1) KEY SPACE ANALYSIS

The encryption system must include a big space to survive
brute-force attacks. A brute-force attack aims to anticipate the
real key by searching all possible fake keys. In our proposed
technique, the secret key is constructed from the plain image
using SHA-256. Hence, the secret key is 256 bits. This key
includes 4 initial values (X0, Z0, YO, NO) and 5 parame-
ters for TLLM. The computer accuracy of these parameters
and initial values is 10~ in key space analysis [34], [38].
Accordingly, the key space is calculated as follows: -

(1014)4 X (1014>5 :10126 ~ 2404

Therefore, the suggested technique provides a huge key
space that can withstand all types of brute-force attacks.

2) KEY SENSITIVITY ANALYSIS

Our proposed method uses two keys to encrypt and decrypt
images. These keys are generated using TLLM. Generally,
the tent-logistic and Lorenz maps are sensitive to their pre-
liminary values and parameters. Therefore, if any slight mod-
ification is made in any key, this will obtain a new decrypted
image different from the original image. We start with the
primary key (K1) to test the sensitivity of our keys. Also,
we make a one-bit change in K1 to obtain K2. As shown in
Fig. (18),K1 is utilized to encrypt an original image (P) to
Extract the encrypted image C1. Then, C1 is decoded using
K1 and K2 to obtain the decrypted images.

As observed in Fig. (18), the decryption method is done
correctly, and the original image is reconstructed when we
utilize the correct key (K1). But, when using K2, the decryp-
tion process fails to extract the plain image.

VOLUME 11, 2023

TABLE 5. NIST test results.

Test Items P-value Results
Frequency 0.067549 Pass
Block Frequency 0.211573 Pass
Cumulative
0.100694 Pass
Sums forward
Cumulative
0.538079 Pass
Sums Reverse
Runs 0.867100 Pass
Longest Run 0.048225 Pass
Rank 0.156593 Pass
FFT 0.739918 Pass
Nonoverlappin,
Pping 0.181676 Pass
Template
Overlappin,
pping 0.050669 Pass
Template
Universal 0.628686 Pass
Approximate
PP 0.112811 Pass
Entropy
Random
0.023921 Pass
Excursions
Random
Excursions 0.241071 Pass
Variant
Serial 0.185585 Pass
Serial 0.869731 Pass
Linear
) 0.893122 Pass
Complexity

Another way to measure the key sensitivity of our sug-
gested technique is mainly based on the calculation of the
Mean Square Error (MSE) and the Peak Signal to Noise Ratio
(PSNR).

MSE is utilized to evaluate the error between a decrypted
image (D2) and a plain image. It is calculated by taking the
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TABLE 6. Comparison the proposed technique with other techniques.

Methods
MEASURE %“;?ng: . . — _
Al-Hazaimeh Niu et al. Qayyum et | Ghazviniet | Girdharet | Lyleetal. Proposed
etal. [6] [7] al. [38] al. [32] al. [7] [42]

KEY Space 2304 2233 2299 9224 2149 2199 2404
Lena 7:99922 7.9976 7.9973 7.9991 - 7.9993 7.9994
Entropy Bab - 7.9973 7.9969 7.9987 7.998 7.9993 7.9993
C.man 7.99715 - 7.9974 7.9991 - 7.9994 7.9993
Boat - - - 7.9993 7.997 7.9993 7.9994
Lena 33.241 33.51 33.49 33.35 - 33.4302 33.5440
UACI Bab - - 33.52 33.17 33.463 33.4435 33.5434
C.man 33.3381 - 33.49 33.40 - 33.4209 33.4451
Boat - - - 33.31 33.482 33.4523 33.4831
Lena 99.5888 99.61 99.61 99.57 - 99.6201 99.6320
NPCR Bab - - 99.61 99.63 99.609 99.6040 99.6372
C.man 99.5789 - 99.61 99.56 - 99.6025 99.6298
Boat - - - 99.59 99.61 99.6231 99.6321

difference between P and D2 as follows [34]:
M N

D0 @wld) —pa.g)*  (16)

i=1 j=1

MSE (Pm’pd) = M X N

where pg4(i,j) represents the grayscale pixel values of a
decrypted image with MN dimensions and p,, (i, j) signifies
the grayscale pixel values of an original image. The PSNR is
used to evaluate image quality. It’s also used to calculate the
conflict between the decrypted image D2 and the plain image
P using the equation below

255
PSNR (p,,.p;) = 20 log (——
(PmPa) og (37o5)

For optimal performance, PSNR and MSE should be high
and low, respectively. Table 4 shows the results of PSNR
and MSE. Hence, our proposed technique’s encryption and
decryption keys are extremely sensitive.

17)

D. TIME COMPLEXITY

The core of our algorithm is to encrypt and decrypt gray
images with size M x N. The processing time of the proposed
algorithm is distributed into 4 main stages.

The first stage is the chaotic sequence generation. The two
sequences are generated using a 3D Lorenz map and a 2D
tent-logistic map. The length of these sequences is equal to
the size of the image (MN). Therefore, the complexity of this
stage is O (M x N).

The second stage is the diffusion process which works on
blocking the image and making substitutions for all pixels of
the image. So, the complexity is O (M x N).

The third stage is the confusion process which contains
ZT and CMT. ZT method works on creating a vector from
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image pixels in a zigzag form. So, the complexity of ZT is
O (M x N). then CMT is performed with complexity
OM x N).

Finally, the optimization process is performed using GA.
The time complexity of GA is mainly dependent on the num-
ber of generations G, the number of individuals (images) I,
and the number of population P. So, the time complexity of
GA is O (GxI(O(selection)+O(crossover)) *P). Therefore,
time complexity of the algorithm is mainly dependent on the
size of the input image and the number of generations.

E. NIST TEST SUITE
NIST test suit is used to determine the randomness of the
sequences. The NIST has 15 statistical tests, and each test
has a randomness probability value (P-value). The TABLE 5
represents the NIST test of our sequences.

As can be seen in the previous table, the data sequences
have passed all random tests. This proves that our algorithm
has good randomness.

Entropy Comparison

7.999
79985
7.998
79975
7957
79965
7.996
79955
6] 371 [38] 132,
mEntropy Lena

[3
Entropy C.man M Entropy Boat

Entropy Bab
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NPCR Comparison

99.66

99.64

95.62

99.

h

95.58

99.56

95.54

99.52
[37] [38]

B NPCR Lena

B NPCR Bab mNPCR C.man

[40] Proposed

W NPCR Boat

UACI Comparison

33.6

33.5

33

F-Y

33

L

33

P

33

[

3

w

[37] [38]

B UACI Lena ®UACIBab

F. PERFORMANCE COMPARISON

The introduced technique’s performance is compared with
several related methods. Additionally, the same dataset is
used in all these approaches, and we select common images
for comparison. Table § shows the key space, Entropy, NPCR,
and UACI results of our technique and other compared
techniques. According to this table, our proposed technique
performs best on all standards for all tested images. Also,
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m UACI C.man

329 ‘ | ‘ ‘|‘ |||| ‘ ‘ ““ ||“

[ao] Proposed

m UACI Boat

it outperforms other compared techniques in terms of NPCR,
UACI, and entropy. Thus, our proposed technique is more
effective than other techniques. Below, we present compar-
ison charts for entropy, UACI, and NPCR.

V. CONCLUSION
Ensuring the security and privacy of massive, unstructured
volume of multimedia data is a serious issue. Accessing
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multimedia data is an essential need of our daily life since
information technology services, systems, and applications
pervade every aspect of our lives, leaving these data vulner-
able to severe cyber-attacks. This study presents a grayscale
image encryption technique that relies on ZT, a chaotic sys-
tem, and a GA. Based on the TLLM approach, The hash
key is utilized to construct the default values of the chaotic
sequences. The diffused image is realized using self-adaptive
diffusion performed by the first sequence. In the confu-
sion phase, two ordered functions (e.g., ZT and CMT) are
employed to scramble the diffused image and generate the
initial population for the GA. Finally, a GA is utilized to
enhance and optimize the encryption process to find the best-
encrypted image with a correlation coefficient close to zero.
As a result, our technique produces a cipher image with high
entropy, a few correlation pixels, and a histogram with a
uniform distribution. Therefore, the proposed technique is
capable of withstanding statistical attacks. Furthermore, the
NPCR, UACI, and key analysis results show that our tech-
nique has a secure and vast key space, can withstand differen-
tial attacks, and satisfy the key sensitivity with an acceptable
level. Unlike other methods, the proposed mechanism can
prevent data loss during the recovery of the actual data, which
is considered one of the greatest distinctive features of our
mechanism.

In the future, we can utilize neural networks to get the
preliminary values and parameters of chaotic maps. Addi-
tionally, a quantum system can be combined with a chaotic
system to construct a more effective sequence. Also, other
swarm optimization algorithms can be used instead of genetic
algorithms to improve the encryption process.
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