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ABSTRACT A new density peak clustering (DPC) algorithm with adaptive clustering center based on
differential privacy was proposed to solve the problems of poor adaptability of high-dimensional data,
inability to automatically determine clustering centers, and privacy problems in clustering analysis. First,
to solve the problem of poor adaptability of high-dimensional data, cosine distance was used to measure the
similarity between high-dimensional datasets. Then, aiming at the subjective problem of clustering center
selection, from the perspective of ranking graph, the weight (i − 1)/i was introduced creatively, the slope
trend of ranking graph was redefined to realize the adaptive clustering center. Finally, aiming at the privacy
problem, the Laplacian noise of appropriate privacy budget was added to the core statistic (local density) of
the algorithm to achieve the balance between privacy protection and algorithm effectiveness. Experimental
results on both the synthetic and UCI datasets show that this algorithm can not only realize the automatic
selection of clustering center, but also solve the privacy problem in clustering analysis, and improve the
clustering evaluation index greatly, which proves the effectiveness of the algorithm.

INDEX TERMS Cosine distance, differential privacy, DPC algorithm, Laplacian noise, trend of slope
change.

I. INTRODUCTION
With the continuous development of information technology,
the data generated in all walks of daily life show explosive
growth. It is very important to mine valuable information and
models from massive data. In the era of big data, the data
sharing mode based on data release [1] and data mining [2]
has gradually taken shape.When various kinds of information
are digitized, privacy leakage is becoming more and more
serious, and privacy security is also getting more and more
attention.

Clustering analysis is an important part of data mining
and the basis of some data mining methods [3]. Its appli-
cation scenarios are very wide, in computer science [4],
[5], [6], biological [7], [8], chemistry [9], society [10] and
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other fields. Traditional clustering algorithms can be roughly
divided into five types: partition-based algorithm, hierarchi-
cal algorithm, density-based algorithm, grid-based algorithm
and model-based algorithm [11].

Partition based K-means algorithm [12] and its derivative
algorithms are widely used in practical scenarios, but such
algorithms are not suitable for arbitrary datasets, need mul-
tiple iterations and are sensitive to the initial cluster center.
Density-based clustering algorithm has the advantages of
clustering arbitrary shape datasets, insensitive to noise data,
no need for iteration, and suitable for large-scale datasets.
DBSCAN algorithm [13] is a typical algorithm based on
density clustering algorithm, but it has many parameters and
is sensitive to parameter values, so it is difficult to produce
stable clustering results for datasets. The Density Peak clus-
tering (DPC) algorithm [14] proposed in 2014 can quickly
detect the density peak points, requiring fewer parameters,
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which has good research value and application prospects.
However, this algorithm also has some problems, such as
poor adaptability of high-dimensional data, cutoff distance
(denoted as dc) and clustering center cannot be selected auto-
matically, as well as privacy protection in clustering analysis.

In order to solve some problems existing inDPC algorithm,
many scholars have improved it in many aspects. To solve
the problem of poor adaptability of high-dimensional data,
M. Du et al. [15] introduced PCA into the DPC-KNN algo-
rithm to preprocess high-dimensional data. Yang [16] pro-
posed to use weighted Euclidean distance to measure sim-
ilarity between data. In view of the subjectivity of cutoff
distance selection, some scholars adaptively determined the
cutoff distance by constructing the function relation between
cutoff distance and information entropy or Gini index [17],
[18]. Wang et al. [19] proposed PLDPC based on mutual
information criterion, which avoided manual pre-setting of
parameters. Sun et al. [20] redefined the local density without
setting truncation distance by introducing the nearest neigh-
bor relationship between points, while Wang et al. [21] by
introducing second-order k neighbors of nodes. Wang et al.
[22] introduced local minimal spanning tree (LMST) to rede-
fine the local density (denoted as ρ) and the center offset
distance (denoted as δ) of each point. Du et al. [23] pro-
posed DDPA-DP that all parameters could be adjusted adap-
tively based on the data-driven idea. Liu et al. [24] proposed
SNNDPC based on the shared nearest neighbor theory to
calculate ρ and δ using the shared nearest neighbor similarity.
In view of the subjective problem of cluster center selection,
Zhao et al. [25] determined the cluster center by constrain-
ing the redefined local density, while Ding [26] determined
by restricting the values of local density and center offset
distance respectively. Both literature [17], [18], and [27]
selected clustering centers adaptively by defining the slope
change trend of the sorting chart. Among them, literature
[17] redefined the trend by introducing a new statistic, while
literature [18] redefined the trend by introducing the weight
i − 1. To solve the problem of misplacement of data points,
Yu et al. [28] proposed DPCSA algorithm by introducing
weighted local density sequence and two-stage allocation
strategy. In view of the possible privacy leakage caused by
the reconstruction of DPC algorithm model results [29], the
differential privacy technology proposed by Dwork et al. [30]
in 2006 not only has strict definition and provability, but
also provides a quantifiable level of privacy protection, over-
coming the shortcomings of the traditional privacy protection
model.

Chen proposed DP-CFSFDP by combining DPC algorithm
with differential privacy technology. In order to solve the
problem that noisy parameters may lead to deviation between
the new center point and the correct center point, reachable
center point is introduced to DP-RCCFSFDP [31]. Sun et al
proposed DP-DPCSNNS based on shared nearest neighbor
similarity [32], which used shared nearest neighbor similarity
to calculate local density and detect cluster centers with

neighborhood information, thus improving the accuracy of
cluster center selection.

The main motivation of this paper is to avoid manual selec-
tion of clustering centers, improve clustering efficiency and
reduce the risk of privacy leakage. Therefore, aiming at some
problems existing in the DPC algorithm, a new DPC algo-
rithm with adaptive clustering center based on differential
privacy is proposed. The main innovations and contributions
are summarized as follows:

1) Aiming at the problem of poor adaptability of high-
dimensional data, cosine distance is used to measure the
similarity between data in high-dimensional datasets.

2) Aiming at the subjective problem of clustering center
selection, from the perspective of ranking graph, the weight
(i−1)/i is introduced creatively to redefine the trend of slope
change of ranking graph to realize automatic clustering center
selection.

3) For privacy protection, the Laplacian noise with appro-
priate privacy budget is added to the local density of the
algorithm.

4) In order to verify the effectiveness and accuracy of the
proposed algorithm, several experiments are performed on
6 synthetic datasets and 6 real UCI datasets, and the algorithm
is evaluated by internal evaluation index CH and multiple
external evaluation indexes ARI , AMI and FMI .

The rest of this paper is organized as follows. In Section II,
we introduce the principle of differential privacy, the defini-
tion of DPC algorithm and evaluation metrics of clustering
algorithm in detail. In Section III, we describe the principle,
procedure and time complexity of the improved DPC algo-
rithm with adaptive clustering center based on differential
privacy. In the Section IV, the empirical analysis is made.
Finally, a concise and comprehensive conclusion is made of
the study in the Section V.

II. RELATED WORKS
In this section, we introduce some basic theory of differential
privacy, DPC algorithm and evaluation metrics of clustering
algorithm. Some of the symbols and their meanings used in
this paper are shown in Table 1.

A. DPC ALGORITHM
The core ideas of DPC algorithm [14] are as follows
:1) assume that the clustering center point of each class
is the maximum local density point in this class, and the
local density of other points is lower than the peak point
and surrounding the center point. 2) The distance between
different types of centers is relatively far. In order to find
the cluster center which satisfies both these two conditions,
the definition of local density and center offset distance is
introduced.
Definition 1 (Local density): Let dij represent the distance

between data points i and j, and rank i represents the ith index
in ascending order of dij. dc represents the cutoff distance
determined by the cutoff percentage p, that is, dc = rankp×n.

VOLUME 11, 2023 1419



H. Chen et al.: New DPC Algorithm With Adaptive Clustering Center Based on Differential Privacy

TABLE 1. Notations and meanings.

Local density of each point ρi can be defined in two ways
according to the sample size and the type of data. Hard statis-
tical method based on truncated kernel was used for datasets
with large sample size and discrete data, which represents the
number of points contained in the circle with xi as the center
and dc as the radius. For continuous datasets with uniform
distribution and small sample size, the soft statistical method
based onGaussian kernel is used to calculate the local density.
The formula for calculating local density based on truncated
kernel is shown in (1), where χ (d) means that when the
variable value d is greater than 0, χ (d) takes 0, otherwise
takes 1, and the formula is shown in (2). The formula for
calculating local density based on Gaussian kernel is shown
in (3).

ρi =
∑
j

χ (dij − dc) (1)

χ (d) =

{
0, d > 0
1, d ≤ 0

(2)

ρi =
∑
j

e−(
dij
dc

)2 (3)

The sample size of the experimental datasets in this paper
are not large and the type of these datasets are continuous,
so the method based on Gaussian kernel will be used to
calculate the local density.

Definition 2 (Center deviation distance): When the local
density of point set

{
xj
}
is greater than point xi, the center

deviation distance of each point δi represents the minimum
distance between point set

{
xj
}
and point xi. Otherwise,

for the local maximum density point, the center deviation
distance δi is the maximum distance between the two. Its
calculation formula is shown in (4).

δi =


min
j
{dij}, ρj > ρi

max{dij}
j

, otherwise
(4)

Definition 3 (Composite indicator): The DPC algorithm
select the points with relatively large ρi and δi as the cluster
center, and the point where ρi and δi are relatively large and
the other is relatively small is regarded as the noise point.
In order to avoid choosing noise points as clustering centers,
a comprehensive index γi, the product of ρi and δi normalized
by (5), is introduced to make the real clustering center point
have a larger value of γi while the γi value of noise points
is small. The calculation formula of Composite indicator is
shown in (6).

ρi =
ρi −min(ρi)

max(ρi)−min(ρi)
(5)

γi = ρiδi (6)

B. DIFFERENTIAL PRIVACY [30]
Definition 4 (Differential privacy): Suppose M is a random
algorithm, S is the set of all output results of the algorithm,
P[·] is the probability of unknown set. For any two datasets
D and D′ with only one sample difference, if M satisfies
to provide the datasets with differential privacy protection
which value of privacy budget is ε, then:

P[M (D) ∈ S] ≤ eεP[M (D′) ∈ S] (7)

where, ε > 0 represents the differential privacy budget, which
is used to describe the probability that a sample is added or
reduced in the dataset and the algorithm outputs the same
result, which can quantify the degree of privacy protection.
It can be seen from (7) that the smaller ε is, the better the
privacy protection effect is. When ε is equal to 0, the output
distribution is indistinguishable from the actual results, but
the availability of the original data is also lost, so the value of
the privacy budget needs to be balanced between the degree
of privacy protection and the availability of data.

C. LAPLACIAN NOISE MECHANISM
The differential privacy protection of the algorithm can be
realized by adding a certain mechanism noise to the core
statistic. Depending on the type of statistic to which noise is
added, the type of mechanism for adding noise is decided: if
the statistic is a continuity variable, the noise of the Laplacian
mechanism [30] is added; Otherwise add exponential mecha-
nism noise [33]. In this paper, the Laplace noise will be added
to the continuity statistics.

1420 VOLUME 11, 2023



H. Chen et al.: New DPC Algorithm With Adaptive Clustering Center Based on Differential Privacy

The probability density function of the Laplace distribution
is:

p(x|µ, b) =
1
2b

exp(−
|x − µ|

b
) (8)

where µ is the position parameter and b is the scale param-
eter. Let f (D) be the core statistic of the algorithm, then the
mechanism of adding Laplacian noise can be expressed as:

M (D) = f (D)+ lap(µ, b) (9)

where lap(µ, b) is the random noise subject to Laplacian
distribution. Under normal circumstances, µ is equal to 0,
and the value of parameter b is determined by the sensitivity
of statistics 1f [34] and privacy budget ε, which can be
expressed as b= 1f /ε. The smaller ε is, the larger the scale
parameter is, the larger the noise is, and the better the privacy
protection degree is.
1f describes the maximum impact of deletion or addition

of any dataset on query results, its calculation formula is
shown as follows:

1f = max
D,D′
|f (D)− f (D′)| (10)

In this paper, the maximum difference of local density is 1,
so 1f is equal to 1. Then the local density with Laplacian
noise ρ′i can be expressed as follows:

ρ′i = ρi + lap(0,
1
ε
) (11)

D. CLUSTER EVALUATION INDICATORS
Calinski-Harabasz Index (CH ) [35], adjusted Rand Index
(ARI ) [36], adjusted mutual information (AMI ) [36], Fowlkes
and Mallows Index (FMI ) [37] are used to evaluate the clus-
tering results of the algorithm.Where CH is the internal eval-
uation method, the larger the value is, the closer within the
class and the dispersed between the classes, that is, the better
clustering result. ARI , AMI and FMI are external evaluation
indicators. The larger the value is, the more consistent the
clustering result is with the real situation, and the better the
clustering effect is.

1) CH
CH measures the compactness of a class by calculating the
square sum of the distance between each point in the class
and the center of the class, and measures the separation of
the dataset by calculating the square sum of the distance
between each center point and the center of the dataset.CH is
obtained by the ratio of separation degree and compactness.
Its calculation formula is as follows:

CH (k) =
SSB/(k − 1)
SSW/(n− k)

(12)

SSB =
k∑
j=1

nj|Cj − X̄ |2 (13)

SSW =
k∑
j=1

∑
x∈Cj

|x − Cj| (14)

where, n represents the number of samples, k represents the
number of clusters, SSB represents the sum of squares of devi-
ations between classes, SSW represents the sum of squares of
deviations within classes, nj and Cj respectively represent the
number of samples and the center point of class j, and X̄ is
the center point of the whole dataset.

TABLE 2. Contingency table.

2) FMI
FMI is the geometric mean of recall and precision when
the two evaluation indexes in contradict each other. After
clustering the data, a confusion matrix can be generated,
as shown in the following table 2:

As is shown in Table 2, TP represents the number of sample
pairs that are actually in a category and predicted to be in a
category, FN represents the number of sample pairs that are
actually in a category but predicted not to be in a category,
FP represents the number of sample pairs that are actually not
in a category but predicted in a category, TN represents the
number of sample pairs that are not actually in a category and
predicted not to be in a category, N1 represents the number
of sample pairs predicted in a category; N2 represents the
number of sample pairs that are not predicted in a category,
N3 represents the number of sample pairs that are actually
in a category, N4 is the number of sample pairs that are not
actually in a category, andN is the number of any two samples
in a class.

Precision (denoted as P) is the proportion of the samples
predicted as a category that are actually in a category in terms
of the predicted results. It can be expressed as:

P =
TP

TP+ FP
(15)

Recall (denoted as R) represents the proportion of the
samples actually in a class that are predicted in a class. It can
be expressed as:

R =
TP

TP+ FN
(16)

FMI which measures the geometric mean of P and R can
be expressed by (17):

FMI =
√
P ∗ R =

TP
√
(TP+ FP)(TP+ FN )

(17)

The value range of FMI is between [0,1]. The larger the
value is, the more efficient the clustering result is.
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FIGURE 1. Flowchart of a new DPC algorithm with adaptive clustering center based on differential privacy.

3) ARI AND AMI
ARI and AMI are used to measure the degree of coincidence
of two distributions, respectively obtained by rand index (RI )
and mutual information index (MI ) transformation, and their
value ranges are between [−1,1]. The larger the value is, the
more consistent the clustering effect is with the real situation,
and the index is close to 0 when the clustering results are
randomly generated.

The expression of RI is:

RI =
TP+ TN

TP+ FN + FP+ FN
(18)

Suppose E(RI ) represent the expectation of RI ,the calcu-
lation formula of ARI is:

ARI =
RI − E(RI )

max(RI )− E(RI )
(19)

Suppose H (u), H (v) represent the information entropy of
actual sample classification and sample prediction results,
respectively, MI (u, v) represent the mutual information
between the two, and EMI (u, v)} represent the expectation of
MI (u, v), then AMI can be calculated as follows:

AMI =
MI (u, v)− E{MI (u, v)}

max{H (u),H (v)} − E{MI (u, v)}
(20)

III. IMPROVEMENT OF DPC ALGORITHM BASED ON
DIFFERENTIAL PRIVACY
In view of the poor adaptability for high-dimensional data, the
subjective selection of clustering centers in DPC algorithm
and the privacy problems in clustering analysis, an improved
DPC algorithm with adaptive clustering center based on dif-
ferential privacy is proposed from the perspective of ranking
graph.
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Firstly, in view of the poor adaptability of the algorithm
in high dimension, according to the classification method
based on cosine distance proposed in the literature [38] can
better identify the pollutant type than the method based on
Euclidean distance, cosine distance is used to measure the
similarity between data in high-dimensional datasets. Then,
aiming at the subjectivity of cluster center selection and the
problems existing in the slope change trend of the ranking
graph defined in [18] and [27], the weight (i−1)/i is intro-
duced to redefine the trend of slope change of ranking graph
creatively, and the threshold value of ranking graph statistics
γ is obtained to realize automatic clustering center selection.
Finally, aiming at the problem of privacy leakage, according
to literature [31], the Laplacian noise of appropriate privacy
budget is added to the core statistic of the algorithm (local
density). In the whole process of the algorithm, as a dis-
tance measurement method, the calculation of local density
and center offset distance of cosine distance is the same as
the method using Euclidean distance, so the mechanism of
adding Laplacian noise to local density is also consistent with
that using Euclidean distance.

The specific improvement process is described in Figure 1.

A. COSINE DISTANCE
Euclidean distance cannot fully reflect the similarity between
high-dimensional complex data. According to literature [38],
the cosine distance is used to measure the similarity between
data for high-dimensional datasets. Cosine distance mea-
sures the angle between two spatial samples rather than the
amplitude difference between two spatial samples, and it is
suitable for similarity measurement in high-dimensional data
clustering.

Let θ denote the angle between xi and xj, then the
cosine similarity similarity(xi, xj) of the two samples can be
expressed as follows:

similarity(xi, xj) = cos(θ) =
xi • xj
|xi||xj|

=

m∑
k=1

xik • xjk√√√√ m∑
k=1

x2ik

√
m∑
k=1

x2jk

(21)
where xik represents the kth index of the ith sample of
the dataset, and m represents the dimension of the dataset.
According to the definition of cosine similarity, when two
samples are similar, the closer their cosine similarity is to 1,
the closer the distance is. Otherwise, the closer the cosine
similarity is to -1, the farther the distance is. Therefore, the
cosine similarity can be transformed into a measure of cosine
distance dij according to (22):

dij = 1− similarity(xi, xj) (22)

B. DPC ALGORITHM WITH ADAPTIVE CLUSTERING
CENTERS BASED ON RANKING GRAPH
Aiming at the subjective problem of clustering center selec-
tion of DPC algorithm, an improved DPC algorithm with

adaptive clustering center was proposed from the perspective
of ranking graph.

The idea of selecting clustering centers based on ranking
graph is to select the points with relatively large γ values
in ranking graph as clustering centers. Literature [27] deter-
mines the critical point by searching the point with the largest
slope change trend of the sorting graph, and then adaptively
determines the clustering center. This algorithm is difficult to
deal with the situation that the ranking graph drops suddenly
from point 1 to point 2. In the slope variation trend of the
ranking graph proposed in literature [18], the introduction
of the weight i − 1 can avoid the situation that the sorting
graph may drop suddenly from point 1 to point 2 in actual
practice. However, with the increase of the serial number of
data points, the weight increases rapidly, thus making the
judgment thresholdwrong. In view of this situation, this paper
introduces the weight (i − 1)/i to redefine the trend of slope
change in the ranking graph, and determines the threshold
of γ by searching the point with the largest trend of slope
change, so as to realize the automatic selection of clustering
centers. The specific steps are as follows:

1)Arrange γ values in descending order, and γ ∗i represents
the ith value after descending order. (23), (24) are used to
calculate the slope change trend of each point, respectively.

tendi =
i− 1
i
· [(γ ∗i − γ

∗

i+1)-(γ
∗

i+1 − γ
∗

i+2)] (23)

tendi =
i− 1
i
·
γ ∗i − γ

∗

i+1

γ ∗i+1 − γ
∗

i+2
(24)

2)The maximum data point c of tend value can be obtained
through (25):

c = argmax
i
{tendi, i = 1, 2, · · · , n− 2} (25)

3)The point γi ≥ γ ∗c is selected as the set ELC of potential
clustering centers, which can be expressed as:

ELC = {i|γi ≥ γ ∗c , i = 1, 2, · · · , n− 1} (26)

4)Calculate the distance dij between ELC . If dij is greater
than dc, points i and j are determined as the actual clustering
center; otherwise, points with low local density are excluded.
In summary, the actual clustering center can be expressed as
follows:

LC = {i, j|dij > dc, i, j ∈ ELC}

∪ {i|dij ≤ dc, ρi > ρj, i, j ∈ ELC} (27)

The process of the improved DPC algorithm with adap-
tive clustering center (ADPC and UDPC) is shown in
Algorithm 1, where ADPC represents the algorithm for cal-
culating the slope change trend based on (23) and UDPC rep-
resents the algorithm for calculating the slope change trend
based on (24):

C. THE IMPROVED DPC ALGORITHM WITH ADAPTIVE
CLUSTERING CENTER BASED ON DIFFERENTIAL PRIVACY
Local density ρi is the core statistic of DPC algorithm. This
paper adds the Laplacian noise of appropriate privacy budget
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Algorithm 1 FADPC and UDPC
Input: Dataset X Ccutoff percentage p
Output: The clustering result
1: normalize X ;
2: use Euclidean distance to calculate the distance matrix
for low dimensional datasets, and use cosine distance to
calculate the distance matrix for high dimensional datasets;
3: calculate the ρi of each point by (3), calculate the δi by (4),
then normalize ρi and δi by (5), calculate the comprehensive
index γi by (6);
4: γ ∗i is obtained after the descending order of γi. The slope
variation trend of each point tend i is calculated according
to (23) and (24), and the point c with the largest tend i is
obtained through (25);
5: select the local clustering centers by (26);
6: calculate the distance between local cluster centers, if the
distance is less than dc, the two points are merged into one
class by (27);
7: assign non-cluster center points to each cluster center;
8: return the clustering result.

to ρi to achieve the purpose of privacy protection. Based on
the above analysis, the specific steps of the improved DPC
algorithm with adaptive clustering center based on differen-
tial privacy are given:

1)Normalize the original data set, use Euclidean distance
to calculate the distance between low dimensional dataset,
or use cosine distance to calculate the distancematrix for high
dimensional dataset;

2)Calculated local density ρi by (3);
3)Select the appropriate privacy budget, generate the

Laplacian noise according to the sensitivity of ρi, and add
it to ρi to obtain the local density with noise (denoted as
ρ′i ) by (11), and calculate the corresponding center offset
distance (denoted as δ′i) by (4), then normalize ρ′i and δ′i
by (5), calculate the comprehensive index γ ′i by (6);

4)Determine clustering center points adaptively according
to Section III(B).

5)Cluster the non-central points and assign them to the
class where the data points close to the central point and with
greater local density are located.

The process of the improved DPC algorithm with adaptive
clustering center based on differential privacy (DP_ADPC
and DP_UDPC) is shown in Algorithm 2, where DP_ADPC
represents the ADPC algorithm based on differential privacy,
and DP_UDPC represents the UDPC algorithm based on
differential privacy:

D. TIME COMPLEXITY ANALYSIS
This section will analyze the time complexity of the proposed
algorithm. Compared with DPC algorithm, the improved
DPC algorithm with adaptive clustering center based on dif-
ferential privacy adds noise to the local density, calculates the
comprehensive index γi of each sample and adaptively selects

Algorithm 2 FDP_ADPC and DP_UDPC
Input: Dataset X Ccutoff percentage p,privacy budget ε
Output: The clustering result
1: normalize X ;
2: use Euclidean distance to calculate the distance matrix
for low dimensional datasets, and use cosine distance to
calculate the distance matrix for high dimensional datasets;
3: calculate the ρi of each point by (3); 4: select the
appropriate privacy budget, generate the Laplacian noise
according to the sensitivity of ρi, and add it to ρi to obtain
the local density with noise (denoted as ρ′i ) by (11), and
calculate the corresponding center offset distance (denoted
as δ′i) by (4), then normalize ρ′i and δ

′
i by (5), calculate the

comprehensive index γ ′i by (6);
5: γ ∗i is obtained after the descending order of γ ′i . The slope
variation trend of each point tend i is calculated according
to (23) and (24), and the point c with the largest tend i is
obtained through (25);
6: select the local clustering centers by (26);
7: calculate the distance between local cluster centers, if the
distance is less than dc, the two points are merged into one
class by (27);
8: assign non-cluster center points to each cluster center;
9: return the clustering result.

the clustering center. Its time complexity is mainly composed
of the following parts:

1)Calculation of statistics. Standardize the dataset requires
the time complexity is O

(
N 2
)
. The calculation of distance

between samples requires the time complexity is O
(
N 2
)
.

The time complexity of local density ρi of each sample is
O
(
N 2
)
. The local density with noise ρ′i requires the time

complexity is O(N ). The center offset distance of each sample
δ′i corresponding to ρi costs O

(
N 2
)
. The time complexity of

calculating γ ′i is O(N ). The total time of this part is O
(
N 2
)
+

O
(
N 2
)
+ O

(
N 2
)
+ O (N )+ O

(
N 2
)
+ O (N ) ∼ O

(
N 2
)
.

2) Selection of clustering centers. Both ρ′i and δ
′
i are pro-

cessed respectively in descending order to obtain the ordi-
nals of all points after sorting. The time complexity is both
O(NlgN ). To calculate the slope change trend of the ranking
graph, the time complexity is O(N ). The point γ ′i larger than
the threshold is selected as the local clustering center, and
the time complexity is γ ′i . The distance dij between the local
cluster centers is calculated., if dij is smaller than dc, the two
local cluster centers are grouped into one class, and the time
complexity is O

(
N 2
)
. The total time complexity of this part

is: O (NlgN )+O (NlgN )+O (N )+O (N )+O
(
N 2
)
∼ O

(
N 2
)

3) Assign non-clustered center points. The non-clustering
center points are allocated to the points with large local areas
in the cluster according to the nearest neighbor principle. The
time complexity of this part is the same as that of the DPC
algorithm, both of which are O(N ).

The time complexity of DPC algorithmmainly comes from
five parts :1) data standardization processing; 2) Calculate the
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distance dij between samples; 3) Calculate the local density
of each sample ρi; 4) Calculate the center offset distance of
each sample δi; 5) Assign non-cluster center points. Before
a few part time complexity is O

(
N 2
)
, the final step of time

complexity is O(N ), so the total time of DPC algorithm is:
O
(
N 2
)
+O

(
N 2
)
+O

(
N 2
)
+O

(
N 2
)
+O (N ) ∼ O

(
N 2
)

To sum up, the total time complexity of the proposed
algorithm is equal to that of the traditional DPC algorithm,
which is O

(
N 2
)
.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. EXPERIMENTAL ENVIRONMENT AND DATA
In order to verify the effectiveness of the proposed algorithm,
this paper runs on Jupyter based on python3.8.3 and adopts
six synthetic datasets and six UCI datasets as test datasets.
The characteristics of the data sets are shown in Table 3.
The experimental environment is Windows10 system, the
processor is Intel R©Core (TM) i3-7130u CPU, the memory
is 8.00gb, and the 64-bit operating system.

TABLE 3. Experimental datasets.

B. ANALYSIS OF EXPERIMENTAL RESULTS ON SYNTHETIC
DATASETS
1) EFFECT OF THE IMPROVED DPC ALGORITHM WITH
ADAPTIVE CLUSTERING CENTER
Each cluster evaluation index obtained by the proposed algo-
rithm clustering on synthetic datasets is shown in the Figure 2,
where GDPC represents the DPC algorithm of the slope
change trend of the ranking graph defined in literature [18].

As can be seen from Figure 2, for flame dataset, set the
cutoff percentage parameter p as 3, the ARI , AMI and FMI
of ADPC algorithm are the best compared with the other two
algorithms, the values of the three external evaluation indexes
are all up to 1, the clustering result of ADPC algorithm is
the closest to the standard classification result. However, the
CH value of ADPC is smaller than that of the other two
algorithms, which may be caused by the fact that the number
of clustering of the other two algorithms is more than that
of the standard classification result. For the dataset spiral,
set p as 2, the ARI , AMI , FMI and CH of ADPC algorithm
and UDPC algorithm are all optimal, the values of the three
external evaluation indexes are all up to 1, CH is 6, and the

CH of GDPC algorithm is 0 which is because its cluster
label has only one class. For the dataset compound, when p is
set to 6.5, GDPC algorithm and UDPC algorithm had better
clustering effect than ADPC algorithm. For aggregation and
R15 datasets, when p is set to 4, UDPC algorithm achieves the
optimal value of each clustering evaluation, and the values of
three external evaluation indexes are all about 1, indicating
that the clustering results of UDPC algorithm are similar to
the standard classification results, and the value of CH is
also higher than the other two algorithms. For the dataset
D31, set p to 1, the clustering effect of ADPC algorithm
is the best, the clustering effect of UDPC algorithm is the
second, and the clustering effect of GDPC algorithm is the
worst.

According to the comprehensive analysis, ADPC algo-
rithm performs better than the other two algorithms on the two
datasets with fewer classification and the multi-classification
dataset D31, while the UDPC algorithm performs better on
the other three multi-classification datasets.

2) EFFECT OF THE IMPROVED DPC ALGORITHM WITH
ADAPTIVE CLUSTERING CENTER BASED ON
DIFFERENTIAL PRIVACY
The improved algorithm proposed in this paper combined
with differential privacy technology is run in six synthetic
datasets and its effect is observed. The value of privacy
budget ε is gradually increased from 0.01 to 30, where ADPC
algorithm is used for datasets with few categories and UDPC
algorithm is used for datasets with multiple categories. The
change of algorithm clustering effect with ε is shown in
Figure 3.

Experimental results on six synthetic datasets show
that the improved DPC algorithm with adaptive cluster-
ing center based on differential privacy has the following
characteristics:

On the whole, with the slow increase of ε, all external
clustering evaluation indexes of the algorithm on datasets
show a trend of rising first and then reaching a stable state.
By comparing the characteristics of the algorithm to reach
the stable state on the six datasets, the dataset flame and
compound have larger fluctuation range than that of other
datasets, and the corresponding ε value of spiral dataset is sig-
nificantly larger than that of other datasets after reaching the
stable state.

The experimental results show that in a certain range,
the clustering efficiency of the algorithm is better with the
increase of ε. According to (7), the smaller ε is, the bet-
ter the privacy protection effect is. In order to achieve the
balance between privacy protection and effectiveness of the
algorithm, the critical value of ε should be selected to make
the algorithm reach the stationary state.

The noise added to the algorithm is random noise that
obeys the Laplace distribution, so the clustering effect shows
cyclic fluctuation changes after reaching the stationary state.
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FIGURE 2. Comparison of ARIAMIFMI and CH for the algorithm running on synthetic datasets.

The average value of each evaluation index after 50 runs
of the algorithm is taken, and the results on each synthetic
dataset are shown in Table 4.

It can be seen from Table 4, for flame dataset, when ε
is 10, DP_ADPC algorithm has the largest ARI , AMI and
FMI , which indicates the better clustering effect than the
other two algorithms. The CH of DP_UDPC algorithm is
the largest, which may be caused by the excessive number of
clusters. A clustering result of DP_ADPC algorithm on flame
is shown in Figure 4(a). For spiral dataset, when ε is 30, the
comparison results of several algorithms are the same as those
of flame dataset. A clustering result of this data is shown in
Figure 4(b). For compound dataset, when ε is 18, the values of
four evaluation indexes of DP_GDPC are higher than those of
the other two algorithms, and DP_UDPC has the second best
effect. One of its clustering results is shown in Figure 4(c).
For R15 dataset, when ε is 6, the evaluation index value of
DP_UDPC is greater than that of the other two algorithms.
A clustering result of this algorithm is shown in Figure 4(d).
For aggregation dataset, when ε is set as 3, the comparison
results of several algorithms are the same as those of R15
dataset. A clustering result is shown in Figure 4(e). When the
dataset D31, ε is set at 2, the comparison results of several
algorithms are the same as those of R15 and aggregation.
A clustering result is shown in Figure 4(f).

On the whole, the appropriate ε for each dataset obtained
from Figure 3 shows a rule: the larger the sample size is,
the smaller the value of ε is. The smaller the ε is, the higher
the degree of privacy protection is. Therefore, for the dataset
with a larger sample size, the better privacy protection can be
obtained by adding the Laplacian noise data with a smaller ε.
The next section we would verify this rule of the proposed

algorithm on some UCI datasets.

C. ANALYSIS OF EXPERIMENTAL RESULTS ON UCI
DATASETS
1) EFFECT OF THE IMPROVED DPC ALGORITHM WITH
ADAPTIVE CLUSTERING CENTER
In this section, ADPC algorithm and UDPC algorithm are
tested on six UCI datasets. Euclidean distance and cosine dis-
tance are respectively used to measure the similarity between
data, and their effects are compared with k-means [12],
DBSCAN [13] and SNNDPC [24]. The results are shown in
Table 5. Where ‘‘eu’’ means the similarity between data mea-
sured by Euclidean distance, and ‘‘cos’’ means the similarity
between data measured by cosine distance. The parameter
k of k-means algorithm represents the number of clustering
centers. The parameters eps and minpts of DBSCAN algo-
rithm represent the clustering radius and density threshold,
respectively, the maximum ARI criterion is used to determine
these parameter values in this paper. The parameters nc and kn
of SNNDPC algorithm respectively represent the number of
clustering centers and the number of nearest neighbors, kn =
2nc + 1; Parameter p of the improved DPC algorithm with
adaptive clustering center is also determined by themaximum
ARI criterion. The values in bold in the table indicate the best
experimental results.

For the dataset seeds, which contains 210 samples and
7 attributes with 3 categories, ADPC-eu has the largest ARI ,
AMI and FMI compared with other algorithms, but CH is
lower than K-means algorithm and ADPC-cos algorithm. For
ecoli dataset, which contains 336 samples and 7 attributes
with 8 categories, the AMI and FMI of UDPC-cos algorithm
are the best compared with other algorithms, the ARI of
SNNDPC algorithm is the best, and the CH of K-means
algorithm is the best. For movement dataset, which contains
360 samples and 90 features with 15 categories, the values of
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FIGURE 3. Comparison of clustering metrics on synthetic datasets after adding noise.

TABLE 4. Clustering effect of each algorithm based on differential privacy on synthetic dataset.

ARI ,AMI andFMI of UDPC-cos are optimal, andADPC-cos
has the best CH . For dermatology dataset, which contains
366 samples and 33 features with 6 categories, the four
cluster evaluation indexes of ADPC-cos algorithm are the
best compared with other algorithms. For banknote dataset,
which contains 1372 samples and 4 features with two classes,
the ARI , AMI and FMI of ADPC-eu is the largest compared
to other algorithms, and CH of K-means algorithm is the
best. For abalone dataset, which contains 4177 samples and
8 features with 3 categories, the AMI and FMI of ADPC-eu
are the best compared with other algorithms, and the ARI and

CH of UDPC-cos are the best, these optimal values are not
different from those of ADPC-cos.

In summary, the clustering effect of ADPC algorithm
is better for seeds, dermatology, banknote and abalone,
which are less categorical datasets; the clustering effect of
UDPC algorithm is better for ecoli and movement, which
are multi-classification datasets. Using Euclidean distance to
measure low-dimensional datasets (such as datasets seeds,
banknote, abalone) works well, while cosine distance is well
for high-dimensional datasets movement, dermatology and
low dimensional dataset ecoli.
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FIGURE 4. Scatter plot of each synthetic dataset after adding the appropriate privacy budget.

2) EFFECT OF THE IMPROVED DPC ALGORITHM WITH
ADAPTIVE CLUSTERING CENTER BASED ON
DIFFERENTIAL PRIVACY
The optimal algorithm mentioned in the last section com-
bined with differential privacy technology was run in the
UCI datasets and its effect was observed. The value of pri-
vacy budget ε was slowly increased from 0.01 to 10, the

clustering effect of the algorithm on each dataset changed
with ε, as shown in the Figure 5.

According to the trend of clustering evaluation index after
noise is added to each UCI dataset in Figure 5, an appropriate
privacy budget is selected for each dataset, and the average of
the four evaluation indexes obtained by running the algorithm
for 50 times is shown in the Table 6, where the algorithm
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FIGURE 5. Comparison of clustering metrics on UCI datasets after adding noise.

TABLE 5. Comparison of clustering results of UCI datasets.

with ‘‘DP’’ represents each improved algorithm based on
differential privacy.

As can be seen from Table 6, for datasets seeds and
banknote, which are low dimensional and less categorical
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TABLE 6. Clustering effect of each algorithm based on differential privacy on UCI dataset.

datasets, respectively set ε as 5 and 2, DP_ADPC-eu has
the best ARI , AMI and FMI . For datasets ecoli and move-
ment, which are high-dimensional and multi-classification
datasets, respectively set ε as 4.5 and 2, the ARI , AMI and
FMI of DP_UDPC-cos is better than others. For datasets
dermatology and abalone, which are high-dimensional and
less categorical datasets, respectively set ε as 5 and 1, ARI ,
AMI , FMI and CH of DP_ADPC-cos are better than those of
other data sets, and the clustering effect is the best.

By analyzing the relationship between the sample size and
the critical value of different types of datasets, we can get the
same conclusion as the synthetic datasets: that is, for datasets
with larger sample size, adding the Laplacian noise data with
smaller ε can get good privacy protection.

V. CONCLUSION
Based on the study of the improved DPC algorithm with
adaptive clustering center, this paper introduces differential
privacy protection technology, which can eliminate the hid-
den danger of data being attacked by strictly defined attack
model in the process of clustering, and effectively protect data
privacy.

Firstly, in order to solve the problem of poor adaptability
of the algorithm in high dimension, different methods were
used to measure the similarity between datasets in different
dimensions: cosine distance was used to measure the similar-
ity of high-dimensional datasets, and Euclidean distance was
used to measure the similarity of low-dimensional datasets.
Then, aiming at the problem that the cluster center cannot be
automatically selected, the weight (i−1)/iwas introduced to
measure the slope change trend of the ranking graph. Finally,
aiming at the differential privacy problem, the Laplacian
noise with appropriate privacy budget is added to the local
density to achieve the balance between privacy protection and
clustering effectiveness.

Experimental results on 6 synthetic datasets and 6 UCI
datasets show that:

1)Within a certain range, the clustering effectiveness of the
algorithm is better with the increase of ε. In order to select
the appropriate ε, it is necessary to find the critical value that
makes each evaluation index reach the stable state.

2)For the same type of datasets, the larger the sample size,
the smaller the privacy budget is, so as to achieve the purpose
of clustering effectiveness of privacy protection.

3)The proposed algorithm in this paper can also get a
better clustering effect on the basis of considering the privacy
problem.

The next step is to realize the adaptive selection of cutoff
distance, because that the cutoff distance of the proposed
algorithm is determined by maximum ARI criterion which
would cost a lot of time.
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