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ABSTRACT Monitoring the morphology of blood leukocytes, plays an important role in medical research,
especially in the treatment of diseases such as immunodeficiency. Traditional manual detection methods
are susceptible to numerous interference factors. Therefore, blood cells are often segmented using deep-
learning algorithms. This study proposes a U-Net model based on a combination of an attention mechanism
and dilated convolutions. First, the traditional convolution in a double convolutional module in a network
is replaced by dilated convolution, and multi-scale features are obtained by expanding the receptive field.
Second, after each convolution layer in the upsampling layer, an attention mechanism module is combined
to refine the adaptive features and improve the segmentation performance of the model. Finally, the
RAdam optimizer was used to enhance the robustness of the learning rate variations. Through the ablation
experiment of the three improvement directions, it was concluded that all three improvement directions had
a positive effect on the segmentation result, and the improvement was the most effective when the three
improvements were combined. The experimental results show that compared with the original U-Net model,
the segmentation indicators of blood leukocytes, intersection over union (IOU), recall and accuracy were
increased by 5.1%, 5.7% and 1.2%, respectively, which more accurately segmented blood leukocytes, which
may be used for a greater degree of auxiliary leukocyte detection in the application of immunodeficiency
and other diseases.

INDEX TERMS Attention, blood leukocytes segmentation, dilated convolution, deep learning, image
segmentation, U-Net.

I. INTRODUCTION
The detection of leukocyte morphology in the blood is use-
ful in medical research for the monitoring of leukemia,
immunodeficiency and other diseases. Therefore, the accu-
rate segmentation of leukocyte morphology plays an impor-
tant role in medical research. The variety of leukocyte types
andmorphologies makes segmentation difficult, and the pres-
ence of adhesions between leukocytes and a large number of
blood cells in the blood makes it a challenging to achieve
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accurate segmentation of leukocytes with clear boundaries
after segmentation.

Currently, research on blood leukocyte segmentation algo-
rithms has focused on traditional methods of image seg-
mentation. These include threshold segmentation [1]. This
determines the threshold value based on the difference in
grayscale between the image target and background regions,
and uses the threshold value to separate the target from the
background. However this method is affected by contrast,
and the effect is not ideal when the contrast between the
target and the background is low. Another approach is edge
detection segmentation [2]. Edge detection segmentation
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performs feature extraction at the target boundary to sep-
arate the target from the background. This method is also
affected by contrast, and the segmentation effect is poor at
boundaries with low contrast. Biswas et al. [3] proposed a
blood cell detectionmethod based on frequency domain sobel
filter threshold estimation watershed transform (SFD-TEW).
The detection of cell contours in blood cell images using
the SFD-TEW method can show excellent detection results,
but this method can be disturbed by noise in complex back-
grounds, producing some false contour information, and
can produce false contours for the concave points in the
middle of red blood cells close to the background color.
Nayak et al. [4] proposed a blood cell detection method based
on morphological transformation and improved fuzzy scatter,
which can largely solve the interference of background noise
and obtain more accurate cell contours, but has poor ability to
deal with the complex texture of the cells themselves, which
makes the cells with complex texture incomplete The method
is able to resolve the background noise to a large extent and
obtain a more accurate cell outline, but it is not good at
handling the complex texture of the cells themselves, so that
the cells with complex texture are not completely represented.
Such algorithms suffer from a lack of global applicability,
which limits their applications. In contrast, deep learning
methods can process data in their raw form, eliminating
the need for hand-crafted features. This approach has been
widely used for the segmentation of images with good results.

With the continuous development of information technol-
ogy, various deep learning models have been proposed and
widely used for image segmentation [5]. The AlexNet model
was proposed by Krizhevsky et al. [6]. Uses GPU parallel
acceleration for training, whereas dropout is proposed to
prevent overfitting. However the model is relatively simple
and not very accurate in comparison. Simonyan et al. [7]
proposed the VGGmodel, which uses consecutive 3× 3 con-
volutions instead of the larger convolutional kernels in
AlexNet. Deepening the network depth under the condi-
tion of ensuring the same perceptual field, which improves
the effectiveness of neural networks to some extent, but
will consume more computational resources and consume
more memory. He et al. [8] proposed the deep residual
network ResNet, which is less complex than the traditional
VGG, and also improves the phenomenon of gradient disap-
pearance caused by deepening the network depth. However
the training period is longer when the network model is
deeper the fully convolutional network (FCN) proposed by
Long et al. [9], which removes the fully connected layer
from the traditional network model and replaces it with a
convolutional network, and uses deconvolution to roll up
a large feature map from a small one, but the network
segmentation results are not fine enough. Later, scholars
proposed SegNet [10], DeepLabv1 [11], DeepLabv2 [12],
DeepLabv3 [13], DeepLabv3+ [14], RefineNet [15], PSP-
Net [16], U-Net [17], etc. for semantic segmentation. All of
these methods are widely used in various image segmentation
tasks. SegNet is based on the full convolutional network,

which is a semantic segmentation network obtained by modi-
fying the structure of theVGG16 network, and achieves target
segmentation through end-to-end, pixel-to-pixel training. The
DeepLab series network has been continuously improved
from v1 to v3+, and has become one of the most mainstream
algorithms in the field of semantic segmentation. It intro-
duced the concept of null convolution in the network, and
also introduced deep separable convolution in DeepLabv3+
to optimize the speed of the segmentation network, so that
it achieves better performance while reducing the compu-
tation and computing time of the model, and the effect of
the model is nearly perfect. U-Net is improved based on
the FCN, which is a symmetric coding-decoding structure.
The network applies the image enhancement method, which
can obtain good accuracy even with limited data sets, and is
widely used in medical images, achieving good segmentation
results. U-Net++ [18] is an improvement on U-Net, which
connects all layers 1 to 4 of U-Net together, can capture
features of different depths, share a feature extractor, and
integration through a feature overlay. This allows the model
to achieve better segmentation accuracy. Stringer [19] et al.
propose a general, deep learning-based cell segmentation
algorithm that can accurately segment cells from a variety of
image types and does not require model retraining or parame-
ter tuning. Schmidt et al. [20] propose a deep learning method
for locating cell nuclei by star-convex polygons, which, com-
pared to bounding boxes, have a much better shape repre-
sentation is much better and thus does not require shape
refinement. Teng et al. [21] also achieved good segmentation
results by using a simplifiedMobileNetv2 [22] modified with
DeepLabv3+ to build a lightweight leukocyte segmentation
network, a semi-supervised leukocyte segmentation method
in an adversarial learning framework.

Compared to traditional unsupervised segmentation meth-
ods. Deep learning methods have better applicability and
superior performance. Due to the blurred boundary and com-
plex gradient of medical images, more high-resolution infor-
mation is needed, and high-resolution is used for accurate
segmentation. And the internal structure of human body is
relatively fixed, the distribution of segmentation target in
human body image is very regular and the semantics is sim-
ple and clear, and the low-resolution information can pro-
vide this information for target object recognition. However,
U-Net combines low-resolution information and high-
resolution information, which is perfectly suitable for med-
ical image segmentation. Although the U-Net model has a
good performance in medical image segmentation [23], [24],
the model was proposed relatively early, and some newly
proposed modules with improvements to the deep learning
network do not exist in the network, and the segmentation
of blood leukocytes is not effective for the segmentation of
adherent cells. Therefore, this study made improvements to
the U-Net model. First, in order to increase the receptive
field of feature extraction, the conventional convolution in
the network encoder is replaced by dilated convolution [25],
which expands the perceptual field without losing resolution,
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FIGURE 1. Architecture of the proposed method.

while adjusting the null rate to obtainmulti-scale information.
Second, the original model lack of attention mechanism,
a convolutional block attention module (CBAM) [26] at the
decoder side. By multiplying the obtained attention map with
the input feature map to perform adaptive feature refinement.
Finally, in order to improve the deep defects of the original
optimizer, replacing the RMSProp optimizer [27] with the
RAdam optimizer [28] to make the learning rate change
more robust. The segmentation accuracy of the model for
blood leukocytes is improved. The specific work is orga-
nized as follows: the ablation experiments of improvement
points are conducted to address the shortcomings of U-Net,
and the ablation experiments are done separately for the
null convolution, attention mechanism and replacement opti-
mizer, and one improvement point is replaced alone, while
all other network parameters are unchanged, to observe the
effect of improvement points on the network model. Then
the improvement points are fused one by one to observe the
effect of fusing the improvement points together on the model
segmentation effect. Finally, the improved network model
is compared with the mainstream segmentation model. The
evaluation indexes IOU, Recall, Acc are used to determine the
effectiveness of the model segmentation, and it is confirmed
that the improved model has better segmentation effect on
blood leukocytes.

II. CBAM-DC-UNet
A. MODEL INTRODUCTION
The structure of U-Net consists of encoder, decoder structure,
and skip connections. The encoder performs down-sampling
feature extraction through convolutional and pooling layers.
The down-sampling module of each layer is first passed
through a max pooling (size 2 × 2). Then go through two
convolution kernels (size 3 × 3). In the down-sampling

process, the number of channels is doubled. There are
four layers of down-sampling modules in the structure. The
decoder recovers the feature map size through upsampling.
The up-sampling module of each layer first passes through
a convolution kernel (size 2 × 2, stride 2), after passing
through two convolution kernels (size 3× 3) to complete the
upsampling operation. The number of channels of the picture
is halved during the up-sampling process. Skip connections
are used to fuse the corresponding features of the encoder
and decoder. The convolution part in the original model is
a 3 × 3 traditional convolution. The effect of the feature
extraction is general. To increase the receptive field in feature
extraction and obtain multi-scale information. This study
uses a 3 × 3 dilated convolution with a dilation rate of 2
to replace the 3 × 3 traditional convolution in the original
model. Simultaneously, the originalmodel lacked an attention
module. Therefore, an attention module was introduced in
the up-sampling module to enhance the segmentation effect
of the model. Finally, to improve the deep defects of the
original optimizer, we replaced it with a new optimizer to
adjust the loss function better and increase the robustness of
the learning rate. Through the above optimization to improve
the shortcomings of the original model, a better segmentation
effect is obtained. The improved model structure is shown
in Figure 1.

B. DILATED CONVOLUTION
In deep learning, the role of convolution is to extract image
features from the shallow edge structure information to a deep
texture semantic structure. Compared to traditional convolu-
tion, dilated convolution adds voids to traditional convolu-
tions and increases the receptive field. Thus, each convolution
output contained a larger range of information. Different
dilation rates control the module size of dilated convolutions.
As shown in Figure 2 (b), the original 3 × 3 convolution is
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changed to a dilated convolution when the dilation rate is 2.
The dilation rate affects the size of the convolution kernel
after dilation as follows:

k ′ = k + (k − 1) (d − 1) (1)

where k is the original convolution kernel size, d is the
dilation rate, and k ′ is the dilated convolution kernel size.
The main purpose of the dilated convolution is to increase

the receptive field. As shown in Figure 2 (b), the dilated
convolutional kernel is 3 × 3, but it has a void rate of 2,
therefore, the field of perception becomes 7 × 7. In this
study, the original convolutional module with a convolutional
kernel size of 3 × 3 and padding of 1 was replaced by
a convolutional module with a void rate of 2 and padding
of 2. It can be calculated that the output of the replacement
The size of the feature map remains the same, but the null
convolution increases the perceptual field so that each convo-
lutional output contains more feature information. Therefore,
in this study, we replaced the traditional convolution with null
convolution to improve of the target segmentation effect.

FIGURE 2. Dilated convolutions with different dilated rates a. rate = 1;
b. rate = 2.

C. CONVOLUTIONAL BLOCK ATTENTION MODULE
The attention module is a method of processing data in
machine learning, which can be used to enable the neural net-
work to focus more on a feature and focus on local informa-
tion. It is mainly divided into a channel attention module and
spatial attention module. The convolutional block attention
module is a module combines channel attention module and
spatial attention module. This model is illustrated in Figure 3.

FIGURE 3. Convolutional block attention module.

The model of the channel attention module in the con-
volutional block attention module is shown in Figure 4.
An intermediate feature map F ∈ C × H × W is used as
the input. Its main objective is to obtain two different spatial

context descriptors (AvgPool (F) andMaxPool (F)) from the
input feature map through max pooling and average pooling
respectively. The two descriptors are then passed through a
shared network to generate a channel attention map. A shared
network is a multilayer perceptron (MLP) [29] with one
hidden layer. The number of neurons in the first layer is C/r
(r is the reduction rate). After applying the shared network to
each descriptor, the output feature vectors are merged using
an element-wise summation. For a graph, channel attention
focuses on the content of this image. Average pooling pro-
vides feedback for each pixel in a feature map. When the
maximum pooling is back-propagating the gradient. The only
largest response in the feature map is gradient feedback. This
process can be expressed as:

M_c(F) = σ (MLP(AvgPool(F)+MLP (MaxPool (F))

(2)

where σ is the sigmoid operation, F is the input of channel
attention, and M_c(F) is the output of the channel attention
module.

FIGURE 4. Channel attention module.

The spatial attentionmodule of the structure is illustrated in
Figure 5. Its main objective is to use the feature map output
from the channel attention module as the feature map input
for this module. First, two feature maps of H × W × 1 are
obtained through max pooling and average pooling. They are
then concatenated and convolved by standard convolution to
generate a spatial attention module map. For a graph, the
spatial attention focuses on ‘‘where’’ is an informative part,
and applying pooling operations along the channel axis can
effectively highlight information area, which is a complement

FIGURE 5. Spatial attention module.
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to the channel attention. The process can be expressed as:

Ms (F) = σ
(
f 7×7

([
AvgPool (F) ,
MaxPool (F)

]))
(3)

where f 7×7 is a convolution operation with a convolution
kernel of 7×7 andMs(F) is the output of the spatial attention
module.

It can be seen that CBAM can solve the problem of what
and where the picture features are by combining the channel
attention module and the spatial attention module. There-
fore, in this study, CBAM is combined with U-Net network,
as shown in Figure. 6, the input is first convolved through the
original upsampling module, namely W1, W2 and W3 three-
layer convolutions, and then convolved through the CBAM
attention module to form a new upsampling module. The
intermediate feature map F(RC×H×W ) after the three-layer
convolution, first obtains a 1D channel attention map M_c
(RC×1×1) through the channel attention mechanism, and then
obtains a 2D spatial attention map M_s (R1×H×W ) through
the spatial attention mechanism. This process increases the
ability of the network to extract local features and enables
the network model to obtain a better segmentation effect. The
process can be expressed as:

F ′ = Mc (F) · F (4)

F ′′ = Ms
(
F ′
)
· F ′ (5)

where F ′ is the result of the dot product of the feature map
output after the channel attention module and the intermedi-
ate feature map F , F ′′ is the dot product of the feature map
output after the spatial attention module and the intermediate
feature map F′ is the result of.

FIGURE 6. Combination of convolutional attention module and U-Net.

D. RADAM OPTIMIZER
The role of the optimizer in deep learning is to adjust the loss
function by training the optimization parameters. The loss
function is used to reflect the deviation of the actual value
of the target value in the test set from the predicted value.
Therefore, the optimization algorithm in the optimizer affects
the parameters of model training and output. Commonly used
optimizers are SGD [30], SGDM, RMSprop, and Adam [31].
The SGD optimizer uses stochastic gradient descent to update
model parameters, which solves the problem of random small
batch samples, but has problems such as adaptive learning
rate; The SGDM optimizer adds a first-order momentum
mechanism to the SGD optimizer to reduce the shock effect;
The RMSProp optimizer is an improvement on the SGD opti-
mizer by adding second-order momentum to better improve
the problem of excessive amplitude of the function appearing
during the training process, while speeding up the conver-
gence; The Adam optimizer adds a correction term based on
the SGDM optimizer and the RMSProp optimizer. By cor-
recting the first-order and second-order momentum devia-
tions, the algorithm can assign different adaptive learning
rates to different weight parameters. The RAdam optimizer
is an improvement on the basis of the Adam optimizer, and
a new correction factor is introduced. The formula of the
correction factor rt is given by Equation (6).

rt =

√
(ρt − 4)(ρt − 2)ρ∞
(ρ∞ − 4)(ρ∞ − 2)ρt

(6)

where ρt is the degree of freedom at moment of t , the calcula-
tion formula is shown in Equation (7), and ρ∞ is the specified
value, as shown in Equation (8).

ρt = f (t, β2) =
2

1− β2
− 1−

2tβ t2
1− β t2

(7)

ρ∞ = lim
t→∞

f (t, β2) =
2

1− β2
− 1 (8)

where β2 is the hyperparameter of the exponential moving
average.

By introducing this correction coefficient, the variance
term of the adaptive learning rate is corrected to alleviate the
convergence problem andmake the learning rate changemore
robust. After replacing this optimizer, the accuracy of the
model is further improved, and a better segmentation effect
is obtained.

III. EXPERIMENT AND ANALYSIS
In this study, the experimental software and hardware config-
uration are shown in Table 1.

A. DATASET AND PREPROCESSING
The blood image data used in this study were obtained from
the public blood cell dataset, which contained 100 images
with a resolution of 300 × 300 pixels(Graviti Open
Datasets/WBC Image Dataset 2 | Graviti). Manual annota-
tion was performed using LabelMe software. The dataset
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TABLE 1. Software and hardware configuration of the test.

was expanded to 500 blood cell images using augmentation
processes such as rotation, zooming, and random cropping to
enhance the data sample. Eighty percent of the entire dataset
was used as the training set, and 20% was used as the test set.

The experimental comparison network model U-Net is
referred to as the prototype framework in this study. The
number of training rounds was set to 80, the initial learning
rate was set to 0.01, the optimizer RMSProp was used for
gradient descent, and the batch size was set to 4.

B. SEGMENTATION EVALUATION CRITERIA
To quantitatively evaluate the segmentation results of the
algorithm, the following evaluation indicators were mainly
used: intersection over union (IOU), recall, and accuracy
(ACC), The formula is shown in Equations (9)-(11).

IOU =
TP

TP+ FP+ FN
(9)

Recall =
TP

TP+ FN
(10)

ACC =
TP+ TN

TP+ TN+ FP+ FN
(11)

where TP is the correct number of pixels for white blood cell
segmentation in pixel-level segmentation, that is, the pixel
point that is predicted to be a white blood cell and is cor-
rectly predicted. TN is the number of pixels for background
segmentation in pixel-level segmentation, that is, the pixel
points that are predicted to be background and are correctly
predicted. FN is the number of pixels for background segmen-
tation in pixel-level segmentation, that is, the pixel points that
are predicted to be background but are predicted wrong. FP is
the number of pixel points with incorrect leukocyte segmen-
tation in pixel-level segmentation, that is, pixels predicted to
be leukocytes but predicted incorrectly.

C. ABLATION EXPERIMENT
First, ablation experiments were conducted on the attention
module CBAM improvement points by adjusting their posi-
tions durning the process of model upsampling. First they are
added behind the first layer upsampling, second layer upsam-
pling and third layer upsampling, and their segmentation
results are observed and analyzed, as shown in Table 2. It can
be seen that the effect of adding the attention mechanism to
the model is positive, and the results are all better than the
segmentation effect of the original model. Then combined

addition experiments were performed, and the results after
adding to the first and second layer, the second and third
layers, the first and third layer upsampling, and after adding
to the first three layers upsampling at the same time are
shown in Table 2. By observing and analyzing the above
segmentation results and evaluation metrics, it can be con-
cluded that the optimal segmentation effect can be obtained
by adding the attention module CBAM after upsampling the
first three layers at the same time. Therefore, the attention
mechanism module of this model was added to increase the
segmentation accuracy of the model after the first three layers
of upsampling modules.

Second, in terms of the choice of optimizers, Adam and
RAdam were selected for comparison with the original opti-
mizer RMSProp, that, the experiments were conducted by
replacing the optimizer only based on the original model and
analyzing the effect of their evaluation metrics as shown in
Table 3. It can be observed that the RAdam optimizer yields
better results in this model. Therefore, the optimizer of this
model is chosen as the RAdam optimizer to improve the
robustness of the learning rate.

Finally, ablation experiments are performed for three
improvement directions of the model. The segmentation
results for the test set are shown in Figure 7. Figure 7
(a) shows the image information of blood cells, (b) shows
the labels of manually segmented blood leukocytes, (c) shows
the segmentation result of the original U-Net model, and
(d) shows the model segmentation after changing only the
hole convolution result. (e) shows the model segmentation
result after only adding the attention mechanism CBAM,
(f) shows the model segmentation result after only replacing
the optimizer Radam, (g) shows the segmentation results of
the model with a mixture of replacing the dilated convo-
lution and adding the attention mechanism, (h) shows the
segmentation result of the model that not only replaces the
atrous convolution, but also adds the attentionmechanism and
replaces the optimizer. It can be seen that the improved model
exhibits a better performance for the boundary segmentation
of leukocytes.

The evaluation indices of each model were calculated
as shown in Table 4. It can be seen that by changing the
dilated convolution, adding the attention module CBAM and
replacing the optimizer RAdam, the segmentation effect of
the original model has been enhanced to varying degrees.
When combined, the model obtained the best segmentation
result. The IOU of the improved model exceeded the bench-
mark U-Net by 5.1%, the recall exceeded 5.7%, and the Acc
exceeded 1.2%. Compared with the benchmark U-Net model,
the model proposed in this study has better stability and
segmentation effect.

D. COMPARATIVE EXPERIMENT
To verify the segmentation performance of the improved
model, two mainstream medical image segmentation models
were selected for comparison: ResUNet and DeepLabv3+.
At the same time, it is compared with the model MIF-Net
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FIGURE 7. Schematic diagram of blood leukocyte segmentation.

TABLE 2. Experimental results of attention mechanisms.

FIGURE 8. Comparative test segmentation results.

proposed in 2022 for blood cell segmentation. The segmen-
tation results of the different models are shown in Figure 8,
where (a) is the image information of blood cells,
(b) is the labels of manually segmented blood leukocytes,
(c) is the segmentation result of the original U-Net model,
(d) is the segmentation result of the ResUNet model, (e) is

TABLE 3. Optimizer experimental results.

the segmentation result of the DeepLabv3+ model,
(f) is the segmentation result of the MIF-Net model, and
(g) is the segmentation result of the model in this study. The
quantitative evaluation indicators for the segmentation results
are presented in Table 5.

It can be seen from the figure 8 that the model in this
study can segment the morphology of the leukocytes more
accurately. Compared to the comparison model, the boundary

1080 VOLUME 11, 2023



D. Li et al.: Segmentation of White Blood Cells Based on CBAM-DC-UNet

TABLE 4. Statistical analysis of segmentation results of different models.

TABLE 5. Comparative model segmentation results.

segmentation is clearer, which can reduce the influence of the
adhesion of surrounding erythrocytes. It can be seen from the
quantitative evaluation indicators that the CBAM-DC-UNet
model in this study showed better results for all indicators.
As shown in Table 5, CBAM-DC-UNet can achieve 96.2%
and 99.1% in IOU and Acc evaluation indicators,repectively,
which are 4.2% and 1%higher than the results of the ResUNet
network, respectively. Compared with DeepLabv3+, these
two indicators are 2.3% and 0.6%, respectively. Compared to
MIF-Net, these two indicators improved by 0.9% and 0.7%,
respectively. It can be seen that the network in this paper has
better performance in the segmentation of blood leukocytes.

IV. CONCLUSION AND OUTLOOK
In view of the important role of the detection of white blood
cell morphology in medical research on diseases such as
immunodeficiency, and the lack of clear boundaries in the
segmentation process. This study proposes a CBAM-DC-
Unet based on U-Net. (i) Using dilated convolution to replace
the traditional convolution, which increases the receptive
field of the model and improves the model’s ability to extract
the characteristic information of white blood cells, (ii) in
the upsampling process, combined with the attention mech-
anism CBAM, the problem of what the image features and

where the features can be better solved, and the model’s
ability to extract white blood cell features is strengthened,
(iii) using the optimizer RAdam to adjust the loss function
better and make the learning rate changes more robust, which
improves the segmentation accuracy of the model. On the
blood cell dataset, the IOU of the proposed model reached
0.962, the recall rate reached 0.974, and Acc reached 0.991.
Compared with the U-Net model, the improvements were
0.051, 0.057, and 0.012, respectively, which verifies the effec-
tiveness of the model. The next step will be to study the multi-
class segmentation of blood cell images, that is, to segment
white blood cells, white blood cell nuclei and red blood
cells in blood cell images at the same time, and to increase
the usefulness of the segmentation results for medical
research.
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