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ABSTRACT Topic modeling is a Natural Language Processing technique that has gained popularity over
the last ten years, with applications in multiple fields of knowledge. However, there is insufficient empirical
evidence to show how this field of study has developed over the years, as well as the main models that
have been applied in different contexts. The objective of this paper is to analyze the evolution of the topic
modeling technique, the main areas in which it has been applied, and the models that are recommended for
specific types of data. The methodology applied is based on bibliometric analysis. First, we searched the
Web of Science and the Scopus databases. We then used scientometric techniques and a Tree of Science
methodology, which allowed us to analyze the search results from the perspectives of classics, structure, and
trends. The results show that the USA and China are among the most productive countries in this field and the
applications have been mainly in the identification of sub-topics in short texts, such as social networks and
blogs. The main conclusion of this work is that topic modeling is a versatile technique that can complement
systematic literature reviews and that has beenwell-received in different academic and research contexts. The
results of this study will help researchers and academics to recognize the importance of these techniques for
reviewing large volumes of unstructured information, such as research articles, and in general, for systematic
literature reviews.

INDEX TERMS Literature review, machine learning, natural language processing, scientometrics, topic
modeling.

I. INTRODUCTION
Currently, most information is available in unstructured
forms such as video, audio, images, and text formats.
However, accessing large volumes of data, particularly in
text format, has become a significant challenge in computer
science, communication theories, and linguistics, making
this dataset manageable and understandable [1]. Examples
include computer science techniques for document classifi-
cation, clustering, named entity extraction, Topic Modeling
(TM) [2], general management of unstructured data, and
extraction of information from an extensive collection of
documents [3]. TM is a statistical technique used to identify
underlying themes in a set of documents that facilitate their
representation from the occurrence of words that compose
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them [4]. The basic assumption is that each document is a
random mix of topics and words [5]. This technique is based
on several methods and strategies to identify these topics.

One TM strategy is Latent Semantic Indexing (LSI), which
is based on the definition of a Document Term Matrix
(TDM) that relates to the number of times a term appears
in a document. Next, singular value decomposition was
applied to this matrix to reduce the dimensions and establish
the most relevant terms that define thematic issues [6].
Another strategy is Probabilistic Latent Semantic Analysis
(pLSA), which considers topics as a probabilistic distribution
of words, solving the main problem of the LSI strategy,
where a document may not contain a search term, but its
synonym [7]. Blei et al. [8] proposed a method for resolving
the problem of having documents in the training set without
probabilities, leading to the overfitting of the models when
working with large volumes of data. This method is called
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Latent Dirichlet Allocation (LDA) and is based on a Bayesian
version of the pLSA method, where each document has a
multinomial distribution over the topics, and each topic has a
multinomial distribution over the words. This method is one
of the most widely reported in the literature [9].

The present work arises from the need for one char-
acterization of scientific production around TM and to
identify the leading applications and evolutions of this
technique as a complement to other studies that have been
developed for similar purposes. Barde and Bainwad [4]
discuss various methods and tools. Kherwa and Bansal [5]
reviewed 300 papers on TM and concluded that LDA was the
most popular technique. Finally, Lie et al. [10] presented an
application of TM in short texts named GPU-DMM.

This study aimed to identify the scientific production,
evolution, and subtopics of TM through a scientometric
analysis. A similar study was presented by Hou et al. [11]
but only used the Web of Science (WoS) database, and
focused on a specific field of knowledge which is information
sciences. This study analyzed the scientific production of
TM by Scopus and WoS. Therefore, our research question
is what are the main contributions of TM using scientometric
techniques?

Using the results of this search in the two databases,
scientific mapping was carried out using the analysis of
citations and descriptive analysis of the annual scientific
production of both journals and researchers. Subsequently,
the Tree of Science (ToS) methodology was applied to review
the contributions of this topic over time. Finally, a cluster
analysis was performed to study articles in different subareas.

This paper contributes to the identification of the main
advances in TM and the most efficient strategies for the
analysis of literature and unstructured information. It also
contributes to the presentation of efficient strategies for
systematic literature reviews.

The rest of the article is organized as follows: the
methodological part, where the process of selecting papers
is explained; followed by the results showing the documents
that are part of the root, trunk, and leave; and finally, the
conclusions.

II. METODOLOGY
A. SEARCH STRATEGY
The search was performed using WoS and Scopus, because
these databases collect the most significant number of
research records with the highest impact worldwide [12]. For
example, WoS has more than 90 million records and Scopus
has approximately 60 million records [13]. Therefore, this
study is in accordance with the new trend of merging the most
important databases, which is sufficient for scientometric
analysis. The parameters used to perform the searches are
listed in Table 1.

The results from Scopus and WoS were merged using the
bibliometrix R package for the main information, and tosr
for references [14]. The final dataset contains 1697 registers,

TABLE 1. Parameters used to perform the search.

18 unique in WoS and not in Sopus. This result indicates that
Scopus has almost all papers on TM. Surprisingly, conference
papers comprised 53.2% (903) and articles comprised 40.1%
(680). This is relevant because TM academic literature is
positioned more in conference proceedings than in papers
and only 2.06% (35) were reviews. All the variables from
Scopus and WoS were included in this study; thus, the data
analysis was sufficiently rigorous to understand the main
contributions of TM. Code and data are available in the
GitHub repository.1

B. SCIENTIFIC MAPPING
Belmonte et al. [15] described scientific mapping as a scien-
tometric technique that allows the analysis of academic lit-
erature using bibliometric indicators of authors and sources.
For example, scientometric analysis is widely used to identify
disruptive innovations [16] and university performance [17].
This study focuses on four aspects: scientific production,
country, journal, and author analysis. This perspective shows
readers the complete scope of a research topic, starting from
a general overview and ending with a detailed analysis of
the collaboration networks. To take advantage of citation
analysis, this study applied the method proposed by Marin-
Hurtado [18]. This novel method creates a collaboration
network using references. Therefore, it is more accurate
to identify the network structures behind the scientometric
data. All these procedures were developed in the statistical
package RStudio (version 4.1.2), with its complementary
package Bibliometrix [14], and visualizations were made
using the ggraph R package (version 2.0.6) [19] and Gephi
(version 0.9.2) [20].

C. TREE OF SCIENCE
Thematic development is based on a citation analysis of
references found in research journals. With these references,
a large network is constructed in which each node represents
a paper, and the edges that join them are the citations
(references). The Tree of Science (ToS) algorithm cleans
the network removing papers with one citation (in-degree)
and zero references to other papers (out-degree). Also, ToS

1https://github.com/coreofscience/topic_modeling_review
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extracts the most connected subnetwork (giant component)
to remove small islands in the research topic (a more detailed
explanation is in [21]. With the clean citation network,
Blondel et al. [22] are ae applied to identify subcommunities
of densely connected nodes (clusters). The clusters with the
highest cohesion indicator (in this case, four) are selected.
The SAP algorithm was applied [21] to identify works
located in the root (hegemonic), trunk (structural), and leaves
(perspective) [23].

The Corporation Core of Science has recently deployed
two platforms to create ToS using WoS [24] and Scopus [25].
However, this study used the tosr package and a new
code to preprocess the data. The ToS is a well-known and
applied methodology for identifying the main contributions
of various research topics. This tool has been applied to areas
such as entrepreneurship [26], management [27], education
[28], and marketing [29]. Eggers et al. [30] provided a
detailed description of the diffusion process.

III. RESULTS
A. SCIENTIFICA MAPPING RESULTS
This section presents a descriptive analysis of TM using
bibliometric techniques. We analyzed five aspects: scientific
production, country production, journal production, and
author production.

1) SCIENTIFIC PRODUCTION
Fig. 1 shows the evolution of article production on this
subject. As can be seen in this graph, research in this
field has grown significantly over the last 11 years, with
a significant number of articles produced in the Scopus
database. However, between 2009 and 2020, the growth rate
in the number of publications in WoS was 50.5% per year,
while in Scopus, it was 27.2%.

The scientific production of a certain topic per year
is used to understand changes in a research field, and
citations received by a paper reflect its relative importance
in the academic community. In addition, a production
comparison between the Scopus and WoS databases is
important because it allows us to recognize the limitations
and benefits of selecting both databases. Thus, this study
analyzed publications in TM between 2004 and 2021 and the
total citations received each year to understand the impact of
the topic (see Fig. 1). In addition, the total unique production
of the two datasets was used to identify the similarities and
differences between TM production in Scopus and WoS.
Finally, we divided the evolution of production into three
stages: initial growth, rapid development, and stability. These
stages allow us to understand the different moments of TM
over time [31].

Initial growth stage (2004–2013): The total number of
publications during this period was 227 (10.54%). WoS
and Scopus had 30 and 197 publications, respectively. This
difference is because WoS started publishing TM papers in
2009, and Scopus in 2004. Citations received during this

stage represent 35.00% (9105) of the total citations; citations
received have a laggard effect because they are generated
after the papers have been published. During this stage, the
metric steadily increased every year. The most cited study
was Wang and Blei [32], who proposed an algorithm to
recommend papers using TM.

Rapid development stage (2014–2019): The total number
of publications and citations increased sharply every year.
This stage represents 55.48% (1195) of the total publications
and 58.08% (15112) of the total citations. The average growth
percentage of publications was 23.08% and the total number
of citations peaked in 2016. The paper most cited in 2016 was
by Lie et al. [10], and the most productive source was Lecture
Notes in Computer Science, with 62 chapters on TM.

Stability stage (2020–2021): We selected only two years in
this stage because the total production stay level during this
period; the total number of publications was 33.98% (732),
and the growth percentage was -4.60%. The total number of
citations received decreased because of the lagged effect of
this variable.

2) COUNTRY ANALYSIS
Country analysis is becoming a common scientometric
technique to identify the most productive places in the world
in a specific topic [33]. The country’s productivity reflects the
investments of governments in science to increase industry
innovation [34]. Therefore, it is important to understand
the dynamic of scientific production, quality, and impact
of countries’ research. This study shows the production
(number of papers), quality (according to Scimago metrics)
and impact (citations received) of a country’s research.
Also, a collaboration network is created to understand
the communities generated through the interactions among
researchers.

There are 76 countries researching TM, and the top ten
are shown in Table 2. This list is organized according to
the percentage of production of each country concerning
the total number of records obtained in this search. These
10 countries produce 70.25% of the total papers, but only the
first two produce 40% (USA and China). This behavior could
be explained by the dynamics of states such as Silicon Valley,
which has tech companies such as Metabob2 specializing in
TM. It is important to clarify that we used all affiliations of
each author but removed duplicate affiliations in each paper.
These results could differ from those of software such as
Bibliometrix, which uses only the first author.

The citation column represents the sum of citations in
the WoS and Scopus per country. Similar to the production
outcomes, the USA and China cited 53.5% of the total
citations. It is worth noting that although Switzerland,
Finland, and Denmark do not appear on the list because of
their low production labels, these countries have high citation
indices of 182, 168, and 144, respectively. In contrast, Japan
performs better in scientific production, but not in impact.

2http://metabob.com/
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FIGURE 1. Annual scientific production.

TABLE 2. Ten most productive countries in TM research.

Another important variable in the analysis was the quality
of production. Table 2 presents the four quartiles of the
Scimago dataset. The USA and China have outstanding
outcomes: 75.45% ofUSA production in quartiles is at the top
level (Q1), and 69.66% for China’s production. Interestingly,
India, Japan, and Italy are among the top ten most productive
countries, but their quality dropped dramatically in Q1 levels
(3, 0, and 4 papers, respectively). Studies without quartile
positions in the Scimago dataset were also excluded.

The performance of the USA and China can be explained
by the projects together. The five strongest relationships

were between the USA and China (75 papers), Australia and
China (30 papers), Hong Kong and China (24 papers), the
USA and Korea (23 papers), and the USA and the United
Kingdom (16 papers). Themost recent studies in the USA and
China compared eight neural methods for topic modeling in
social science [35] and proposed a random walk method for
TM [36]. The results show the difficulties to find the optimal
number of clusters between TM methods with an experiment
using newspapers. Fig. 2 presents six subgroups of countries,
and the cluster-by-size inset figure shows a similar size
among the five largest clusters. The nodes-and-links through
time inner figure shows the interaction between new countries
and new relationships over time. According to this figure,
new relationships have been increasing since 2016, consol-
idating TM country collaboration into a strong scientific
community.

3) JOURNAL ANALYSIS
IEEE Access has the highest number of publications for
each journal. Another outstanding journal is Information
Processing and Management, which specializes in computer,
decision, engineering, and social sciences. This information
is presented in Table 3, which shows that the most important
journals regarding factor impact were Knowledge-based
systems (1.59), BMC Bioinformatics (1.57), and information
sciences (1.52).

Fig. 3 shows the citation analysis using references from
the Scopus and WoS searches. The citation network shows
different topics of a group of papers. Each node is a journal
and the links are references among the journals. This figure
presents the three largest communities because the entire
network has 20.834 nodes and 37.358 links. The tipping
point after cluster four is defined as shown in the inset
of figure [18].
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TABLE 3. Most productive scientific journals.

The first community (red) represents new advances in
TM technology. For example, the journal most connected to
this cluster was the Journal of Machine Learning Research.
The last study on TM proposed a new algorithm using
a class-specified topic model (CSTM) [37]. Additionally,
in this cluster, the ICML (International Conference on
Machine Learning and Applications) published papers on
TM. An example is an algorithm proposal using semantic-
assisted Non-negative Matrix Factorization-based topic mod-
eling (SeNMFk) [38]. SeNMFk was tested with newspapers
from BBC, the data has five topics well-identified, and the
SeNMFk calculates accurately the right number of clusters.

The second cluster (green) represents the applications
of political topics such as debates and climate change.
For example, Greene and Cross [39] studied a political
agenda using TM, and Grimmer and Stewart [40] presented
the advantages and disadvantages of using this method
in political texts. In addition, Lesnikowski et al. [41]
demonstrated the potential applications of TM in governance
literature. The third cluster represents the application of TM
in management. This cluster includes journals such as the
Journal of Marketing, the Journal of Business Research, and
Marketing Science. All of these journals are at the top of
marketing and management.

For example, Mustak et al. [42] reviewed Artificial Intel-
ligence in marketing using TM technology. Hyun et al. [43]
used TM to analyze the effects of spoilers in online reviews.
Fig. 3 presents a clear group of journals related to specific
applications of TM. More importantly, TM has a wide range
of applications in politics and management.

4) AUTHOR ANALYSIS
Table 4 lists the most productive authors of WoS and Scopus.
The author, h-index, number of records, and the most notable
publications concerning the number of citations received in
the database are shown in each case.

TABLE 4. Most productive authors.

Generally, these studies applied topic modeling to a
literature review and analyzed the techniques used in this task.
It should also be noted that most authors listed in this table
were Chinese.

We generated an Academic Social Network (ASN) with
data from the search and their references [54] (see Fig. 3),
where each node in the ASN is an author and a link is
created when they publish a paper together. The final ASN
has 47417 nodes and 318478 links and because of its size,
we split the ASN into clusters [22] and show the three biggest
clusters with the 10 most connected authors of each one
(highest degree).

The first academic community (red) was related to
advances in TM. Professor Ximing Li has worked on TM
since 2015. In his first paper, he and his colleagues identified
some limitations of LDA in identifying topics and proposed
a new algorithm called group latent Dirichlet allocation
(GLDA) [55]. GLDA shows high performance in evaluating
extremely sparse short texts on social media. Dr. Li worked
with Professor Yang Wang on topics related to topic
extraction [56], and Professor Xinhua Wang on topics
related to improving the methods for selecting words in
topics [57]. Dr. Li and Dr. Wang worked at the College of
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FIGURE 2. Country collaboration map.

Computer Science and Technology, Jilin University (China).
Professors Yuefeng Li and Jinglan Zhang worked on several
papers. For example, they reviewed the main TM techniques
used in customer reviews [58]. Both professors worked at
Queensland University of Technology (Australia).

The second community (green) represents the application
of TM in different areas. For example, Kim and Lee studied
blockchain technology using TM [59]. Both professors
were from the School of Management Engineering in the
Republic of Korea. Lee, Kim, and other colleagues applied
TM to understand the perceptions of smartwatch use [60].
In addition, both the researchers were from the Republic of
Korea (Sungkyunkwan University). Another application is
perceived trust in educational texts by professors Jaehyun
Park, Minyeong Kim, and other co-authors [61]. The two
professors were from Incheon National University in Korea.
Another study by Korean researchers analyzed diabetes with
TM [62]; professors Lee Junghye, Youngji Kim, and Seungmi
Park are from different universities but are relatively close to
each other.

The last community (blue) shows the contributions of
researchers from the United States. Professor David Blein
from Columbia University in New York was the most active
author of this cluster. He wrote a classic book in TM with
professors Andrew Y. Ng (Stanford University) and Michel I.
Jordan (University of California) [8]. Dr. Blein also worked
with Professor HannaM.Wallach ofMicrosoft Research [63]
and Professor David Mimno of Princeton University [64].
Finally, Professor Padhraic Smyth from the University of
California and Andrew K. McCallum from the University
of Massachusetts Amherst worked together [65], [66]. These
three clusters show the influence of geographic proximity on
academic team development [30].

B. TREE OF SCIENCE (ToS)
The network analysis allowed us to identify the most
relevant documents. Records with the highest indicators were

selected for review and organized using the metaphor of
the tree of science: classic (roots), structural (trunk), and
recent (leaves) [21]. The clustering algorithm proposed by
Blondel et al. [22] was used to establish the subareas or
common areas of research, thus identifying the four main
groups that could be observed in the leaves.

1) ROOT (CLASSICS)
Based on the results of the SAP algorithm, Deer-
wester et al. [6] identified the first study on roots. The authors
have described an automatic indexing and retrieval method.
This approach takes advantage of the higher-order latent
structure by associating terms with documents (‘‘semantic
structure’’) to improve the detection of related papers from
words found in the query. These elements were the starting
points for defining the LSI strategy described above. A few
years later, Hoffman [67] proposed a variation in LSI that
improves synonymy and polysemous word problems.

Latent Dirichlet Allocation (LDA) is a well-known TM
technique. This technique is a hierarchical Bayesian model,
in which each item in a corpus is modeled as a finite mixture
over a set of latent topics. Each topic is modeled from
an infinite combination of a set of latent probabilities of
words that explicitly represent documents [8]. Subsequently,
an essential contribution to the development and application
of this methodology was presented in [68], who proposed an
algorithm based on the Monte Carlo method with Markov
chains to perform inferences in this model. The work
presented by Chang and Blei [69] is also important, in which
a strategy called the relational thematic model (RTM) is
proposed. This binary random variable models the links
between documents based on their content, and allows the
prediction of word sequences between them.

2) TRUNK (STRUCTURAL)
Among the group of structural articles, we highlight the
study by Wang and Blei [32]. They combined collaborative
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FIGURE 3. Journal citation analysis of TM.

filtering methods with probabilistic topic modeling to find
latent structures that are easily interpretable and to generate
recommendations on existing and recently published articles.
In addition, Cheng et al. [70] showed that LDA and pLSA
techniques fail to identify topics in short texts because
of the scarcity of coexisting word patterns in these texts.
To address this, the authors provide a new method of
modeling topics in brief text called bithermal topic modeling
(BTM). This model learns topics by directly modeling the
generation of word co-occurrence patterns (i.e., bitherms)
in a corpus, thereby enabling efficient inference with
rich corpus-level information. The experiments developed
in this study with short collections of texts show that
BTM can explore more extensive and cohesive topics and
significantly outperform the results achieved with other
techniques [71].

Finally, it is worth highlighting that a series of studies has
considered the presence of topics over time. These studies
identified and evaluated expert opinions on COVID - 19 [72]
during the outbreak period compared with other periods [73].

3) LEAVES (PERSPECTIVES)
The papers that were grouped into categories of perspectives
are presented below. The methodology applied made it
possible to group these papers into four groups or clusters
(Fig. 5).

a: CLUSTER 1: SOCIAL MEDIA
The first perspective is characterized by a set of applications
that identify patterns in the interactions of social network
users regarding personal and social behavior; therefore,
applications of TM with social media data. Alfred et al. [74]

proposed a technique called the multi-objective genetic
algorithm (MOGA) based on text clustering for topic
extraction. This method was applied to perform supervised
classification analysis of Twitter interactions. Another work
that stands out in this group is that developed by Li et al. [75],
in which topic modeling was used to identify situational
interactions concerning the COVID - 19 pandemic and how
users use social media to acquire and exchange various types
of information.

Other examples of TM applications on Twitter include
an analysis of the Brexit debate, an investigation of how
China influenced the perceptions of Hong Kong’s protests,
and a study of the controversial Gillette campaign. del
Gobbo et al. [76] presented a three-and-a-half-year study
on the famous Brexit debate in England. They analyzed
33 million tweets and identified 20 topics. Zhang et al. [77]
analyzed 14,412 tweets posted by 13 organizations and
identified six strategies: conflict, violence, and calling for a
stable order. Xu and Xiong [78] investigated 100,000 tweets
from Gillette’s campaign on toxic masculinity, and suggested
that influencers play an important role in influencing users’
perceptions.

Other TM studies on other social media networking
sites include those by Jiang et al. [79] and Törnberg and
Törnberg [80]. Jiang et al. [79] investigated the spread of
information regarding the human papillomavirus vaccine
information in China. They studied the information propaga-
tion and information acquisition process, and identified the
impact of social media on health knowledge. Törnberg and
Törnberg [80] studied the patterns of representation of the
words Muslim and Islam in 105 million words from Internet
forums between 2000 and 2013. This work is one of the most
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FIGURE 4. Academic social network for TM.

prominent studies on the discursive power of social media in
the modern society.

b: CLUSTER 2: TOPIC MODELING FOR SHORT TEXTS
This cluster presents different algorithms in short texts to
identify topics. Mai et al. [81] proposed an alternative
algorithm called TSSE-MMM that focuses on improving
the coherence and interpretability of topics by subdividing
the issues and applying semantic enhancement and word
embedding to alleviate the problem of low data availability.
In addition, Steuber et al. [82] presented an algorithm
called A-LDA (Archetypal LDA), which identifies topics
without supervision and with co-occurrence evaluation
through archetypal analysis. The FastText-based Sentence-
LDA (FSL) is another algorithm for short texts [81]. The FSL
is divided into two steps: the first trains a word-embedding
model with replacement, and the second is a latent model
that integrates words in sentences. Lin et al. [84] studied
a new method for identifying topics in short sentences by
using neural networks and Archimedean copulas. Another
newmethod proposed byHe et al. [85] assigns one target from
aDirichletMultinomialMistureprodess and discovers several
angles to identify the topic (Targeter Aspects Oriented Topic
Modeling, TATM).

Similarly, Li et al. [10] considered the word embedding
method and proposed a GPU-DMM model based on the
Dirichlet multinomial mixture model. The same strategy was
used by Qiang et al. [7], where the method was defined

as an embedding-based topic model (ETM). In addition,
a regularized Markov random field model that provides
correlated words with a better chance of being placed on the
same topic is presented. A more sophisticated complement
to these techniques is based on Recurrent Neural Networks
(RNN) to learn these relationships and filter high-frequency
words [86].

c: CLUSTER 3: SENTIMENT ANALYSIS
Topic modeling has essential applications in sentiment
analysis of information generally posted on blogs and
social networks, such as Twitter. Therefore, the third cluster
comprised publications reporting results mainly related to the
study of information published on social networks, mainly
about COVID - 19. For example, Singh et al. [87] analyzed
the myths and prevalence of low-quality information circu-
lated on a large scale through social networks about new news
about the spread of the disease.

Topic modeling was also applied by Stokes et al. [88]
to identify the evolution of COVID-19 discussion topics
in an online public forum as of March 2020, and by
Ordun et al. [89] to analyze circulating information regarding
the spread of cases, healthcare workers, and personal
protective equipment in the USA. Similarly, after 2020,
studies appeared in which TM was used to analyze the
large amounts of information that made it possible to
document the experience of patients who have suffered from
COVID-19 [90]. In turn, in Ma et al. [91], TM was used to
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FIGURE 5. Academic social network for TM.

model issues regarding the perception of the effectiveness
of vaccines and the indifference of various groups of people
toward this protective measure. Wang et al. [92] identified the
reactions of people to Twitter regarding the use of masks and
vaccines.

We also found studies in which TM was applied to senti-
ment analysis of information published on social networks
and opinion sites on topics such as customer satisfaction
in tourism and hotel services [93], [94], [95], [96], [97],
consumer behavior [98], [99], [100], [101], and nursing staff
experience [102], [103].

d: CLUSTER 4: INFORMATION SCIENCES
This subtopic represents papers that analyze trends in infor-
mation science. For example, Han [104] investigated the evo-
lution of library and information science from 1996 to 2019,
similar to that reported by Miyata et al. [105], who
analyzed the thematic transition from 2000 to 2002 to
2015–2017. Kurata et al. [106] analyzed 1648 full-text
articles related to information science and published them
in the five most prominent journals. Baghmohammad et al.
[107] studied the thematic trends in Iran. Ianina et al. [108]
implemented additive regularization of thematic models
(ARTM) to build a model that met multiple objectives,
thereby reducing the cycle of time-query navigation and
refinement. All of these studies used the LDA tech-
nique to identify the underlying themes in the corpus of
documents.

IV. CONCLUSION
This study had three objectives: to map scientific production
concerning topical modeling, to identify the most prominent
authors and journals, and to identify the main applications
and emerging trends in this line of research. We reached these
objectives based on 1697 records from the WoS and Scopus
databases from 2000 in WoS and from 1960 in Scopus to
November 13, 2021. The findings reported here shed light
on the evolution and different applications of TM.

This study demonstrates the notorious growth of TM
between 2013 and 2019 (Fig 1). It was also observed that
the USA and China were countries with high quality and
a significant number of contributions (Table 2 ). The most
popular journals in TM are IEEE Access and Expert

Systems with Applications (see Table 3 ). According to
Fig. 3, there are three main subgroups in the academic social
network: China, Korea, and the USA. The most prominent
authors are Professors Hao-Ran Xie, Chen X.L., Ximing Li,
and Changchun Li. The high quality of the journals in which
these studies were published was also highlighted.

Furthermore, four clusters were identified in which the
main applications of topic modeling were related. The first
cluster comprised studies in which different techniques were
applied and defined for TM in short text. This group is
also related to Cluster two, where TM is applied from a
specific perspective: personal and social behavior on social
media sites. Cluster three stands out for being formed by
works that characterize scientific production in information
science. Finally, Cluster four identifies studies related to
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sentiment analysis, one of the best-known applications of
topic modeling in different contexts.

This study highlights the application of a methodology for
the compilation and organization of scientific records. The
methodology is based on graph theory and social networks,
by grouping authors and documents in order of the number
of citations among them. This is a strategy that complements
the many existing strategies for systematic literature review.
In addition to offering consistent and easy-to-interpret results;
also, it has been successfully applied in important literature
reviews [54], [109], [110].

A limitation of this study is the multidisciplinary nature
observed in applying these techniques in literature review,
finding records in medicine, social sciences, and computer
science, where new methodologies or combinations of
existing methods have been proposed to improve their
performance. This leads to the fact that the performance
evaluation of these models should be made, not only from
theoretical metrics (perplexity, coherence, etc.) but also from
the perspective of a subject matter expert.

For future research, we suggest approaching TM from
three perspectives: new advances, applications in the def-
inition of underlying topics in specific areas, and latent
challenges in computer and basic sciences.
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