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ABSTRACT The output speed of a high-resolution camera with a fast frame rate is high, reaching 800 MB/s
or even more. Consequently, the abundant data recorded can easily cause data overflow during transmission
and frame loss during storage. To address this problem of data overflow and frame loss while achieving
reliable acquisition rates, herein, we design a high-speed video adaptive transmission and storage method
based on the camera link transmission protocol. The system uses the camera link transmission protocol and
high-speed cameras for data acquisition. During data transmission, memory space is employed as the data
buffer pool, an adaptive memory buffer pool is designed using the hardware and acquisition parameters,
and a circular read/write buffer, combined with a block device read/write method, is used inside the buffer
pool for data transmission. For data storage, input/output completion port asynchronous storage mixed with
frame sequence number filtering is employed to write data, and the adaptive buffer of the hard disk is used to
achieve efficient data writing. The experimental results reveal that the proposed method can realize efficient
and stable writing of data on conventional industrial cameras based on the camera link interface, effectively
addressing the problem of frame loss during data storage. Moreover, the stored data can be transferred
efficiently with less resource occupation, thereby meeting the application requirements of high-precision
vision measurement systems and demonstrating broad application value.

INDEX TERMS High-speed camera, buffer, data storage.

I. INTRODUCTION
In recent years, the demand for cameras with better resolution
and high frame rates has increased owing to the increased
use of vision measurement systems in industrial inspection
fields and the military [1]. Modern high-speed cameras can
have capturing frame rates of hundreds or even thousands of
frames per second. However, in vision measurement systems,
the massive amount of high-speed video data generated by
high-resolution and high-frame-rate cameras requires reliable
acquisition, stable transmission, and efficient storage tech-
niques. Data acquisition techniques for large amounts of data
are developed based on suitable high-speed data transmission
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protocols; however, a mismatch between the protocols and
transmission bandwidths can easily cause limitations in data
acquisition. Directly transferring massive amounts of data
from the data acquisition card to the storage system can
potentially exert enormous transmission pressure on the com-
puter CPU and memory, which creates a bottleneck during
data transmission.

Stable storage of massive amounts of data requires the
write speed of the hard disk to match the data output rate; if
this is not met, the possibility of data frame loss increases,
resulting in inefficient use of the large amounts of data
recorded.

Generally, the high-speed camera acquisition technology
is based on reliable camera interface transmission proto-
cols and camera acquisition cards. Reliable data acquisition
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requires transmission protocols and transmission bandwidths
that match the properties of high-speed cameras. However,
transmission protocols with an excessively high rate can
potentially exert enormous investment and transmission pres-
sure on high-speed data acquisition cards and computers.
Therefore, stable data transmission and efficient storage are
essential for vision measurement systems. Usually, the trans-
mission of messages contained in large amounts of data
requires stable and efficient algorithms; however, the mech-
anisms of transfer of large amounts of data from acquisition
cards to the computer storage need to overcome the issues
of data overflow and frame loss. Despite the development
of hard disks and the storage technology, high-speed data
storage still suffers from several issues, such as frame loss
due to mismatch between the hard disk writing speed and
inefficient writing methods.

Typical transmission protocols for high-speed cameras are
camera link, CoaXPress, GigE, etc. The camera link proto-
col was developed at the beginning of the 21st century as
a dedicated data transmission interface for industrial cam-
eras, and it was introduced by National Instruments with
four data acquisition modes that could acquire and trans-
mit data. Waeny et al. designed and developed a comple-
mentary metal–oxide–semiconductor industrial camera with
the camera link interface, achieving a data acquisition rate
of 200 MB/s [2]. Xu et al. developed a high-speed image
acquisition system based on the camera link interface, which
uses two static random-access memory (SRAM) units for
ping-pong operations to buffer data for data acquisition
and transmission with a rate of 150 fps–500 fps via serial
data transfer [3]. Nieto et al. developed a data acquisition
and transmission device based on field-programmable gate
array (FPGA) and graphics processing unit (GPU) devices
with the camera link interface to transfer data by buffering
between the FPGA, data acquisition system, and GPU [4].
Chen et al. High-Speed Image Velocimetry System for Rain-
fall Measurement was built using CMOS cameras, capable
of capturing images at 500 frames per second [5]. Although
data recorded by a camera can be transferred using two
SRAM buffers, as well as an FPGA and GPU, the hardware
must be designed and developed as a dedicated hardware
device. However, the versatility of the hardware is usually
poor, and the transmission speed of the system is thereby
affected. With the developments in the industrial camera
field, the CoaXPress protocol gradually came into public
view for coaxial cable transmission. Its transmission speed
can typically reach 1.25–6 Gbps, and it covers a long trans-
mission distance. In 2020,Waide used the CoaXPress camera
interface protocol to develop a multiple camera vision sys-
tem [6]. The GigE protocol is a recently developed digital
interface protocol that is used along with machine vision,
enabling transmission speeds of up to 1 Gbps, long-distance
transmission, and simultaneous data acquisition from mul-
tiple cameras. Qi et al. used multiple GigE cameras to
realize a high-speed vision system with a wide field of

view [7]. Zang et al. proposed high-speed TDICCD image
data acquisition and storage system, the system uses Field-
Programmable Gate Array(FPGA) controlling synchronous
dynamic random access memory(SDRAM) array to realize
the cache of image data, then according to the received
commands, sends certain channel’s image data to the acqui-
sition card to write the image data into SCSI hard disk
and implements the final storage [8]. Ye et al. designed an
FPGA hardware-based GigE camera acquisition system that
could write the acquired data into SRAM, thereby lowering
resource consumption of the computer [9].

The camera link interface protocol was the first protocol
to be developed, and it presented no advantages in terms
of the transmission bandwidth, transmission distance, and
transmission speed compared with other transmission pro-
tocols. However, several old industrial cameras still use the
camera link interface protocol. So far, researchers have not
been able to suggest efficient solutions for old industrial cam-
era acquisition and transmission storage systems equipped
with the camera link interface protocol. To address this gap,
in this study, the camera link interface transmission protocol
is used for several old industrial cameras to develop a data
acquisition module. The protocol uses a computer memory
buffer to receive the acquired data to achieve efficient data
transmission and storage based on its four acquisition modes.

So far, researchers have proposed two general solutions to
address the problem of data overflow and the bottleneck of
data transmission during the transmission ofmassive amounts
of data; one involves the buffering of data based on hard-
ware, and the other involves the use of the memory buffer
pool space in the computer for dynamic buffering or the
development of a ring buffer. Xu et al. designed a high-
speed image acquisition system based on the camera link
interface protocol, which uses two SRAMunits for ping-pong
operation during data buffering to acquire and transmit data
with a rate of 150 fps–500 fps via serial data transmission [3].
Although data buffering based on hardware SRAM can col-
lect data acquired by high-speed cameras, the hardware must
be designed and developed for specific hardware devices.
The resulting system is less versatile, and as the buffer pool
is a space in the computer memory, using the data buffer
pool to buffer the large amount of data collected can reduce
the strain on the computer system, thereby providing more
stable transmission. Eckart et al. developed the performance
adaptive (PA)-user datagram protocol (UDP), which uses the
UDP to transmit data and adopts a buffer pool management
algorithm to dynamically adjust the buffer pool size, aim-
ing to achieve data buffering [10]. In 2012, X. Wang et al.
design DMA size to improve the transmission efficiency [11].
In 2013, the Rada algorithm [10] was proposed based on the
PA-UDP protocol for dynamic buffer acquisition during high-
speed data transmission; the algorithm uses relevant param-
eters to dynamically adjust the buffer size and a dynamic
memory adjustment scheme to adjust the available memory.
The experimental results revealed that the dynamic buffer
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FIGURE 1. Framework of the camera link-based adaptive transfer storage system.

scheme outperformed the static buffer scheme in terms of the
throughput and memory occupation. However, this dynamic
buffer scheme uses multiple parameters for collective adjust-
ment, and this implementation requires various data param-
eters and abundant memory and storage. Additionally, the
implementation of themethod is slightly complicated, and the
method uses highly concurrent data from data centres, such
as banks. Moreover, the amount of data generated is far less
than that collected by high-speed cameras. Zhuo et al. adopts
the computer distributed framework and the efficient network
transmission technique to finish overall framework design of
the network data visualization system, and realizes it based
on the Web full-stack technique [12]. In 2017, Paul et al.
proposed a circular buffering algorithm for high-speed data
transfer through a shared memory area [13]. Inglés et al. used
a standard C++ library to develop a multi-threaded circular
buffer system [15]. Kasu et al. propose The layout-aware
data scheduling (LADS), During data transfer, LADS can
avoid congested storage elements by exploiting the underly-
ing storage layout at each endpoint. This improves the I/O
bandwidth and hence the data transfer rate across high-speed
networks [16]. In 2022, H. Kim et al. propose a concurrent
and reliable end-to-end data integrity verification scheme
considering the internal operation of the storage devices for
data transfer between high-performance computing systems
with flash-based storage devices. To perform data integrity
verification including data corruptions that occurred inside
the storage devices, we control the order of I/O operations
considering the internal operations of the storage devices
[17]. Generally, shared memory, multi-threading, and ring
buffers can increase the efficiency of data transfer; however,
such systems do not specify the size of the buffers, which is
prone to redundancy.

So far, two solutions have been proposed to address
the problems of frame loss during the transfer of massive
amounts of data and the mismatch between the storage effi-
ciency andwriting speed. These solutions increase the storage

efficiency using a byte stream writing algorithm for data
writing or the asynchronous storage strategy of input/output
completion port (IOCP) and the buffer management algo-
rithm. In 2016, researchers used a byte stream writing algo-
rithm for data storage [18], aiming at stable and reliable data
writing. However, the large amount of data generated during
industrial experiments is prone to data loss and transmission
instability problems when the byte stream writing algorithm
of the transmission control protocol is used, which is why
the transmission efficiency is significantly reduced. With the
continuous development in the performance of high-speed
storage media, the asynchronous storage strategy of IOCP
has been adopted to significantly accelerate the efficiency of
high-speed data transmission and storage. In 2014, a bicycle
rental platform was developed using the IOCP mechanism
to handle the high concurrency of data with reasonable allo-
cation of resources [19]. The use of IOCP for asynchronous
storage can produce a sufficient response to a large amount of
data written via concurrent execution, which reduces the data
processing time. Nonetheless, only limited multi-threaded
storage techniques based on thread pooling have been pro-
posed, and the massive data frame loss can also pose a
major problem. Wei et al. propose a locality-aware cooper-
ative buffer scheme referred to as FlashCoop (Flash Coop-
eration), which can efficiently shape the I/O request stream
and improve the sequentiality of the write accesses passed
to the SSD [20]. Liu et al. proposed a cache management
algorithm to improve the disk cache utilization of solid-state
drives (SSDs) by using random access limited. Accordingly,
the data written to the stock is randomized and flushed to the
hard disk to advance the efficiency of cache utilization [14].
However, this random-write algorithm causes computational
stress per frame on top of frame reads. In terms of addressing
the data loss, researchers have adopted hardware and software
solutions to deal with the same. On the hardware side, the
number of frames recorded and the number of frames stored
are synchronized using a synchronized digital tube; however,
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its implementation is challenging. The software uses frame
marker points to mark the frames in the collected data before
identifying and verifying the frame markers during storage to
identify frame loss. During the storage of massive amounts
of data, the mismatch between the writing speed of the hard
disk and the data transmission speed can lead to frame loss.

In summary, this study aims to accomplish the following
objectives based on research proposals and ideas put forth
in recent years. First, for the limitation on data acquisition,
a vision acquisition system based on the camera link protocol
is designed to efficiently add different acquisition modes of
the camera link protocol under low bandwidths. An adaptive
memory buffer is designed to receive the data transferred
from the camera acquisition card to address the problem of
data overflow and the data transmission bottleneck. More-
over, by using an adaptive dynamic memory buffer pool and a
circular buffer within the buffer pool, the size of which is con-
sistent with the size of the captured image, data redundancy
is significantly reduced, and the efficiency of transmission
is considerably improved. Third, the asynchronous storage
strategy of IOCP is used to store data usingmultiple threads to
address the problems of frame loss and low storage efficiency
during data storage. Additionally, a new frame structure is
adopted to identify the frame structure during storage to
solve the problem of frame loss and to increase the storage
efficiency.

II. HIGH-SPEED VIDEO ADAPTIVE TRANSMISSION AND
STORAGE METHOD
In this study, the considered high-speed video adaptive acqui-
sition and storage method based on the camera link protocol
is divided into two modules: the adaptive memory buffer
module and the adaptive data storage module. In the memory
buffer module, a dynamic memory buffer pool is used for data
transmission, and a circular buffer is adopted to achieve cir-
cular buffering of acquired data frames. The size of the buffer
pool and that of the buffer are determined experimentally.
In the adaptive storagemodule, the adaptivemodel of the hard
disk buffer is developed based on experiments and data fitting
by adopting the asynchronous multi-threaded approach of
IOCP to increase the storage efficiency.

The remainder of this paper is organized as follows:
Section I introduces the adaptive data transfermodule, includ-
ing the determination of the buffer pool size, buffer size,
adaptive memory buffer pool, and circular buffering of the
buffer. Section II introduces the adaptive data storagemodule,
including the asynchronous multi-threaded storage of IOCP
and the adaptive storage method of the hard disk. Finally,
Section III presents the experimental results.

A. ADAPTIVE DATA TRANSFER MOUDLE
During the transfer of large amounts of data, data transfer
from the camera acquisition card to the computer can eas-
ily cause data overflow because the software development
kit (SDK) of a high-speed camera acquisition card does
not involve the buffer pool design. Furthermore, if data are

written directly through the hard disk, the writing speed of the
hard disk does not match the data transfer rate, which signif-
icantly affects the stability of data storage and may even lead
to the loss of a large amount of data. Therefore, reasonable use
of the memory buffer space has been considered in existing
studies, and consequently, it has been established that data
can be stored efficiently by designing a suitable buffer pool.

Figure 2 presents the primary methods of adaptive data
transmission. A high-speed camera records large amounts of
high-speed video data and transmits the data to the image
acquisition card through the optical fiber medium. Subse-
quently, the image acquisition card sends the image data to
the computer. Herein, we use a dynamic buffer pool to buffer
the data transmitted by the camera acquisition card. First,
a circular buffer is designed in the buffer pool space based on
the actual physical memory; the acquisition frame rate, image
size, and other related parameters are used to determine the
buffer pool size for pre-acquisition. The buffer pool size is
then selected. Although the buffer pool size is adjusted with
the acquisition rate, an oversized buffer pool still affects the
performance of inter-process communication (IPC). Further,
the maximum limit size of the buffer pool and size of each
buffer are designed based on an experiment. Subsequently,
the circular buffer pool is introduced to accommodate the
massive amount of data transferred. Each buffer in the buffer
pool can be written repeatedly, thereby addressing the prob-
lem of data overflow in the buffer pool.

FIGURE 2. Adaptive transmission algorithm framework.

B. BUFFER POOL SIZE
The buffer pool is a part of the computer’s memory (RAM)
space, which is utilized for data exchange with the CPU in the
Windows operating system. The system memory size is gov-
erned by the size of the physical memory, which is determined
by the size of a specific memory card. However, the memory
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size in an operating system is not exactly equal to that of the
physical memory, as part of the computer’s hardware also
occupies a small portion of the memory. When a program
is running, the operating system allocates memory space for
each process of the program and limits the memory size for
each program. Consequently, excessive memory usage slows
down data exchange between the CPU and memory in the
operating system, which affects the performance of the com-
puter [21]. In this study, a dynamic buffer pool is designed,
whose size adapts to the amount of data collected each time.
However, the maximum buffer pool size of the same IPC is
determined by the memory of the IPC. The designed dynamic
buffer pool is too large, which is why it requires extensive
computer resources, and such high memory usage can cause
system run down.

Therefore, in this study, we design experiments to deter-
mine the amount of space that can be allocated to the buffer
pool for high-speed data transfer.

Note that the size of a buffer determines the size of the
entire buffer pool, as indicated in the following equation.

s× p = b (1)

where s indicates the number of buffers, p indicates the buffer
size, and b indicates the size of the entire buffer pool. Usually,
high-speed data are transferred to the buffer pool

In a frame-by-frame manner, and during writing, the data
are written in the order of each frame. When the data are not
transferred and stored in frame, it is essential to determine
the starting pixel position of a particular frame when the
image is displayed in real time, which will result in additional
computational burden. In this study, we design a storage
method to reduce the computational burden by aligning the
size of the area of interest of high-speed camera exposure
with the buffer size. The buffer size is related to the size
of the block device during the one-time write operation; the
following graph presents the write speeds of two different
hard drives with sizes of 0–64 MB. The graph reveals that
the write speeds of the block device with sizes of 0–64 MB
are approximately the same.

FIGURE 3. Variation of write speed with block device size (0–64 MB).

In Figure 3, although block device at a time to write the size
of 64 MB will increase part of the efficiency. However, if the

buffer data accumulates to 64 MB before being written to the
block device, it is a cannot tolerate time, and the writing speed
will be abysmal. Additionally, read the buffer after the buffer
size as a write block size. Although it cannot make the block
device write performance play the best, the block device
writes speed can also meet the requirements of high-speed
video measurement writing. The area of interest for high-
speed camera exposure is adjusted during each acquisition.

In summary, the buffer size is designed to be the size of
the area of interest in the high-speed camera exposure, which
prevents additional data segmentation, improves efficiency,
and facilitates block device writing. The block device write
method will be further expanded in detail in the IOCP asyn-
chronous write section.

C. ADAPTIVE BUFFER POOLING
A massive data throughput strains the transmission storage
of a system. A fixed-size buffer pool becomes quickly occu-
pied, and the large amounts of data cause such a buffer pool
to overflow. The Rada buffer pool management algorithm
mentioned earlier is a dynamic management algorithm that
uses data entering and exiting a buffer pool to dynamically
manage the buffer pool. However, considering the massive
amounts of high-speed video data transmitted in the buffer
pool in one frame, it is difficult to handle one data frame
using the Rada buffer pool management algorithm. There-
fore, a dynamic buffer pool management algorithm is pro-
posed in this section to maximize the use of the memory
buffer pool and enhance the transfer efficiency of massive
amounts of data. The amount of data transmitted in high-
speed video data transmission can be calculated using the
following equation.

s = t × f × p (2)

where t indicates the acquisition time, f symbolizes the acqui-
sition frame rate, and p denotes the image’s window size,
i.e., the image’s length and width, (m × n).

FIGURE 4. Adaptive buffer pool management algorithm framework.

Usually, a massive amount of data is transferred from
the camera acquisition card to the memory buffer pool.
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Consequently, the performance of the buffer pool is usually
constrained by the amount of transferred data and phys-
ical memory conditions. Therefore, herein, a buffer pool
with an adaptive size is designed using different parameters,
such as the frame rate and window size of the transferred
image data. The specific algorithm framework is detailed in
Figure 4.

The specific process flow of this algorithm is as fol-
lows: the memory size of the system and the transfer speed
of the storage device should be tested before initiating the
high-speed data acquisition and transfer. First, the buffer pool
size formula is used to determine the maximum memory
space that can be used as buffer pool space. Following this,
the acquisition and transfer test phases are executed, and the
number of buffers, the acquisition frame rate, and the open
window size of the simulated test section are input.

Subsequently, the algorithm checks the amount of captured
data. In the first stage, it tests whether the captured frame rate
satisfies the storage needs, and in the second stage, it tests
whether buffer overflow occurs; in the third stage, it tests the
integrity of the stored file and whether it can store all the
data. Lastly, the algorithm modifies the buffer pool capacity
based on the results of the three stages of testing and gradually
increases the capacity of the buffer pool without exceeding its
maximum capacity.

In case the buffer pool redundancy problem still persists
after increasing to the maximum buffer pool capacity, the
frame rate is reduced to satisfy the minimum frame rate con-
dition for high-speed data acquisition, and data acquisition
is performed. After reducing the frame frequency, in case
effective data transfer is still not feasible, the memory device
is chosen to be replaced for transfer.

Algorithm 1 demonstrates the pseudocode for adaptive
buffer pooling, aimed at enhancing the efficiency of transmis-
sion. The input parameters are the size of the captured image
and the frame rate of the capture process. First, the maximum
buffer pool space is determined using memory detection, and
then, the algorithm checks for buffer overflow. If overflow
is detected, the buffer pool space is increased, and once the
buffer pool space reaches its maximum, the frame rate of the
capture process is reduced. Else, the data in the buffer pool are
cleared, and acquisition is formally initiated using the same
parameters.

D. BUFFER CYCLE READ/WRITE
While tlizing the memory buffer pool to receive the mas-
sive amount of data transferred, the speed of data transfer
usually does not match the speed of data writing, which
easily causes buffer pool data overflow and reduces the effi-
ciency of high-speed data acquisition and storage and even
risks data loss. In high-speed camera acquisition storage, the
previously mentioned multi-threaded circular buffer system
[22] employs a circular buffer through an adaptive memory
buffer pool design. However, the overall buffer size is still
constrained by the size of the memory. Therefore, based

Algorithm 1 Adaptive Buffer Pool Management Algorithm
→ buffer: buffer pool capacity

→ picture: Capture image window size

→ fps: Capture frame rate

→ maxbuffer: Maximum buffer pool capacity

1. Input: picture a∗b, fps x

2. Output: return write finish

3. int a∗b, int x

4. int maxbuffer=maximum memory capacity∗50%

5. while transfer do

6. if return finish

7. clear data then start data collection;

8. else

9. buffer→buffer1;

10. end if

11. if buffer1=maxbuffer then

12. fps→fps1;

13. when fps1=slow FPS

14. picture a∗b→a1∗b1 or

15. return

16. end when

17. end if

18. end while

on the adaptive buffer pool structure under the design of
the buffer circular buffer, which was previously mentioned
through the buffer and block device for each frame of the
data storage. According to the SDK of the acquisition card in
the circular buffer method, each buffer within the buffer pool
can be repeatedly written, thus carrying out repeated read and
write operations, which significantly improves the efficiency
of data transmission and storage, solving the problem of the
limited capacity of the memory buffer pool encountered by
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the Rada method. The circular read/write model is illustrated
in Figure 5 below.

FIGURE 5. Circular buffering of buffer blocks in the buffer pool.

As shown in Figure 5, six repeatable read/write buffers
exist inside the buffer pool with corresponding buffer num-
bers for writing and reading operations in a specific buffer.
Among them, 0–4 have all been written to; if data trans-
mission is still in progress, buffer 5 will be occupied. Sub-
sequently, the data will be stored according to the buffer
number, ensuring both the order and integrity of the block
device during storage. More importantly, the data will not be
lost in frames. After all the buffers are occupied, new data will
still be written. The data will continue to be written to buffer 0
and so on in a cycle of reading operations, and the writing
operation must be executed in real-time to the corresponding
storage media. Otherwise, the data may be lost.

E. ADAPTIVE DATA STORAGE MODULE
Amassive amount of data needs a stable and efficient storage
mechanism for further writing. Although amassive amount of
data is stored by a byte stream single thread or multi-thread
in the standard byte stream writing algorithm, the writing
speed of the storage device presents a challenge. Asyn-
chronous writing algorithm multi-thread writing is highly
suitable for a block device. Block devices have distinctive
logical control and multi-channel data storage areas that
can perform data writing tasks in multiple parallels. Herein,
the asynchronous write algorithm [23] of IOCP is used to
write massive amounts of data to maximize the writing effi-
ciency of the storage device by combining the block device
with multi-threading. Subsequently, the adaptive hard disk
cache is introduced for writing operations with and without

Algorithm 2 IOCP Asynchronous Writing Algorithm
→ IO port: Asynchronous IO port

→ thread 0: Storage thread 0

→ thread 1: Storage thread 1

→ cache: Storage Devices

→ time: Preset time

1. Input: start write

2. Output: return write finish

3. while IO transfer do

4. create IO port then

5. IO port=cache;

6. when start write then

7. start thread0;

8. if IO complete

9. write thread0→cache;

10. else

11. restart thread0;

12. end if

13. when thread0 complete

14. start thread1 then

15. write thread1→cache;

16. if time = time(thread1→cache);

17. return write finish

18. end if

19. end while

cache to improve the writing efficiency. Finally, frame
sequence number filtering is used to prevent frame loss during
storage.
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F. IOCP ASYNCHRONOUS WRITING
First, we create the I/O completion port and bind the I/O
completion port to the opened device. Then, we set up the
stored block device object and pre-issue the write command
with four bytes of 0, after which we initiate ‘‘start storage’’
and open thread 0.

Following this, we check if the storage is started, and
if it is not started then it is simply ended. Else, we check
the I/O completion queue. If there is no write command
completion, we continue checking the I/O completion queue.
Else, we read the buffer pool data block. This data block
size corresponds to a single frame image size. Following this,
we issue a write device command to update the value of the
written offset. Determine how much data has been written.
The stop storage thread needs to be triggered to terminate the
real-time asynchronous I/O process. If the stop storage thread
has been triggered, we open thread 1 and check if the preset
time is consistent with the storage time. Here, the preset time
implies the storage time that a user sets in advance. If not,
the thread must wait until such consistency is ensured with
the present time and then stop the storage task to loop on the
massive amount of data.

G. FRAME STRUCTURE DESIGN
Further, a frame structure with the sequence number is
designed to detect the sequence number during storing, and
the frame structure is depicted in Figure 6. Each frame of the
data image generated by the high-speed camera exposure con-
tains a frame number, which is a binary number in the header
area of each frame, and the decimal difference between the
frame sequence number of each frame and the previous frame
is 1. Therefore, this buffer can address frame loss.

FIGURE 6. Frame structure of the acquired image.

The 8192-byte header at the head of the frame structure
stores information pertaining to the time of acquisition and
the size of sequence images. This is followed by the header
of the first frame file, which contains the serial number

of the first image and image size information, and this is
followed by the first image frame, with empty data reserved
at the end of the frame structure to distance it from the next
image frame. For each retrieved frame, the module provides
information on its resolution, number, timestamp, and so on.

H. HARD DISK CACHE ADAPTIVE STORAGE
Algorithms often encounter problems with cache applica-
tions. Without a highly efficient algorithm, the process will
result in a low utilization rate of cached data in the application
andwill not be capable of effectively exploiting high-capacity
cache. For example, when storing large amounts of data at
high speeds and writing large files to the hard disk, the
writing speed needs to be limited by the rotational speed of
the internal drive of the hard disk. Therefore, the hard disk
buffer does not necessarily improve the speed of data storage.
Alternatively, when the size of the stored files is smaller than
the buffer capacity, the hard disk buffer can first store the
written data, after which it can store the data on the hard disk
platter to enhance the storage efficiency [24].

As illustrated in Figure 7, the data writing adaptive scheme
uses the size of the captured image to compare with the exper-
imentally derived hard disk read/write speed corresponding to
the open window size. When the size of the captured image
is larger than the corresponding open window size, hard disk
cache is bypassed to directly write to the hard disk storage
unit; alternatively, when the size of the captured image is
smaller than the corresponding open window size, the hard
disk cache buffer is used to achieve high-speed image data.
When the size of the captured image is smaller than the
corresponding window size, the cache of the hard disk is used
to achieve high-speed and highly efficient data writing [25].

FIGURE 7. Adaptive buffer storage algorithm.

Further, based on the storage algorithm model of the
captured image window size and the write speed of the
hard disk, the storage and writing method with or without
cache is performed according to the window size of the
image. The adaptive relationship between the transfer speed
of the hard disk and the image window size is expressed
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in the following equation.

d = a× e(x×b) (3)

where x denotes the transfer speed of the storage hard disk,
d indicates the acquired window size (the length and width of
the image), and a and b denote constants.
The relationship between the average write speed of the

hard disk and the imagewindow size can be derived according
to the adaptive model, as presented in the following table.

TABLE 1. Average write speed of hard disk in relation to the window size.

According to the storage adaptive model, the writing speed
of the hard disk is computed in the system corresponding to
the open window size, and when the acquired image size is
larger than the image size corresponding to this write speed,
it is stored in a cache-less mode, whereas when the acquired
image size is smaller than the image size corresponding to the
write speed, it is written in a cache mode.

III. EXPERIMENTAL PART
For our experiments, a Dell business desktop PCwith a SATA
interface was equipped with a Samsung 970 high-speed SSD
with a storage capacity of 1 TB and a maximum writing
speed of 2.3 GB/s. Another Dell business desktop PC with
a PCIe 4.0 × 16 interface was equipped with a camera link
high-speed image acquisition card. A CL600 camera was
used as the data source for image acquisition. Moreover, two
fiber optic media and a data interface camera link connected
the CL600 high-speed camera to the high-speed image acqui-
sition card.

A. BUFFER POLL SIZE
According to the formula presented in Section II-B, s×p = b,
the buffer pool size is related to the number of buffers and
buffer size. In our experiment, we designed buffers with a
fixed size and set the size of each buffer to 4000 KB. The
experimental results are illustrated in Figure 8 below.

The first experiment involved the application of memory
buffers, starting from 1000 buffers and then gradually increas-
ing the number with a step size of 1000. It can be observed
from the graph presented on the left that the memory occu-
pation of the computer appears to be rising with the increase
in the number of buffers applied, and the memory resources
of the computer seem to be heavily occupied. Subsequently,
when the number of buffers gradually increases to 6000, the

FIGURE 8. Relationship between the number of buffers and computer
memory usage.

memory occupation of the computer exceeds 75%, and the
resource occupation is excessive, which can cause the system
to crash. The error corresponding to 1000 buffers appears
extremely high, and it is difficult to accurately estimate the
maximum buffer pool occupation. Therefore, in the second
experiment, the memory buffer step was set to 100, and the
number of buffers gradually increased from 5000. It can be
observed from the graph presented on the right that when the
number of buffers gradually increases to 5900, the resource
consumption system of the computer finds it difficult to
satisfy the demand of normal acquisition and transmission
storage. The buffer pool occupation formula can be presented
as

5800× 4000 = 23, 200, 000KB ≈ 44GB× 0.5 (4)

According to the above-mentioned experimental method,
a maximum buffer pool capacity of 16G and 64G IPCs was
also verified, and the experimental results are tabulated in
Table 2 below.

As mentioned above, the size of the memory buffer pool
is constrained by the physical memory. Admittedly, an ample
buffer pool space can store data more efficiently; however,
a larger buffer space implies that it engages additional com-
puter resources, and all the system resources are occupied by
the buffer pool, which will not only cause the computer to
crash but also lead to the loss of transferred data owing to
the computer crash. Based on the above experimental data,
we can conclude that if the buffer pool space is within 50% of
the systemmemory, it can ensure safe and stable data transfer
and prevent delay of data exchange with the CPU owing to
excessive memory resource occupation [27].

TABLE 2. Relationship between memory and buffer pool size.

B. ADAPTIVE MEMORY BUFFER POLLING
Rada, another buffer management algorithm mentioned in a
previous paper, is an efficient dynamic buffer pool adaptive
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algorithm for high-speed data transfer; it primarily ensures
that the size of the memory buffer pool can be adjusted
according to real-time execution to realize dynamic data
buffer pool buffering, after which it dynamically adjusts the
buffer pool size for efficient storage according to the CPU,
as well as the efficiency of the memory.

In our next experiment, buffer pooling and circular buffer
algorithms were utilized for a comparison with the previously
mentioned buffer management algorithms. In the first part of
the experiment, memory buffer pool utilizationwas compared
between fixed and dynamic buffer pool sizes using different
amounts of collected data. Accordingly, two fixed memory
buffer pool capacities of 25% and 50% were set. Subse-
quently, the Rada buffer pool management algorithm was
used for data collection to compute the buffer pool utilization
of the dynamic buffer pool. In this study, the dynamic buffer
pool algorithm was used for data acquisition and storage
of the same size, and it determined the buffer pool utiliza-
tion independently. The experimental results are presented in
Figure 9.

FIGURE 9. Buffer pool utilization.

The multi-threaded ring buffer-based algorithm mentioned
in the previous section employs the frames captured by the
high-speed camera for ring buffering. In our experiment, the
multi-threaded ring buffer algorithm, along with the Rada
buffer pool management algorithm, was employed to calcu-
late the storage time for different amounts of acquired data
while comparing with the adaptive buffer pool algorithm.
Additionally, two fixed buffer pools with sizes of 25% and
50% were set. The experimental results are illustrated in the
following Figure 10.
The figure above illustrates that the memory utilization of

the two dynamic buffer pools continues to change with an
increase in the amount of collected data. Under the condition
that the buffer pool space does not exceed 50% of thememory
size, the dynamic buffer pool has less resource occupation
than the fixed-size buffer pool. Consequently, it demonstrates
more efficient transmission performance for the same amount
of transferred data. Figure 10.depicts the storage time of the
fixed buffer pool compared with that of the dynamic buffer

FIGURE 10. Storage time for different buffer pool sizes.

pool and ring buffer. The storage time of the dynamic buffer
pool is shorter than that of the fixed buffer pool for the same
amount of collected data. Moreover, the same dynamic buffer
with a ring buffer has a higher storage time than the algorithm
considered in this study. Evidently, it can be inferred from
Figure 9. and Figure 10. that the dynamic buffer pool can
exhibit more efficient transmission performance in the lim-
ited memory space. Among the two dynamic buffer pooling
methods, the dynamic management algorithm considered in
this study can operate with a low storage time and minor
memory occupation.

C. HARD DISK BUFFER ADAPTIVE METHOD
In the hard disk transfer speed method, adaptive storage
model when after the hard disk speed and storage time data fit
to get, using different sizes of data test packets, data packets
according to 0.5 KB, 1.0 KB, and 2.0 KB until 8192.0 KB for
reading and writing tests. Consequently, the average writing
speed of the hard disk can be obtained. From the previous
conclusion, it is evident that the mechanism of storage and
the size of the open window have a significant influence on
the actual write time of the hard disk; therefore, the storage
time of different hard disks with different image sizes under
the conditions of the presence of a cache area and the absence
of a cache area is designed in the adaptive storage model, and
the experimental results are shown in the following Figure 11.

The above figure presents the amount of storage according
to the adaptive storage model in the presence of a buffer
and no buffer. The independent variable indicates the open
window size (size of the image in byte). The experiments
verify the storage time at different transfer speeds of the hard
disk with different window sizes. Based on the above data,
a simple functionmodel can be established. Subsequently, the
function equation obtained by using the Newton method and
the general global optimization fitting method can optimize
the mean square error, root mean square error, and the coef-
ficient of determination of the relevant results. Consequently,
the relevant results are chosen for the final function equation
model.
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FIGURE 11. Storage time with and without cache.

In the experimental verification stage, the time required by
high-speed video capturing and storage is compared between
scenarios with and without the use of the adaptive storage
model. The high-speed video capture rate and storage of
the same hard disk, Samsung 870 1 TB, in Base, Medium,
and Full modes are experimentally verified according to
several different capture modes of the camera link proto-
col. The experimental results are presented in Figure 12
below.

Based on the experimental results, under the condition of
the same storage hard disk and the same acquisition time,
we can observe that as the size of the opening window grad-
ually increases, writing of the massive amount of high-speed
video data to the hard disk without the storage adaptive model
will take longer than that with the storage adaptive algo-
rithm. Furthermore, comparison tests reveal that the adap-
tive storage model can effectively cope with different image
opening window sizes and achieve more efficient storage of
high-speed video data.

D. TRANSFER SPEED AND FRAME LOSS EXPERIMENTS
The buffering and storage of massive amounts of data are
algorithmic problems. In a further experiment, the multi-
threaded ring buffer algorithm and the Rada buffer pool
management algorithm were employed to calculate the aver-
age write speed for different amounts of collected data
and to compare with the adaptive buffer pool algorithm
designed in this study. The experimental results are illustrated
in Figure 13.
According to the graph above, the average writing speed

for large amounts of data increases slowly as the volume of
data increases. However, the speed will not be greater than
the maximumwrite speed of the drive, and the writing speeds
of SSDs will be greater for large amounts of data than those
for small amounts of data. The adaptive buffer pool approach
adopted in this study demonstrates higher writing speeds and

FIGURE 12. (a) Time in Base mode with or without the adaptive model.
(b) Time in Medium mode with or without the adaptive model. (c) Time in
Full mode with or without the adaptive model.

storage efficiency than the ring buffer algorithm and the Rada
dynamic buffer pool algorithm.

Note that in this experiment, the stability of data acquisi-
tion and storage is based on the frame structure designed in
a previous paper, as tabulated in Table 3; here, the starting
frame number and the ending frame number of the stored
data are recorded, and the number of stored image frames
is calculated. Moreover, the table below indicates that the
method adopted in this study can effectively address the
problem of frame loss and achieve stable storage for a long
time compared with other methods.
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TABLE 3. Frame loss of different storage methods.

FIGURE 13. Average write speed of several methods.

IV. CONCLUSION
This paper proposes an adaptive method for transferring and
storing high-speed video data to achieve stable acquisition
with safe and efficient storage. Accordingly, herein, we use
dynamicmemory buffer pooling and circular buffering within
the buffer pool to accept and process the transmitted data
and achieve adaptive memory buffer pooling limiting the
maximum buffer pool size. Consequently, the transfer effi-
ciency is higher. In terms of data storage, we use IOCP-
based asynchronous writing and frame number filtering to
asynchronously write the transmitted data with multiple
threads, which increases the utilization of storage resources
and addresses the data loss caused by writing through byte
streams. Combined with the frame structure in the sequence
number for frame loss identification, the approach ensures the
integrity of the storage process and addresses the data frame
loss problem. When writing to the hard disk at the writing
speed of the hard disk, we establish an adaptive buffer model
according to the size of the image to write with or without a
buffer, thereby increasing the storage efficiency.
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