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ABSTRACT Technological advancements in large industries like power, minerals, and manufacturing are
generating massive data every second. Big data techniques have opened up numerous opportunities to utilize
massive datasets in several effective ways to improve the efficacy of related industries. This paper presents
a review of big data technologies used in the power, mineral, and manufacturing industries for various
purposes. We analyze the meta-data of the collected papers before reviewing and selecting papers by applying
selection criteria and paper quality assessment strategy. Then we propose a taxonomy of big data application
areas in the power, mineral, and manufacturing industries. We have studied current big data architectures and
techniques implemented in industry sectors and have uncovered the big data research gaps in industry sectors.
To address the gaps, we point out some relevant research questions and, to answer the questions, we make
some future research recommendations that might explore interesting research ideas for building a big data-
driven industry. As the careful use of big data benefits every other industry sector; hence, supportive big
data frameworks need to be developed to speed up the big data analysis process. Proper multi-dimensional
big data assessment is also needed to take into account for serving effective data analysis tasks. Industry
automation is also heavily influenced by the proper utilization of big data. While an intelligent agent can
make many processes and heavy production loads in the manufacturing industry, it can work in a risky
environment such as mines efficiently. To train agents for working in a specific environment big data can be
used.

INDEX TERMS Big data for industry, smart grid, power system, oil and gas industry, minerals, big data
technology, manufacturing industry, big-data-driven industry.

I. INTRODUCTION

The headway of information communication technologies
(ICTs), the internet of things (IoT), and the age of industry
4.0 have brought all industries very near to automation [1].
With these advancements, a massive amount of data is gen-
erated every second, and it becomes clear that data is the
most significant factor in the age of big data [2]. Big data
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can be called intellectual petroleum for all socio-technical
sectors [3]. Revolutionary changes have resulted over the
last few years with the adoption of big data technologies in
leading industries such as power, mineral, and manufacturing.

Through the utilization of the invaluable data, many indus-
tries are reframing their operations in processing and reshap-
ing their business models [1]. According to a survey in
2012 by International Data Corporation Energy, 70% of US
oil companies were unconcerned about the application of big
data techniques in the oil and gas industries [4]. Another
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recent survey of General Electric and Accenture found that
81% of oil and gas companies considered big data as the
top priority [5]. Thus, big data applications are increasing
in energy sectors creating significant opportunities in energy
conservation, energy management, environmental protection,
energy consumption, and generated production data [4].

Nowadays, the large industries are benefited from big data
techniques integrating IoT applications, machine learning
(ML), and data mining algorithms to learn about their con-
sumers, markets, and business trends from their operational
data (e.g., transaction price, electricity sales, electricity con-
sumption and customers data) [6]. Many smartphone appli-
cations [7] with the help of integrated sensors are involved
in collecting household continuous power consumption data
from customers. The customers’ consumption patterns help
the companies to make significant business decisions, offer
beneficial consumption policies to customers, and load distri-
butions of an area. The production data e.g., power generation
and voltage stability data in the power industry allows the
continuous monitoring of the system and detection of faults,
or anomalies. Production data in the manufacturing industry
can identify defective products, machines, and tools as well.

However, as industries produce highly unstructured and
large dimensional data from diverse sources, the accumu-
lation of such massive data in a unified structure and uti-
lization of it is very challenging. For instance, oil and gas
companies collect 2D, 3D, and 4D geophysical seismic-
generated unstructured, complex data with the help of
data-gathering sensors in subterranean wells to monitor oper-
ational resources. By developing region-wise data sharing
models, oil and gas industries accumulate environmental data
such as geographical properties, and marine life details in the
sea-beds. These data-centric models may help to develop pre-
cise environmental models using the combination of ML with
predictive analytics, and then environmental data-sharing
models further can be considered for drilling fluid selec-
tion [8]. Besides, environmental models can diminish the
current risks of inefficient drilling fluids that increase drilling
time and costs and harm the environment. Thus, oil and
gas organizations can select the optimum drilling fluid for
a region. Environmental data sharing models can also be
incentivized for oil and gas operators. Due to the current drop
in oil and gas prices, they may help oil and gas operators to
reduce the cost of decommissioning wells using the insights
obtained from these models [9].

Moreover, large industries must tremendously emphasize
controlled conditions [10] for operation and production.
Though big data techniques are assembling vigorously in
most large industries by establishing successful projects, they
demand improved operational efficiencies and optimization
of processes. Big data techniques such as data mining, train-
ing of the system, interpretation through predictive analysis
by applying neural networks, classification and clustering
algorithms can enhance productivity and efficiency [11].
Moreover, the big companies must focus on improving
costs with increased profit margins and reducing the natural
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dangers (associated with power generation and mineral
extractions) by using different data management tech-
niques [12]. In this review paper, we try to find answers to
the following questions:

« Which research topics on big data technologies related
to the industry have been addressed so far?

o What are the big data research gaps that exist in the
industry sectors?

« What are the open research questions that come up with
potential solutions to the gaps?

« What would be the future directions to bridge the gaps?

Therefore, the motivation of the research study is to dis-
cover the big data research gaps that exist in the industry
sectors. The main contributions made in this research study
can be summarized as follows:

« We study the state-of-the-art big data technologies that
have been applied to the development of the power,
mineral, and manufacturing industries.

« We investigate existing research gaps in the power, min-
eral, and manufacturing industries.

« We propose some open research questions to bridge
existing big data research gaps in the power, mineral,
and manufacturing industries.

o We recommend some potential future research direc-
tions to eliminate the gaps and promote a big-data-driven
industry.

The remaining paper is organized as follows. In section III,
a taxonomy of big data application areas in the power,
mineral, and manufacturing industries is proposed. The
state-of-the-art research in these industries is discussed in
sections IV-A, IV-B, and IV-C, respectively. Open research
challenges and future directions are discussed in section V.
Finally, section VII concludes the paper.

Il. REVIEW METHODOLOGY OF BIG DATA APPROACHES
FOR INDUSTRY

In this section, we discuss the process of conducting a review
of research papers on big data for the industry. For searching
and collecting research papers, we analyze the meta-data of
research papers. The process of research papers’ meta-data
analysis is illustrated in Fig. 1.

We divide the entire process into four steps — identifi-
cation, screening, assessment, and inclusion. In the identi-
fication step, we search papers using keywords following
the search strategy discussed in II-A. At first, we selected
some good sources of high-quality papers such as IEEE
digital library, SpringerLink, ACM digital library, Science
Direct, etc. We have searched the selected sources separately
and have found a total of 2033 papers from IEEE (843),
SpringerLink (358), ACM (117), Science Direct (430), and
others (285). We apply the paper selection criteria discussed
in II-B and remove 17 repeated papers that were found in
the multiple databases and then the remaining 2016 research
papers go to the screening step. In this step, we go through
the papers’ titles and abstracts to examine if they are written
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in English and related to big data for the industry. Thus,
we remove 1708 papers and the rest of the 308 papers go
to the research paper quality assessment step where they are
filtered by the quality assessment process discussed in II-C
and demonstrated in Fig. 3. Finally, we get 132 papers for
review.

A. SEARCH STRATEGY

We search the research papers on big data for industry sectors
published before 2022 in some good quality popular research
paper databases such as IEEE digital library, ACM digi-
tal library, SpringerLink, Elsevier, Multidisciplinary Digital
Publishing Institute (MDPI), Google Scholar, Willey, etc.
We search in each database using specific keywords such
as ((big data <AND> industry) <OR> (power big data)
<OR> (minerals big data) <OR> (process industry data)).

B. STUDY SELECTION AND INCLUSION CRITERIA

To filter good quality papers from the collected papers, we set
some inclusion and exclusion criteria are shown in Fig. 2. The
selection and inclusion criteria are as follows:

o The research paper published before 2022

« Research topic relevant to big data for industry

o The research paper is written in the English language

o The research paper contributed to addressing its formu-
lated research questions

o The research paper has got a quality score greater than
or equal to three in the paper quality assessment process
demonstrated in Fig 3.

C. COLLECTED PAPER QUALITY ASSESSMENT

We set some quality assessment questions to evaluate the
quality of a research paper. Each question is worth one point.
If a paper can answer a quality assessment question com-
pletely, it gains one point. Partially answering, the paper gains
0.5 points; otherwise, it gains a point of zero. Finally, all the
points achieved by a paper are summed up which is the quality
score of the paper. In this process, the quality of each paper is
evaluated. The quality assessment process is demonstrated in
Fig 3. The paper quality assessment questions are as follows:

o Does the paper clearly state its aims?

o Does the paper make a substantial novel contribution(s)

in the field of big data for the industry?

« Does the paper discuss big data challenge(s)?

« Does the paper able to answer the formulated research

question(s)?

In Table. 1, a year-wise paper distribution of the finally
selected papers is listed. The year-wise frequency of papers
is demonstrated in Fig. 5. We distributed the papers into six
groups based on the range of years. As big data is a current
emerging topic, we found that there are less number of papers
before 2011. So, we listed the older papers till 2014 in a
group. After that every year, we found a large number of
publications.
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IIl. TAXONOMY OF BIG DATA APPROACHES FOR
INDUSTRY

From the literature review, several research papers on big
data technologies implemented in the industry sectors have
been found. To review finally selected papers in an orga-
nized manner, we propose a taxonomy shown in Fig. 4.
After collecting the industry-related papers, we realize that
based on the industry domains, we can categorize the existing
research papers on big data for the industry into three main
categories — the power industry, the minerals industry, and
the manufacturing industry. Research papers that discuss big
data technologies to handle power data, various methods,
algorithms to improve the performance of smart grid systems,
etc. are included in the power industry category. The minerals
industry category includes research papers that discuss oil
and gas field data accumulation, seismic data digitization
and visualization, geophysical pattern recognition, drilling
field identification, and so on. The manufacturing industry
category includes production big-data handling techniques,
product and machine fault detection methods, product qual-
ity assurance methods, and so on. Each category is divided
into multiple sub-categories depending on the application
sub-areas in each industry domain.

The power industry is sub-categorized into (i) power data
quality assessment; (ii) power data fusion and cleaning; (iii)
distributed power data mining; (iv) power data communica-
tion, privacy, and security; (iv) power data analytics. Among
all the sub-categories, power data analytics is the most diverse
sub-category. Therefore, we divide power data analytics into
renewable energy prediction, system monitoring, fault detec-
tion, and user and business analytics. The minerals industry
is sub-categorized into (i) minerals data storage and resource
management; (ii) minerals data processing; and (iii) minerals
data analytics. Like power data analytics, the implementation
of minerals data analytics is also diverse. So, minerals data
analytics is divided into exploration, drilling and comple-
tion, reservoir management, production engineering, pipeline
monitoring, and maintenance. The manufacturing industry
is sub-categorized into (i) manufacturing data processing,
security, and transmission; (ii) process state monitoring;
(iii) product quality assessment. Based on the implementa-
tion, manufacturing data analytics is divided into production
management, product anomaly detection, and supply chain
management. Though we classify the applied methods into
different categories to assist our study, the techniques applied
in one industry domain can also be applied in another domain
to an extent except for some special cases. So, at the end
of the study, we emphasize industry domain-independent big
data techniques and discuss the overall challenges and future
research opportunities in the industry sectors.

In Table 2 the applied techniques and methods used in big
data in the power, mineral, and manufacturing industry are
listed. We have listed the market tools that are used in big
data processing and visualization in Table 3. Fig. 6 and Fig. 7
depicted the percentage of big data techniques to acquire and
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TABLE 1. Year-wise paper distribution.

Till 2014

2015

2016

2017

2018

2019-2021

Wang et al. [13]

Ak et al. [14]

Adrian et al. [15]

Alam et al. [16]

Cadei [17]

Desai et al. [8]

Wang et al. [18]

Alfaleh et al. [19]

Alguliyev et al. [20]

Rollins [21]

Chan et al. [22]

Tsanousa et al. [1]

Kourti et al. [23]

Allen et al. [24]

Crespino et al. [25]

Shah et al. [26]

Cheng et al. [27]

Patel et al. [4]

Yacoub et al. [28]

Baaziz et al. [29]

Roden et al. [30]

Balouji er al. [31]

Fan et al. [32]

Li et al. [33]

Djurdjanovic Betz et al. [34] Ren et al. [35] Bauman er al. [36] Govindan Patel et al. [4]
etal. [37] et al. [38]

Garcia-Munoz Cai et al. [39] Gupta et al. [40] Sukapradja Hutchinson Islam et al. [7]
etal. [41] et al. [42] et al. [43]

McDaniel et al. [44] De Santis ef al. [45] Li et al. [46] Bello ez al. [47] Joshi er al. [48] Jaeckle er al. [49]
Flores-Cerrillo Han et al. [50] Lietal. [51] Bin Mahfoodh Khvostichenko Baek er al. [52]
et al. [53] et al. [54] et al. [55]

Baruah et al. [56] Jena et al. [57] Liu et al. [58] De Santis et al. [59] Zhang et al. [60] Dev et al. [61]
Tanabe ef al. [62] Tang et al. [63] Liu et al. [64] Duffy et al. [65] Wu et al. [6] Dinis ef al. [66]

Canetta et al. [67]

Johnston et al. [68]

Nifio et al. [69]

Han et al. [70]

Wei et al. [71]

Kumar et al. [72]

Chelmis et al. [73]

Kar et al. [74]

Palmer et al. [75]

Hashemi et al. [76]

Rossi et al. [77]

Song et al. [78]

Fan et al. [79]

Li et al. [80]

Sheng et al. [81]

Layouni ef al. [82]

Maidla et al. [83]

Lv et al. [84]

Akoum et al. [12]

Li et al. [85]

Sun et al. [86]

Liu et al. [2]

Malbasa et al. [87]

Shukla er al. [88]

De Francisci
etal [91]

Ma et al. [89]

Swetapadma
etal. [92]

Papadopoulos
et al. [93]

Murray et al. [9]

Yuanting et al. [90]

Huang et al. [94]

MacGregor et al. [95]

Wang et al. [96]

Sarapulov et al. [97]

Ockree et al. [98]

Zhang et al. [99]

Kezunovic er al. [100]

Mishra et al. [101]

Wang et al. [102]

Wang et al. [103]

Olneva et al. [11]

Stergiou et al. [104]

Seemann et al. [105]

Mohammadpoor
et al. [5]

Yang et al. [106]

Zhu et al. [107]

Singh et al. [108]

Huang et al. [109]

O’Donovan et al. [110]

Zhang et al. [111]

Zhang et al. [112]

Taleb et al. [113]

Lin et al. [114]

Raphael et al. [115]

Siryani et al. [116]

Yuan et al. [117]

Ren et al. [118]

Sousa et al. [119]

Tu et al. [3]

Zhang et al. [120]

Tao et al. [121]

Zhao et al. [122]

Udegbe et al. [123]

Wang et al. [124]

Vezzetti et al. [125]

Wu et al. [10]

Wang et al. [126]

Zhang et al. [127]

Wu et al. [128]

Zhao et al. [129]

Xianglan et al. [130]

Xiao et al. [131]

Yao et al. [132]

TABLE 2. Applied technologies for power, mineral, and manufacture big data.

Area

Applied Technologies and Methods

Big Data Assessment

HDFS, HBase, kafka, FTP server, relational database Oracle, NoSQL, outlier detection

Data fusion and cleaning

Fuzzy method, support vector machine (SVM), radial basis function (RBF), neural network (NN),
random forests (RF), and multi-layer perceptron (MLP)

Distributed data mining

Online Analytical Processing (OLAP) and Online Transaction Processing (OLTP), Hadoop and Spark,
LeNet-5 and LSTM networks, Directed Acyclic Graph (DAG)

Renewable energy prediction

Multilayer perceptron neural networks, multi-objective genetic algorithm, extreme learning combined, kd-tree

Power System Monitoring
and Fault Detection

Dissimilarity measures learning, clustering techniques, fuzzy set-based decision rule, decision tree algorithm,

Kalman filtering, hierarchical clustering, extreme learning machine, SVM, AdaBoost, active learning, Apriori,

AprioriTid, and AprioriHybrid

Load forecasting

Neural networks, autoregressive integrated moving averages, and autoregressive moving average models

Power User and Business Analytics

Apriori algorithm, data mining and ML algorithms

Minerals Data Processing

Hybrid CPU/GPU system, MPI and CUDA parallel technology

Exploration through Seismic Pattern

Hadoop, principal component analysis, self-organizing maps, k-means clustering, multivariant regression,
topological data analysis (TDA)

Production Engineering

Three-node Spark big data platform, PCA for dimensionality reduction, gradient boosting decision tree,
RF algorithm, bootstrapping algorithm, logistic regression, decision tree, and neural networks

Pipeline monitoring and maintenance

Pattern-adapted wavelets, artificial neural network and linear regression

Manufacture Data Processing,
Security, and Transmission

Process scheduling techniques in cloud service

Manufacture State Monitoring

Polynomial regression model, sequential clustering, hidden markov models, regression model

Product Quality Assessment

PCA, Projection to Latent Structures/Partial Least Squares (PLS)

Manufacture Data Analytics

Scheduling algorithms, IoT, and cloud computing in cloud manufacturing service platform for management
Fast-AnoGAN, YOLOV3 for anomaly detection from the product image, Gaussian Restricted Boltzmann
Machine for product quality inspection, RFID-enabled sensors for the collection of data in supply chain
management
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FIGURE 1. Meta-data analysis of research papers related to big data for industry.

TABLE 3. Big data market tools.

Tool Description

Tableau It is an excellent data visualization software that provides graphic representations by connecting big data from a wide range of sources,
thus makes data analytics and business intelligence tasks easier. There is no need to code; however, because of advanced feature set,
non-technical users sometimes find it difficult to use.

Apache Hadoop It is an open-source data analytics software and its storage component (e.g HDFS) provides high-throughput access to application
data and its processing component parallelly process large data sets but costs significant processing power. However, haddop
does not provide real-time processing or in-memory calculations.

Apache Spark Apache Spark is another open-source utility that enables real-time data processing using the underlying hardware’s RAM
and in-memory calculation. However, because it requires large amounts of RAM, it is less cost-effective compared to hadoop.

Apache Kafka It is a distributed event store and stream processing tool. It provides a unified, high-throughput, low-latency for handling
real-time data feeds.

Zoho Analytics Zoho Analytics is an affordable big data analytics tool with an intuitive user interface. It can be directly integrated with Customer
relationship management (CRM), Human Resources (HR), and marketing automation applications. But it lacks in advanced features,
so inappropriate for large organizations.

MongoDB It is a NoSQL database that does not use SQL-based rows and columns. It is good for load balancing and does not need any server. It
is easy to use but processing is slow.

Xplenty It is a cloud-based low-code ETL data integration tool that process streamline data from heterogeneous sources. Xplenty integrates with
other applications like Zendesk, Oracle, and Salesforce and able to automatically integrate the data from all other tools.
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FIGURE 2. Research paper selection and inclusion criteria.
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big data assessment system which is proposed in [2]. In this
scenario, the power grid system can be separated into two

VOLUME 11, 2023

Paper Quality Assessment

Big data

v Y
Cl . Substantial Answer to
ear aums conlrlbl.mon(s) ch a]lenges formulated RQs
v ¥

Yes
[omai] fommss]
¥ v

Yes @ No

Sum of scores

L 2 v
Include Exclude
Paper Paper
I W)
> )€

FIGURE 3. lllustration of paper quality assessment process.

[Taxonom}_' of Big Data for Iudustry]

\4
[ Power Industry ]

.—).[ Data guality assessment

._y[ Data fusion and cleaning

.+[ Distributed data mining

\J +

[ Minerals Industry ] [ Manufacturing Industry ]

L

[ Data storage & resource }

Data processing, security and
management

transmission

v

Data communication,
privacy & security
—)[ Power data analytics ]

[ Data processing ] -—)-[ Process state monitoring ]
[ Mineral data analytics )[ Product quality assessment ]
-—)[ Manufacture data analytics ]

—)[ Exploration

Renewable energy
prediction
System monitoring and
fault detection
—)[ Load forecasting l

—)[ User behavior analytics l

—P[ Drilling & completion

Production management ]

Product anomaly |

—'[ Reservoir management ]

Production detection
engineering
Supply chain
management

Pipeline monitoring and
maintenance

—)[ Business analytics ]

FIGURE 4. Taxonomy of big data for power, mineral, and manufacturing industry.

separate sub-parts - headquarters and the provincial power
grid. The power grid data can be acquired from provincial
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FIGURE 5. Year-wise distribution of reviewed papers.

10T, cloud

Hybrid CPUSGPU,
CUDA

computing

OLAP, b FTP server
oLTp

Spark

HDFS

Kafka

FIGURE 6. Big data technologies for data acquisition.

to headquarters using Kafka, and then real-time data can be
stored using HBase. History data can be collected by a socket
connection established between headquarters and the provin-
cial grid; thus, headquarter can get access to the FTP server of
the provincial grid, and historical data can be downloaded and
stored in HBase and HDFS. Besides, an integrated database
environment helps to store data that includes a relational
database Oracle, a NoSQL database, HBase, along with a
distributed file system HDFS. Before determining the type
of assessment, redundant blank lines and blanks have been
eliminated. The data quality assessment strategy determines
if the data needs to be cleaned. For data cleaning, there are
various data cleaning methods such as outlier detection. The
data assessment strategy can be varied depending on data
assessment types such as subjective and objective.

750

COthers

Fuzzy System

Data mining and
clustering

Machine learning

Algorithms ANN Models

FIGURE 7. ML and data mining for big data processing and application.

Howeyver, an ideal assessment method must have the tech-
niques to convert unstructured and semi-structured data to
structured data and apply advanced techniques for extraction
of meaningful features of data [113].

In addition to that, specific evaluation criteria for the power
data quality assessment method must be defined. A clear
process for selecting a quality assessment strategy for a cer-
tain domain was also ignored so far as well. The proficiency
of such techniques must be proven by quality evaluation of
power data through the practical experimental assessment of
power grid systems.

2) DISTRIBUTED POWER DATA MINING

Efficient big data analysis systems must have powerful data
processing and mining tools, algorithms, and platforms. Con-
ventional data processing systems have been developed utiliz-
ing OLAP (Online Analytical Processing) system and OLTP
(Online Transaction Processing) systems that are lacking
standalone operational models. Hence, they proved insuf-
ficient for taking a long time in processing big data and
unsatisfactory performance [126].

Enterprises are taking the help of data lakes to ingest
data from on-premises, cloud, or edge-computing systems,
to maintain full fidelity while storing and processing data,
to analyze data using any language and applications. Dis-
tributed processing systems such as Hadoop and Spark,
have brought a solution to the problem of traditional data
pressing systems by incorporating deep learning frameworks.
However, general-purpose mining algorithms are not serving
well in discovering and utilization of specific purpose data
such as industry data. So, building mining platforms e.g., (
[91], [132]) for domain-specific industry data has become a
research focus of recent researchers.

Besides, for collecting and managing large power data vir-
tually, IoT, cloud computing, and fog computing have proven
highly efficient [104]. Stergiou and Psannis [104] pro-
posed a framework for the energy consumption of industrial
data centers across different heterogeneous machines. They
embraced emerging reinforcement learning and federated
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learning techniques. Recent research trends are using
advanced distributed data processing frameworks such as
Spark, Hadoop, YARN, and other frameworks with ML or
deep learning models e.g., such as [126] embraced deep
learning distributed algorithms e.g., LeNet-5 and LSTM
networks, and implemented a Directed Acyclic Graph (DAG)
to reduce the operational complexity and facilitate the reuse
of components. However, how feature extraction, model
learning, optimization, and insight have been utilized in the
power industry is yet to explore.

3) POWER DATA FUSION AND CLEANING

Data fusion and cleaning is the foremost step in big data
processing and analytics. Though data fusion and cleaning
are very challenging because of the heterogeneity of big data.
it is implemented by many big data platforms such as [122]
where homogeneous data has been fused. Cluster and fuzzy
methods are one of the efficient techniques for high-order
heterogeneous data cleaning and fusion proposed in [109].
However, most of the methods were associated with a loss of
data in the data cleaning process, which is not conducive to
the mining of data in subsequent state assessments. To solve
this problem, Lv et al. [84] proposed a data fusion method
that can fuse multi-source heterogeneous grid data in text file
format and store manual records of the grid into a unified
format of data files. They proposed a data cleaning method
based on ML using a support vector machine (SVM), radial
basis function (RBF), neural network (NN), random forests
(RF), and multi-layer perceptron (MLP).

4) POWER DATA COMMUNICATION, PRIVACY, AND
SECURITY

The unrestricted nature of the smart grid enables the intercon-
nection between the power grid and users [70], [80]. Access
to huge numbers of users, extensive use of intelligent data
acquisition, and wireless network transmission yield massive
amounts of data. In power system transmission, each informa-
tion level produces a huge amount of big datasets. With the
surge of noisy data, conventional clustering algorithms are
not efficient for widespread noisy data [80]. Moreover, the
secure storage of data is one of the crucial challenges during
the application of big data [80]. Including power system data,
the privacy and security of user behavior data should be
ensured. Besides, as the smart grid is an intelligent network
that connects energy users’ actions, reduces energy consump-
tion and cost, and increases reliability by using advanced
communications technology, suitable demand management is
required to generate and transmit energy [79].

5) POWER DATA ANALYTICS
1) Renewable energy prediction
Integration of smart grids with distributed renew-
able energy sources such as wind, solar, etc. causes
increased challenges to the power industry. Though
the operational capability of the power system to be
fed into the energy grids has increased over time, the
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inconsistent nature of renewable energy may negatively
impact the power supply [14]. So, the detection of
possible renewable energy sources, and the prediction
of the production of energy have vital importance. For
prediction, artificial neural network outperforms most
of the earlier methods. For instance, [14] predicted
the prediction intervals using two separate methods to
assess confidence in the prediction. In the first method,
multilayer perceptron neural networks are trained with
a multi-objective genetic algorithm, and in the second
method, extreme learning is trained combined with kd-
tree. The prediction of short-term wind on a real dataset
of hourly wind speed measurements also provides us
insight into the energy resources that will be required.
However, though wind energy is one of the frontrun-
ners in technological breakthroughs leading us towards
more efficient power production systems, the draw-
backs cannot be ignored. The establishment and main-
tenance of turbine and wind facilities are highly costly.
This extreme expense is directly related to undevel-
oped technology. Through technological innovations,
the reliability and energy output can be increased and
system expenses can be reduced.

Power System Monitoring and Fault Detection

Smart grid systems required continuous motoring of
the power systems [87] and big data mining and ML
algorithms facilitate the early predictions and fore-
casting regarding the states of power systems. Fault
detection in power systems has great importance to
avoid sudden power failure. The advancement of sensor
technology allows collecting real-time information on
power system health, operational status, and so on.
In addition to the sensor-collected data, other data such
as meteorological information proved useful to forecast
power failure [58]. Therefore, fault detection in power
systems is challenging as it involves multi-source het-
erogeneous data.

Fault detection methods generally facilitate by clus-
tering and classification techniques depending on the
purposes. Smart grid fault detection can be considered
a one-class classification problem if there is less variety
in smart grid big data, otherwise, the classification
could be multiclass classification. Classification can be
done using various techniques while the fuzzy method,
and decision tree algorithm are mostly used particularly
for linear data and neural network mode can be used
for non-leaner data. In the fuzzy method, a value is
associated with every specific feature, and depending
on the threshold the data can be classified. In the
decision tree algorithm, based on the feature value
decision is made on data instances, thus grid data can
be classified as faulty or anomalous. Santisa et al. [45]
and [59] considered it as a one-class classification
problem and proposed a combined method of dissim-
ilarity measures learning by evolutionary learning and
clustering techniques. Then they analyzed the results
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using a fuzzy set-based decision rule. They used power
system operational data, Spatio-temporal data, physical
components state data such as currents and voltages,
weather conditions, etc. In [92] fault has been detected
due to power swing within half cycle time using a deci-
sion tree. A decision tree algorithm was also applied
for developing an intelligent relying on a transmission
system by Jena and Samantaray [57]. They extracted
21 features from phasor measurement unit (PMU) data
by applying Kalman filtering and feeding them into
decision tree algorithms to provide the transmission
line relaying decision. Papadopoulos et al. [93] applied
a decision tree incorporating hierarchical clustering for
detecting the dynamic behavior of power systems after
an interruption and detected unstable non-synchronous
groups.

Another purpose of fault detection is developing early
warning systems. Reference [112] applied extreme
learning machine (ELM) algorithm to develop an intel-
ligent early-warning system for reliable online detec-
tion of risky events in the power system. Reference [96]
analyzed the factors that affect transmission line gal-
loping and proposed a bi-level classifier by applying
SVM and AdaBoost.

In power systems transmission, a crucial characteris-
tic of operation is maintaining voltage stability. Rapid
decision-making has become challenging using mas-
sive amounts of data collected from geographically
distributed locations applying traditional SCADA sys-
tems. A subset of ML i.e., active learning has been
proposed by Malbasa et al. [87] to predict the voltage
stability of the power systems. The data-driven model
supports online updates and offline training. Through
active learning, unlabeled datasets are labeled automat-
ically and data processing is done efficiently. By col-
lecting the system operation data and meteorological
conditions of the power system, Sheng et al. [81]
adopted traditional association rule mining algorithms
such as Apriori, AprioriTid, and AprioriHybrid incor-
porating a probabilistic graphical model to monitor the
transformer state and predict failure.

Load forecasting

Load forecasting is vital for energy management, mar-
ket demand analysis, and power system operation [60].
Load forecasting has been proposed by applying
various techniques. However, centralized forecasting
is challenging for a centralized power system due
to weather diversity and load variation in different
regions. Liu et al. [58] proposed distributed short-term
load forecasting techniques from local weather data.
The power system network is distributed in subnets
based on optimal region partition and calculating simi-
larity between vectors of influencing factors by cosine
distance to select representative samples as train-
ing datasets. They used neural networks, autoregres-
sive integrated moving averages, and autoregressive

istri Smart Grid System

Sensor Technol Device Data
ensor Technology Acquisition Module

| Historical para |

[ Reattimepata | proyincial Power Grid

Data Storage Module

-
DBMS

Cloud Storage —>

Data Analytics

Module Data Quality

Data Computation Module ]

Data Cleaning
Module Assessment Module
[ML moda] [ outtier Detection | [yem | [ap

ML/DM
algorithms

Power Grid Headquarter

FIGURE 8. Big data techniques used for power grid data.

4)

moving average models to separate subnets. Li et al. [85]
proposed an extreme learning machine (ELM) by
a wavelet-based ensemble scheme and to improve
the performance of the model they integrated the
Levenberg—Marquardt method. For feature selection
and selecting input variables, they used conditional
mutual information, and partial least squares regression
has been implemented to combine all the particu-
lar forecasting results. However, feature selection or
extraction is one of the most challenging tasks involved
in ML models.

Power User and Business Analytics

Due to the improvement of living standards, the num-
ber of high-quality power appliances is increasing in
houses. This creates an extra load demand during peak
hours on the smart grid and is a challenge for safe
operation [6]. The power load demand during different
times of the day and locations widely varies. Therefore,
to keep track of customer demand, power generation
companies need to analyze load demand and ensure
power supply without interruption. Big data technol-
ogy can help to store residential power consumption
data and discover user consumption behavior using
data mining and ML algorithms. As a demonstration,
Wu and Tan [6] proposed a big data storage framework
for user power data and analyze the user behavior
using the Apriori algorithm. Besides, Zhang et al. [111]
emphasized on optimization of load demand response
to manage home energy systems. This user data analyt-
ics assists power companies in making business deci-
sions and updating policies for power users [26].

The complete process of power big data acquisition, pro-
cessing, and application is depicted in Fig. 8 including
the corresponding used technologies. A summary of some
selected papers related to the power industry that applied big
data technologies are listed in Tables 4 and 5. We have listed
the major contributions, dataset, implementation and evalua-
tion details, and limitations of selected papers. A category-
wise list of the previous works in the power industry that
embraced big data techniques is listed in Table. 6.
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TABLE 4. Summary of some selected papers related to big data technology for the power industry.

Paper Major Used Dataset Implementation & Evaluation Limitations
Contributions
Taleb An unstructured The authors used  Data sampling has been done by BLB Performance of
etal. [113]  data quality textual, media Bootstrap. Text mining methodology various data
assessment model and web data or has used to extract significant mining algorithms
files, but did not information from the textual data and to assess data
mention a evaluate the data from the extracted quality in industry
specific dataset features. Feature selection and domain have not
name. mapping has been done using data been examined.
quality dimension (DQD) metrics.
Liu Proposed The authors Power grid data has been acquired The paper lacks
etal. [2] integrated storage proposed the from provincial to headquarters using the power grid
using a relational framework for Kafka and real-time data have been data quality
database Oracle, a power data but stored using HBase. Socket connection  evaluation process
NoSQL database did not mention has been established between of by the
HBase and a specific dataset headquarter and provincial grid. For proposed
distributed file name. data assessment, the authors have a framework and a
system HDFS considered subjective and objective practical
between data assessment type and applied experimental
headquarter and various data cleaning methods. assessment in the
provision. industry domain.
Wang Proposed deep The authors The authors extracted distributed The features
etal [126]  learning proposed the unstructured text data using Spark; extraction, neural
distributed framework for applied LeNet-5 and LSTM networks model learning,
algorithms power data but for data mining and to realize optimization and
did not mention differential data analysis for power insight that utilized
a specific dataset  business data; implemented Directed in the power
name. Acyclic Graph (DAG) to reduce the industry was
operational complexity not explained.
Huang Proposed a fuzzy High-order The proposed algorithm minimized The authors have
etal. [109]  method to reduce heterogeneous distances between objects and centers derived 9 fuzzy
data loss in power data but did not of clusters in the feature spaces. The rules that may not
data cleaning mention a authors have derived fuzzy present all the
process. specific dataset membership rules for the selection of latent information
name. objects and weights of features. The in the heterogeneous
the number of the cluster has been esti-  data.
mated using the GXB validity index.
Lv Proposed a data They considered ~ The authors proposed a data fusion They only used
et al. [84] fusion method that the stored files in  method that can fuse multi-source text files file as

can fuse multi-sou-
rce heterogeneous
grid data and store
into a unified format
of data files

the database as
text files.

heterogeneous power grid data from
different systems and manual records
of the grid into a unified format of data
files. They proposed a data cleaning
method based on machine learning
using SVM, RBF, NN, RF, MLP.

for fusion. The
performance of
fused data has not
been evaluated in
the application of
the data.

B. STATE-OF-THE-ART BIG DATA TECHNOLOGIES IN THE

MINERAL INDUSTRY

Big data has spread throughout diverse sub-areas of the min-
erals industry and has become one of the driving forces of the
global economy and business. Minerals’ big data may help
to discover suitable oil and gas fields by nominal destruc-
tion of the environment; establish efficient mineral extraction
systems; explore the relationship with customers, and benefit
markets and opportunities. Therefore, research on the storage,
analysis, and visualization of unstructured and semi-structure
data has become the center of research interest and big data
innovation in the mineral industry [130].

1) MINERALS DATA STORAGE AND RESOURCE
MANAGEMENT

Typically, mineral systems involve an extensive amount
of reports, geographical location maps, queries, official
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documents, and so on. Real-time monitoring and management
of the exploration, mining, drilling, reservoir change, and
utilization of associated management rights are impeded
severely because of low efficient data collection, storage,
and management systems [33]. The problem of inadequate
natural energy resources compared to demand, inconsistent
prices, environmental risks, and competition among other
energy sources can be solved by proper utilization of data
accumulated from diverse mineral sources [20].

Big data storage and management frameworks have
demonstrated the ability to efficiently support large amounts
of mineral data storage and management. Li et al. [33] inves-
tigated the architecture of a mineral resource management
system and proposed a resource management system inte-
grating big data and GIS technology. Besides, the proposed
system also included various rights management such as min-
eral mining management, exploration management, GIS map
management, geological exploration management, resource
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TABLE 5. Summary of some selected papers related to big data technology for the power industry (cont).

Paper Major Used Dataset Implementation & Evaluation Limitations
Contributions
Ak Predicted the They used The authors proposed multilayer As the authors
et al. [14] Prediction intervals ~ Canadian perceptron neural networks with predicted short-
to assess Climate Data- NSGA-II algorithm; and extreme term wind, the
confidence in the Environment learning combined with kd-tree. neural network
wind energy Data which is a must hold the
prediction real dataset of history of time-
hourly wind series data. So,
speed they should
measurements. consider a suitable
NN model such as
RNN, LSTM, and
GRU.
Santisa Proposed smart They used The authors proposed The authors
et al. [45] grid fault detection =~ ACEA historical a combined method of dissimilarity compared the
using One-Class heterogeneous measures learning by evolutionary proposed method
classifier data of period learning and clustering techniques; with some UCI
spans across analyzed the results using a fuzzy set datasets that are
2009-2012 that based decision rule. not smart grid
included weather operational data.
conditions, So, the comparison
spatio-temporal may not present
data of currents the actual
and voltages. evaluation results.
Swetapadma  Proposed a The power To generate power fault, varying Simulated data
et al. [92] decision tree-based  system network different fault parameters have been may not present
framework for fault  has been simulated using MATLAB software. the real power
detection simulated to Three-phase currents and voltages system fault data
generate fault in have been pre-processed using discrete patterns. The
the power system Fourier transforms in the feature authors have
by modifying its extraction step. The proposed model derived some
parameters. The fault  has been trained with a total of 20 no-fault  rules to take the
breakers have instance and 240 power swings with decision that is
been used to fault samples. not sufficient to
simulate various extract all the
shunt faults. patterns in the
power system.
Malbasa Proposed active The proposed They proposed a data-driven ML Prediction time
etal. [87] learning to predict method has been models such as ANN, RF, SVM, increases with

voltage stability in
the power system

evaluated using
synthesized data.

Decision Trees that can be trained in both
online and offline. They labeled the
unlabeled voltage data using active
learning automatically and efficiently.

An experimental simulation has been
conducted using MATLAB Neural
Network Toolbox. The test network.

The test network has consisted of 29
generators, 179 buses, 263 transmiss-

ion lines, 42 shunts, and 104 loads.

increased training
size in RF and
SVM.

reserve management, resource database management, statis-
tical analysis management of data, etc. [33]. In their pro-
posed system, mineral assets data has been stored on the
server-side of the responsible monitoring department of the
government and can be accessed using an internal local
area network connection. Mineral business enterprises can
access the resources using the internet. However, the secu-
rity of the system is a crucial issue that has been ignored.
To protect invaluable mineral resource data from hacking,
security systems need to be strengthened. Bello et al. [47]
developed a big data architecture for automation of dis-
tributed production and downhole sensing data transmission,
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management, and visualization through the real-time reser-
voir and well monitoring applications. They further explored
a web-based framework for data exchange between industries
and business enterprises, monitoring, and interpretation [47].
Another integrated architectural model with big data busi-
ness analytics and transaction data has been proposed by
Alguliyev et al. [20].

2) MINERALS DATA PROCESSING

Due to progress in the petroleum and IoT sectors, extensive
amounts of petroleum geoscience data have been growing
in recent years and have spread to Peta Byte or Zeta Byte.
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TABLE 6. Category-wise list of papers that implemented big data technology in the power industry.

Category

Related Paper

Power system operation

[100], [32]

Power data quality
assessment

[2], [113], [39], [15]

Distributed mining

Mining with Spark [132] and combining Tensorflow [126],
Social media big data streams mining [91]

Data fusion and
cleaning

Fusion and storage of a homogeneous grid data [122],
Multi-source heterogeneous data fusion with ML [84],
Fuzzy joint clustering of heterogeneous data [109]

Data communication,
privacy and security

Data processing, and secure big data technologies [80], [44], [129],
Power network dispatching and planning [70],
Smart grid communications [79]

Power data analytics

Renewable energy prediction [118], [14], [128], [106]
power outage [86], [103], [36], voltage stability [87], [107],
overcurrent [101] detection

Anomaly detection [120],

Load forecasting [58],

Power fault [45], [59], power quality event [31] detection
Transmission fault [92] detection

Power swing fault, islanding [76], [16] detection [92],
Transmission lines relaying decision making [57], [74]
Unstable non-synchronous groups detection [93],

Optimal risk analysis [112],

Transmission line galloping [96],

Transformer state parameter monitoring [81],

HVAC system Monitoring with fuzzy logic and ANN [24],
Smart meter operations with ML [116]

Customers’ energy consumption [6],

demand response management [111]

IEEE Access

Analog meters data extraction [63]
Power business analytics [26]

Petroleum data include seismic data (85%), well log data
(6%), petroleum engineering data (5%), rock physical data
(2%), and others (2%) [50]. So, it has become very chal-
lenging to handle a large amount of petroleum geoscience
instantly using CPU only [89]. Han et al. applied a hybrid
CPU/GPU system to process petroleum geoscience big data.
MPI and CUDA parallel technology has been used to reduce
computational costs. They used 8 GPU for the computation
of actual seismic data and it took 48GB in 3.1 hours [50].
However, to run parallel computational tasks smoothly, the
efficiency of computers is a crucial factor. For the computa-
tion of big data MPI, and CUDA require high-performance
systems which are extremely costly. Therefore, alternative
efficient computing technologies need to be proposed.

3) MINERALS DATA ANALYTICS
1) Exploration through Seismic Pattern
Due to the advancement of geo-phones, a large
amount of data is generated and captured at every
moment of the fracture job [48]. Explanation of seis-
mic data is essential for visual understanding. Many
well-known oil and gas companies like ExxonMobil
have utilized seismic visualization to detect or predict
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the distribution of fractures in tight reservoirs that
improves streamline and well placement. Various sen-
sors e.g., hydrophones or geophones capture data from
low-frequency waves caused by tectonic activities,
and nowadays the well-developed oil and gas indus-
try forms data-driven 3D visualization frameworks on
topography, speed display, and depth imaging [8].
Geographical and geophysical data aggregated from oil
and gas-bearing basin and fields contributed a huge
amount of data [11]. Olneva et al. [11] proposed a
framework using Hadoop to analyze seismic datasets,
extract significant geological features, characterize the
reservoir and identify geological issues [48]. Multiple
high-performance computers and advanced data anal-
ysis algorithms are involved to interpret seismic data.
As an illustration, Roden proposed principal compo-
nent analysis (PCA) and self-organizing maps (SOMs)
to interpret shifts from a large amount of seismic
data [30]. As PCA and SOMs are unsupervised ML
algorithms, they can extract unknown hidden features
from seismic data and help to understand the geology.
By visualization, geological hidden features can be
easily visible from a 2D color map.
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As a practical realization, Olneva et al. [11] applied
big data techniques to the database of the west Siberia
petroleum basin, which is a great storage of diverse
uncommon characteristics and hydrocarbon accumula-
tion to discover new patterns in the distribution field
and evolve novel exploration techniques. The authors
(i) applied k-means clustering for 1D data, multivariant
regression using drilling results from 5,000 wells data
to demonstrate the regional structure of west Siberia
through visualization of regional maps and charts, and
(ii) build a training image sample of seismic events in
the Achimov sequence from 3D seismic data and geo-
logical patterns from more than 40,000 sq. kilometer of
3D regional data.

Alfaleh et al. [19] applied topological data analysis
(TDA) to analyze the shape of complex data, and dis-
cover clusters and their statistical importance for exam-
ining reservoir connectivity and compartmentalization.
The application of TDA allows forecasting with high
accuracy, new plans for growth, efficiency measure-
ment, and optimization. Norne model [133] has been
used to simulate the case study and inverted 4D time-
lapse seismic data generated by reservoir simulations
have been used.

Drilling and Completion

Analysis of a huge amount of data generated during
the drilling process has a great impact on structur-
ing the pipeline and further in detecting failures and
ensuring safety during drilling operations. Manual pro-
cessing of the real-time large amount of data prevents
potential production. This process can be advanced
by developing data-driven models that will intensify
the execution of resources and increases production
on wellheads [5]. Big data analytics and ML have
become a current endeavor to improve the added value
of drilling [40]. Through the utilization of wells’ data
collected by sensors, drilling models can be evaluated
and geologic estimation of drilling procedures can be
possible [65]. Besides, early detection of anomalies
affects penetration and ensures avoidance of undesired
events such as kicks, blowouts, etc. The quality of
generated data is also necessary to evaluate to pre-
vent the misuse of the drilling data and avoid future
calamities resulting from wrong decision-making [83].
Through optimization, drilling operations can unite the
logging [34].

Duffy et al. identified and standardized the best
practices by incorporating an automated drilling state
detection and monitoring service that speed up the
production and boost the rig performance. The rigs’
activity data can be transformed into meaningful per-
formance patterns of crews after classification of data
and integration of rigs’ operational data. From identi-
fication of the most efficient crews, let them observe
their working procedures and make other crews follow
those procedures [65].

3)

4)

Reservoir Management

Big data provides an opportunity for reservoir engi-
neers to monitor and sorting of reservoir simulation
results. The explanation, system design, and predic-
tion of the reservoir simulation parameters heavily
rely on the analysis of stratigraphic rock [30], [115].
However, it is very difficult to digitalize 3D seismic
data and estimate relative permeability parameters, and
bottom hole pressure, which restricts the monitoring
task of reservoir engineers [131]. Integration of cloud
computing with big data provides optimizations of
the reservoir parameters e.g., gas lift, formation of
water injection, water displacement spacing, and pat-
tern in real-time [75]. Xiao and Sun applied a big
data application model to predict the reservoir dynam-
ics by assimilating all the data in the reservoir and
production system and letting the reservoir engineers
do continuous monitoring. The author later estab-
lished relationships between different systems combin-
ing connected nodes and boundary conditions [131].
However, as there are so many reservoir parameters and
varied patterns, a more efficient way of finding related
features and boundary conditions should be investi-
gated. To understand the induced and natural fracture
features in the subsurface and their effect on the fluid
flow and transport, Udegbe et al. [123] adopted a face
detection approach using the cascade AdaBoost algo-
rithm to discover patterns of fracture properties and
gas shale production data classification using pattern
recognition approaches from vectorized 1D image data.
The performance of the proposed method was evalu-
ated for hydraulically fractured wells. However, as ML
models need to be trained with extracted features from
production data, it is difficult to process and extract
significant features to train the model in real-time.
Production Engineering

Production of oil and gas industries is heavily impacted
by various damages e.g., downhole casting, water injec-
tion, and life cycle of oil, gas, and water wells. Song
and Zhou [78] adopted a method to predict casting
damage by applying PCA for dimensionality reduction
of data and then gradient boosting decision tree for
supervised classification. They proposed a three-node
Spark big data platform to collect test datasets from an
oil field in mid-east China containing 446 wells data
among which 352 are undamaged wells and 94 are
casing damaged wells. In the data extraction process,
they selected the 10 most significant parameters that
are responsible for casting damage such as casting
outer diameter, the thickness of the walls, the den-
sity of flow path between the near reservoir and the
wellbore, sand layer bottom, sand layer top, etc. Then
the dimensionality of parameters has been reduced by
PCA to 5 dimensions and the risk of casting has been
assessed using the Gradient Boosting Decision Tree
algorithm. However, experimental data indicated that
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some lacking in the collected dataset negatively impact
the performance of the models, such as the absence of
significant parameters and missing values, etc.
Ockree et al. [98] discussed many ML and data mining
algorithms and their performance in classification and
predicting well production. To demonstrate the work-
ing procedure of an ML model, they applied an RF
algorithm to the wells’ production dataset. For data
sampling in the preprocessing step, they used a boot-
strapping algorithm that randomly sampled data dis-
regarding duplicate data. The bootstrapping algorithm
has been used for replication of sample data and in this
work the authors utilized approximately 1,000 replicate
wells’ data.
Cadei et al. developed a model that can forecast the H2S
trespassing events and provide a rapid and broad solu-
tion by analyzing the main cause to early troubleshoot
the fault [17]. They also discussed the effectiveness of
various ML models as binary classifiers such as logistic
regression, decision tree, and neural networks for fore-
casting the H2S trespassing events and they found that
neural networks achieve high accuracy where logistic
regression and decision tree improve the transparency
of the forecasting. For feature extraction and training
of the models, they used three types of abnormal events
isolated from raw data, which were plant shutdown, gas
sweetener shutdown, and PI recording failure.

5) Pipeline monitoring and maintenance
The pipeline is one of the important components in
the oil and gas industries, while a huge percent-
age of petroleum is transported through the pipeline
[82]. According to Canadian Energy Pipeline Associ-
ation (CEPA) [134], the pipeline has been transporting
97% of natural gas and crude oil in Canada. Despite
being considered one of the reliable and economical
ways of transporting oil and gas, pipelines are fre-
quently affected by various anomalies such as corro-
sion, cracks, and dents.
Various ML techniques have been used to detect
anomalies in many research. Layouni et al. [82] dis-
cussed the numerical and non-numerical techniques
to determine the defect lengths and depths and loca-
tion of Metal-loss in the oil and gas pipeline and
proposed a method to detect metal loss by applying
pattern-adapted wavelets and two ML algorithms i.e.,
artificial neural network and linear regression through
investigating the magnetic flux leakage data collected
from the scanning of oil and gas pipelines. They
selected maximum magnitude, peak-to-peak distance,
mean average, standard deviation, and integral of the
normalized signal from 1,300 data items as defect depth
heavily depends on these features.

A summary of some selected papers related to the miner-
als industry that applied big data technologies are listed in
Tables 7 and 8. The complete process of mineral big data
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FIGURE 9. Big data techniques used for mineral data.

acquisition, processing, and application is depicted in Fig. 9
including the corresponding used technologies. A category-
wise paper list of the previous works in the minerals industry
that embraced big data techniques is listed in Table. 9.

C. STATE-OF-THE-ART BIG DATA TECHNOLOGIES IN THE
MANUFACTURING INDUSTRY

The highly available, efficient, and diverse sensors have
aided the revolutionary transformation towards automation
by supervising the functionality process, tools, machines,
quality evaluation, fault prediction, and so on [1]. Through
effective use of sensors and application of data fusion tech-
niques, significant knowledge can be extracted and that can
be further used for business growth.

1) MANUFACTURE DATA PROCESSING, SECURITY, AND
TRANSMISSION

Manufacturing big data generally includes machine and tools-
related data, operational data, business enterprise data, and
external data. Wei et al. [71] developed the architecture of
the service-oriented manufacturing data access model and
discussed the various functionalities. The developed plat-
form provides interfaces for various purposes such as web
service, resetting the database, file upload, online filling of
data, accessing the video, Web crawlers, etc. Responsible
persons for data access configuration configured the access
mode based on the requirements. Structured, unstructured,
and semi-structured data can be transferred from the data
center to the service center and vice versa with the help of a
data service interface. In the service center, there were three
modules i.e., data collection units, data service units, and
data distribution units. Finally, the service center is connected
to a distributed big data storage system through a data bus
channel. Liu et al. proposed a manufacturing model for the
hydrostatic bearing system incorporating cloud with big data
techniques [64]. The architecture and process scheduling
techniques of the manufacturing industry in the cloud service
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TABLE 7. Summary of selected papers related to big data technology for the minerals industry.

Paper Major Used Dataset Implementation & Evaluation Limitations
Contributions
Hum Proposed a They used real The authors embraced chaotic For the
etal [50]  combined seismic big quantum particle swarm optimization computation of
CPU/GPU system  data, but did not  and applied MRI and CUDA parallel big data MPI and
to process mention any processing to reduce the computational ~ CUDA requires
petroleum dataset. cost. They used 8 GPU for the high-performance
geoscience big computation of actual seismic data systems that are
data. and it took 48GB in 3.1 hours. To extremely costly.
test the algorithm, in 10 nodes 60
processes have been created.
Li Proposed a The architecture ~ They proposed a system architecture To protect
etal [33] resource used geographic  to manage mineral resource data and invaluable
management information, introduced some right management mineral resource
system integrating  mineral data, through the proposed system. data from
big data video data, GIS Mineral assets data has been hacking, security
and GIS map, and stored on the server-side of of the systems
technology. network data. the governmental monitoring need to be
The authors did ~ department and can be accessed strengthened.
not mention the  using an internal LAN.
dataset.
Bello Proposed an They used The proposed architecture has The security
etal [47]  architecture to reservoir and consisted of an input device, data measures have
automate wells collection, and aggregation; data not been
distributed production data storage, cleaning, and pre-processing; explained.
production and but did not data retrieval, process, and analytical
downhole sensing mention the engine; data-driven decision support;
data transmission, dataset. intelligent control and information
management, and publish; graphical interface. Different
visualization wells data were converted to
through the real- industry-standard data format and
time reservoir and aggregated to a proxy server of the
wells monitoring operational units. Later, data has
applications. been pushed to the system using
IPSec tunnel. On the other hand, the
system pulled data from wells
through SCPI, and SFTP using
Elastic Distributed Public and Private
Cloud Data Center Landscape.
Olneva Applied big data They used The authors (i) applied k-means They applied k-
etal [11]  techniques on the 40000 sq. clustering for 1D data, multivariant means clustering
database to kilometers of regression using drilling results from only on 1D data.
discover 3D regional 5,000 wells data to demonstrate the
uncommon data of west regional structure of west Siberia
characteristics and  Siberia. through visualization of regional
hydrocarbon maps and charts, and (ii) build a
accumulation. training image sample of seismic

events in the Achimov sequence
from 3D seismic data and geological
patterns from more than 40,000 sq
kilometers of 3D regional data.

platform have been investigated in the context of big data
analytics in the paper [51].

It is crucial to ensure data security when capturing and
transmitting data to and from the cloud computing envi-
ronment. Data access should be controlled with the help of
authenticated mechanisms so that data collected from one
plant cannot be visible to people of other plants [69] and
transmission should be secured by various powerful encryp-
tion algorithms.

2) MANUFACTURE STATE MONITORING
As the different machinery varies in their internal struc-
ture and working process, diverse techniques have been
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adopted to monitor their states, and performances and to
detect faults [124]. Kumar et al. developed a health state of
a cutting tool monitoring and estimation to aid automatic
diagnostics, maintenance, and prediction using a polynomial
regression model. The proposed model was built based on
sequential clustering and applied to time-series sensor signals
as unlabeled datasets [56], [72]. An inspection-replacement
policy has been proposed by Zhang et al. [127] as a mainte-
nance strategy for heterogeneous populations. In this policy,
inspections are conducted at the early stage to find out and
replace defective products, and at the later stage, a preventive
replacement has been performed to avoid wear-out failures.
Wang [18] applied machining processes using hidden Markov
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TABLE 8. Summary of some selected papers related to big data technology for the minerals industry (cont).

Paper Major Used Dataset Implementation & Evaluation Limitations
Contributions
Xiao Proposed a The authors The proposed application system has As there are so
etal [131]  framework to used reservoir consisted of an ingestion system, many reservoirs
predict the data, production  geosystem, production data, wellbore parameters and
reservoir dynamics data, and data, surface gathering system, varied patterns, a
by assimilating wellbore data. downhole pumps, and reservoir data. more efficient
all the data in the All the stored data has been way of finding
reservoir and transformed using hive, MAPR, and related features
production system impala. and boundary
conditions should
be investigated.
Song Predicted casting The dataset They proposed a three-node Spark Experimental
etal. [78] damage applying contains 446 big data platform to collect test data indicated
PCA for wells data datasets from an oil field. They that some lacking
dimensionality among which selected the 10 most significant in the collected
reduction of data 352 are parameters that are responsible for dataset negatively
and then gradient undamaged casting damage such as casting outer impact the perfor-
boosting decision wells and 94 are  diameter, the thickness of the walls, mance of the mo-
tree casing damaged  the density of flow path between the near  dels, such as the
wells. reservoir and the wellbore, sand layer absence of signi-
bottom, sand layer top, etc. ficant parameters,
and missing valu-
es. etc.
Ockree They applied an RF  They used well For data sampling in the preprocess- The negative
et al. [98] algorithm to well production ing step, they used a bootstrapping effect of data
production data for ~ datasets. algorithm that randomly sampled duplication may

predicting well
production.

data disregarding duplicate data. The
bootstrapping algorithm has been
used for replication of sample data
and in this work, the authors utilized
approximately 1,000 replicate well
data.

have severe
during training
process of
models.

TABLE 9. Category-wise list of papers that implemented big data technology in the mineral industry.
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Category Related Paper
Mineral Data Quality Heterogeneous wells data quality [54],
Maintenance oil field curation [73]

Petroleum Upstream
Operation

Real-time ESP operation safety [40], Optimization [29]
rod pump optimization [75], development planning [98]

Storage and resource
management

The architecture of mineral resource management
system with GIS [33], [20], MongoDB [117],
Unconventional resource management [114],
Well and reservoir management [47]

Mineral Data Processing

Drilling data automation [65],
CPU and GPU parallel computing [50]

Mine Construction

Coal mine construction [130]

Mineral Data Analytics

Exploration [48], [119]

Geographical feature extraction [11],

Seismic interpretation [30], analysis [19],

Drilling knowledge discovery [68], [83], optimization [43],
Drilling cost optimization [77], [34]

Production engineering [90], production allocation [21],
well productivity [55], surveillance [115],

Mineral extraction [131]

Reservoirs modeling [42], management [105],
evaluation [35],

Upset and hazard prediction [17], [97],
Casing damage prediction [78]

Metal loss detection [82]

Plants’ health and safety [62]

Business intelligence [12]
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models (HMMs) for tool state detection. During tuning of the
proposed model, feature vectors have extracted from varia-
tions of signals using a codebook that was built for vector
quantization of the extracted features. Baek et al. developed
a system to monitor the operational states of systems and
detected faults through the identification of significant sensor
signals using statistical variance and the Fisher criterion [52].
Wang et al. [13] emphasized a crucial issue of cost-effective
interval time between critical level and the monitoring in
condition-based maintenance. The authors investigated the
relationship between the critical level and interval in condi-
tion monitoring to reduce cost and downtime and proposed
a regression model based on the random coefficient growth
model and assumed that coefficients followed the probability
density distributions.

Besides, in the manufacturing industry manual, human
efforts are reduced by intelligent agents. For example, Liu
et al. [135] proposed a hierarchical structure model weld-
ing manufacturing system that introduced a leader following
multi-agent robot to intelligentized welding manufacturing.
The big data collected using IoT and sensor technologies
helps to train the agent incorporating reinforcement learning.

3) PRODUCT QUALITY ASSESSMENT
Batch processing plays a vital role in various production
processes and a massive amount of data is generated from this
process. The data has a time dimension and a corresponding
process variable and is collected during a batch, so the data
has 3 dimensions. Product quality in certain batches is impor-
tant to find faults in the product processing systems, assess
product quality, and finally ensure sound production growth.
The assessment of the quality of the product by multivari-
ate classification of collected data has been investigated by
Garcia-Munoz [41]. To reduce the dimension of data, they
used PCA, and after removing 12 outliers, a final PCA model
of two components had been found that showed a separate
spectrum for good quality and bad quality products. Mac-
Gregor et al. [95] also used latent variables regression models
such as PCA and Projection to Latent Structures/Partial Least
Squares (PLS) for analysis, monitoring, optimization, and
control in the batch process of process industry. Through
the projection of process data into low dimensional latent
variable space, these dimensionality reduction methods can
deal with highly correlated multivariate process data. A latent
variable was also used to control the batch products in [53],
product analysis and design in [49], for monitoring, testing,
and performance measurement of products in [23], and opti-
mization in [28].

4) MANUFACTURE DATA ANALYTICS
1) Production Management
In the manufacturing industry, enhancement of efficacy
of the system increases production growth and opti-
mization of the process are the most crucial challenges
in the age of globalization. Li et al. [51] followed a data
analytics approach to discover an optimal strategy for
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workload management and proposed a novel schedul-
ing algorithm based on a cloud manufacturing service
platform [94]. Tao et al. [121] also proposed another
similar cloud manufacturing service system based on
IoT and cloud computing.

2) Product Anomaly Detection
To increase the successful production in the man-
ufacturing industry, anomaly or fault detection in
the products has no alternatives. ML and DL tech-
niques are currently widely used to detect faults
in products. Jiang et al. [136] proposed a super-
vised anomaly detection model using YOLOv3, where
anomalous products have been identified from bal-
anced images. They also proposed a semi-supervised
anomaly detection model using Fast-AnoGAN. The
semi-supervised method generates new images using
a trained WGAN-GP model. Zhang et al. [99] detected
the anomalies in product quality inspection using Gaus-
sian Restricted Boltzmann Machine. This model can
handle high-dimensional and highly imbalanced distri-
butions on product data.

3) Supply Chain Management
Performance measurement plays a significant role in
supply chain management of the manufacturing indus-
try to measure the efficiency of a system. With the
rapidly changing goals and limited personnel, perfor-
mance measurement of individuals in a short time is
very challenging for the organizations. High-level net-
working sensors such as RFID-enabled sensors offer
the acquisition of real-time data for production logis-
tic control in supply chain management. Supply chain
visibility can enhance the predictive quality, monitor
inventory, and boost customer service by tracking lot
size, and distribution of production [67]. Large compa-
nies like Amazon and Walmart mine their clients’ data
for product promotion [61]. They visualize the supply
and demand signal between retail stores and suppliers;
optimize supply chain decisions.

A summary of some selected papers related to the manu-
facturing industry that applied big data technologies is listed
in Table. 10 and 11. The complete process of manufacturing
big data acquisition, processing, and application is depicted
in Fig. 9 including the corresponding used technologies.
A category-wise list of the previous works in the manufac-
turing industry that embraced big data techniques is listed in
Table. 12.

V. BIG DATA OPEN RESEARCH CHALLENGES IN THE
INDUSTRY

A. INDUSTRY DATA QUALITY ASSESSMENT

The quality of collected data heavily impacts the data analysis
tasks. So, the assessment of the quality of the captured data
is a crucial need that further calls for the necessity of data
cleaning, and filtering for missing or invalid values. Cur-
rently, precise evaluation metrics for the assessment of big
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TABLE 10. Summary of some selected papers related to big data technology for the manufacturing industry.

Paper Major Used Dataset Implementation & Evaluation Limitations
Contributions
Kumar Proposed a system They used They proposed a hidden markov The authors used
etal. [72] that can monitor unlabeled time- model (HMM) and polynomial hierarchical
the health state of series datasets. regression model for monitoring HMM to use an
cutting tools and the health state of cutting tools. unlabeled dataset.
estimate the The proposed model was developed unlabeled dataset.
remaining life. based on sequential clustering of of the proposed
time-series sensor signals. The model =~ model has not
performance was evaluated on the compared to
CNC machining testbed which was other unsupervis-
equipped with thrust-force and torque  ed techniques
sensors to monitor drill bits. using unlabeled
data or techniques
that can label
unlabeled data.
Wang Applied HMMs for ~ They collected The author has applied discrete The proposed
etal. [18] tool state detection the data using wavelet transform to find wavelet method was not
an accelerome- coefficient and then extracted feature compared to
ter sensor mou- vectors from variations of signals other techniques.
nted on the cutt-  using a codebook during the tuning
ing tool holder of the model. The purpose of using
attached to the the codebook was vector quantization
turret. of the extracted features. The testing
of the model has been conducted on a
30hp CNC lathe and the signal was
collected by an accelerometer.
Garcia- Assess the quality The data was They used PCA and after removing PCA can only
Munoz of the product by considered as a 12 outliers, then a final PCA model present the few
etal [41] multivariate three sets of of two components had been found most relevant
classification variables (X, Y, that showed a separate spectrum for components for

of collected data

Z) measured for
each batch and
prepared from
chemical
analysis of wet
cake.

good quality and bad quality
products.11 chemical variables and 1
weight has been collected from a
chemical analysis of the wet cake
drying process (initial condition
matrix, Z). Then 10 process variables
were found from the batch (process
matrix, X) and 11 product quality
variables were found at the end of the
batch processing (quality matrix, Y).

analysis. So,
linear dimension-
nality reduction
methods have
become obsolete
for the extraction
of rigorously
emerging
behavior from
massive datasets.

data quality have not been defined and are lacking proper
guidance. The current concept of big data has not defined the
quality and criteria of big data. Big data quality depends on
data type, format, features, domain, and so on [39], [113].
Moreover, big data frameworks that support rapid integration
of big data from multiple industries are yet to be developed.
Rapid quality assessment frameworks for massive amounts of
industry data need to be developed.

Therefore, the research questions addressing the existing
challenges for the quality assessment of industry data are as
follows:

« How to define a big data quality assessment model
including proper evaluation criteria?

« Can we develop a big data framework for the acquisition,
storage, and processing of mixed structured data?

+« How to examine the applicability of an assessment
model for a particular industry?
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« How can we develop appropriate big data infrastruc-
ture to accelerate the quality assessment process of the
high-velocity industry data?

« How can we develop big data frameworks that would
integrate and assess data quality across multiple indus-
tries when necessary?

B. INDUSTRY DATA FUSION AND CLEANING

Depending on the type of industry domain, the type and
dimensions of the collected or stored dataset vary a lot.
Therefore, data fusion frameworks need to be more flexible
in type and dimension. Besides, many research works such
as [84] focused on the frameworks to store the data, but were
lacking clear discussion on how the ML techniques work on
data cleaning and preparation for data mining techniques. The
performance of the ML models has not been evaluated and
optimized. The effective performance of heterogeneous data
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TABLE 11. Summary of some selected papers related to big data technology for the manufacturing industry (cont).

Paper Major Used Dataset Implementation & Evaluation Limitations
Contributions

Jiang [136]  Proposed a They used The proposed model developed an Performance with
supervised image dataset of  ROI classifier to detect anomaly the generated
anomaly detection industrial types. The semi-supervised model images by the
model applying production labeled the unbalanced image data set trained WGAN-
YOLOV3 on products. based on Fast-AnoGAN. To generate GP model may
images and a semi- the image, they trained the WGAN- mislead the
supervised GP model and monitor the product proposed semi-
anomaly detection score from the difference between supervised
model using generated image and the test image. model.
Fast-AnoGAN. The proposed models have been evaluated

by a balanced and imbalanced dataset
on the actual industrial production
environment.

Zhang [99]  Detected anomaly High For pre-processing, they applied They used ZCA
in product quality dimensional Zero-phase Component Analysis which is very
inspection using and highly (ZCA) whitening techniques and similar to PCA
Gaussian imbalanced integrated the free-energy for feature
Restricted distributions on function with the objective function extraction not
Boltzmann wine and and performed gradient compensation. reducing dimens-
Machine cigarette As a training algorithm, ionality. It may

product data

Contrastive Divergence and Parallel
Tempering was used. For

performance metrics, the reconstruction
error has been calculated.

increase process-
ing time and
storage. More
efficient feature
extraction can be
possible with an
autoencoder.

TABLE 12. Category-wise list of papers that implemented big data technology in the manufacturing industry.

Sub-area

Related Paper

Data Access and
Processing

Manufacture big data access platform [71]
A hydrostatic bearing system with cloud and big data

technology [64]
Distributed manufacture data capture and integration [69]
Latent variable modeling [95]

Process State Monitoring
and Maintenance

Unified change detection [124]
Health state estimation of cutting tools [72], [56], [18]

Condition-based maintenance of heterogeneous

products [127], estimate optimal critical level [13]

Fault pattern extraction [52],

Product quality assessment

Macro-quality index based on customer satisfaction [46]

Big Data Analytics

Capacity maintenance [66]

Product manufacture anomaly detection [25]
Data-driven cost estimation [22]

Feedback and coordination system [102]
Supply chain indicator [61], [38], [108],

Smart manufacture [110], [27] and service [88]
Product Lifecycle Management [125], [37]

Manufacture workflow management and scheduling on
cloud [51],

fusion and storage solutions for practical industry systems has
not been demonstrated.

Therefore, the research questions addressing the existing
challenges in the fusion and cleaning of industry data are as
follows:

« How can we develop big data fusion framework that is
flexible to data type and storage format as necessary?

+ How the model performance can be evaluated to facili-
tate further optimization?
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o How to utilize the cleaned and fused heterogeneous
multi-source industry data in solving current problems
to prove the efficiency and accuracy of the data cleaning

framework?

C. INDUSTRY DATA COMMUNICATION, PRIVACY, AND

SECURITY

One of the great challenges of communication and transmis-
sion of industry data is data noise. Previous research on data
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FIGURE 10. Big data techniques used for manufacturing data.

noise detection using traditional clustering algorithms is not
much efficient for big data. Ensuring data security for the user
and system is another big problem. When users’ data has been
utilized for various data analytics purposes, user privacy must
be ensured.

Therefore, the research questions addressing the existing
challenges of communication, privacy, and security of indus-
try data are as follows:

o Can we develop a more efficient noise-protective big
data architecture?

« How to detect noisy data using advanced data mining or
ML algorithms?

« How advanced big data architecture can identify and
manage the demand of users?

o How does big data infrastructure ensure the privacy of
systems and users when using data for other purposes?

D. DISTRIBUTED INDUSTRY DATA MINING

Industry big data highly varies from one industry to another
industry. For instance, the power and manufacturing indus-
try produces lower-dimensional sequence data compared to
high-dimensional geo-location maps used in the minerals
industry. Therefore, generic distributed mining platforms will
not serve industry-specific purposes. In addition to this,
as ML and deep learning models are black-box type models,
the decision-making process of those algorithms is very dif-
ficult to understand. As a result, optimization of the models
becomes hard and is only limited to changes in neural models’
hyperparameters.
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Therefore, the research questions addressing the exist-
ing challenges in distributed mining of industry data are as
follows:

« How to develop distributed domain-specific industry
data mining platform along with big data technologies?

« How can we interpret neural models to ensure reusability
and optimization?

E. PRODUCT QUALITY ASSESSMENT
Industry data is becoming highly non-linear and high-
dimensional. Linear dimensionality reduction methods like
PCA can only present the few most relevant components
for analysis. So, linear dimensionality reduction methods
have become obsolete for the extraction of rigorous emerging
behavior from massive datasets. Besides, consumers’ experi-
ences regarding a product are very significant in measuring
products’ current quality and future improvements.
Therefore, the research questions addressing the existing
challenges in product quality assessment from industry data
are as follows:

o Which big data are significant for the understanding
of the dynamic behavior of the manufacturing process
and how can we capture the non-linear relationships of
parameters?

« How can we develop the pipeline between product con-
sumers’ demand, experiences, and product assessment
and quality enhancement?

F. INDUSTRY DATA ANALYTICS
1) SYSTEM MONITORING AND FAULT DETECTION
Industry systems need continuous monitoring to detect faults
and it can be done through big data analysis. One of the most
important and challenging tasks of data analysis is feature
extraction. Almost in all of the previous research, feature
extraction from industry data has been extensively done by
applying ML or DL models. However, the causal correlation
between the features remains hidden. The latent relationship
may explore the reason for the fault or anomaly.

Therefore, the research question addressing the existing
challenges in monitoring and identifying faults in the systems
is as follows:

« How to discover the correlation/causation rules from the
industry data?

2) MINERALS EXPLORATION AND DRILLING

Limited monitoring of fracture jobs has been done from
seismic events at this time. The time lag between visual-
ization and explanation of micro-seismic events restricts the
capability to take real-time responses. Because of the narrow
utilization of vast amounts of data, significant patterns have
been remaining unexplored and hardly utilized for future task
modeling and decision-making. Besides, practical implemen-
tation of most of these proposed ideas is yet to be applied in
the mineral industry due to the involvement of natural risk
and huge cost.
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Therefore, the research questions addressing the existing
challenges in the monitoring of seismic events for exploration
and drilling are as follows:

« How to enhance technology for continuous monitoring
of seismic events?

« How can we develop rapid visualization and interpre-
tation of micro-seismic events and take real-time emer-
gency measures?

« How to increase the use of seismic data to explore more
latent features and thus offer an efficient data-driven
solution to exploration?

o How can we implement the drilling ideas that avoid
environmental harm and estimate cost?

3) RESERVOIR AND PRODUCTION MANAGEMENT

Datasets are a crucial component in the training of data
mining and ML models. Improper or insufficient data hinders
data-driven solutions. Therefore, more data should be pro-
vided or collected using big data technologies for the progress
of mineral data analytics. Moreover, a proper framework
should be developed for collecting good quality data and
assessment of mineral industry data quality. Besides, data
analytics requires ML models to be trained with production
data and extract features. As system monitoring is a contin-
uous real-time process, it is very challenging to collect data,
pre-process, extract significant features, and train ML models
in a real-time industry environment.

In addition, due to a lack of dataset, some authors [98]
replicate the small dataset. But, replication or repetition and
synthesis of datasets have severe drawbacks on the training
of ML models. In this way, models learn the same features
repetitively which demands unnecessary increased time and
memory. We understand that models need a sufficient amount
of data to be trained and for this reason, the necessity of
duplication of an insufficient amount of data is justified; how-
ever, we cannot ignore the negative effect of duplication of
data. Besides, more data can add to more varieties of patterns
and can make trained models more efficient. Therefore, more
operational and production original data from the oil and gas
industries need to be collected for data analytics.

Forecasting or classification using neural network models
is a black box type method that lacks enough transparency
and interpretation. To serve the analysis, rapid and clear
interpretation and visualization of results are crucial.

Therefore, the research questions addressing the existing
challenges in monitoring mineral production are-

« How can we get enough good-quality datasets to use for
various big data analytics purposes?

o How can we extract features and discover dynamically
latent relationships between features, reservoir, and pro-
duction system?

VI. DISCUSSION AND FUTURE RECOMMENDATIONS
The industry sectors have been revolutionized by big data
technologies and have created unprecedented socio-economic
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development. In this review paper, we discussed the lead-
ing big data techniques involving industry and explored
the underlying challenges to draw the attention of big data
researchers and data analytics. In this paper, we recommend
possible solutions to big data research challenges so that
future researchers can work on those.

« Big data architecture has been proposed to gather indus-
try data, and utilized it for several purposes. The missing
value, noisy data, etc. in collected data impact negatively
the later processing or use of this invaluable data. There-
fore, data quality assessment is an urgent necessity. The
currently proposed data quality assessment models are
not precise and demand more guidance. A big data
quality assessment model can be proposed and must
define (i) data type, format, and domain; (ii) dimen-
sions of data used for mapping the quality; (iii) quality
metrics to consider; (iv) attribute or feature evaluation
techniques; (v) data sampling strategies; (vi) assessment
techniques. Non-relational databases e.g., NoSQL may
be used to store heterogeneous data and an empirical
big data quality assessment method can be investigated
for individual industry domains. A weight coefficient
must be defined for each assessment indicator. With
big data frameworks like Spark, Storm, etc. to collect
high volume data, high processing speed memory and
algorithms have to be developed. State-of-the-art big
data integration frameworks can be designed to collect
multiple industry data and a single assessment model can
be applied.

« Data cleaning and pre-processing are closely related to
data quality assessment. Common data cleaning algo-
rithms are used for typical industry data but do not
consider high-dimensional data such as 3D or 4D seis-
mic data, geographical location maps, and so on. So,
an advanced big data framework for high dimensional
mineral data storage and processing needs to be devel-
oped. The proposed data fusion and cleaning algorithms’
performance needs to be measured in real-time industry
environments. Advanced data cleaning algorithms may
help to clean the noisy data during data transmission in
the power industry as power data is susceptible to noise.
Semi-supervised self-learning clustering algorithms can
be developed to assist in the global data clustering of
power system data. Besides, researchers should consider
efficient noise-protective big data framework including
big data sampling techniques to remove noise from
smart grid-transmitted datasets.

o API and middleware can transfer energy data between
smart grid and users [70]. By analyzing such data, users’
demands can be identified and power systems can work
to serve the increased demand. However, system and
users’ data privacy is a crucial challenge. Advanced
multi-layer secured big data framework may serve to
avoid potential network attacks. Anonymity algorithms
may help to hide the identity of individual users during
the use of their electricity consumption data.
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o Higher-dimensional, multi-source industry data is
another great challenge that needs to be considered.
Cutting-edge advancement of deep learning neural
model offers dimensionality reduction method of non-
linear data e.g., autoencoder. The autoencoders are unsu-
pervised neural networks and can discover features with
reduced dimensions. The autoencoders can be trained
to use for forecasting as well. Moreover, the correlation
of data can be explored by analysis of the decision rule
conditions and its results, measuring relevance score,
layer-wise propagation, etc. Therefore, to implement
ML algorithms on big data, existing big data frameworks
must be developed with a supportive processing system
so that algorithms can be trained on the huge amount of
big data and learn the pattern of data.

o The scarcity of datasets limits many efforts at big data
innovation. Big data analytics depends on large-good
quality datasets and sometimes labeled datasets. To pre-
dict or forecast events, datasets greatly assist data ana-
lytics methods. Data mining, ML algorithms are capable
of real-time monitoring of seismic events from seis-
mic data. We have to build large open-source datasets
for mineral data analytics research to explore more.
Through drilling simulation, virtual and physical data
and parameters can be compared and uncertainty can
be determined [43]. As a result, cost optimization is
possible. Therefore, a data-driven simulator should be
developed.

o Along with industry data, social media reviews are the
primary source of consumer data and play a vital role
in user and business analytics. Using advanced big data
frameworks, users’ experiences, comments, etc. can be
collected and ML algorithms can efficiently discover the
assessment of a product by users. The manufacturing
industry should draw critical attention to consumers’
review and collection of their demand, which may help
to increase successful production growth.

« Finally, it is a very urgent need to build an open-source
database of industry data. Then, the integration of ML
algorithms with big data technologies can provide effi-
cient and dynamic means of capturing latent features of
reservoir parameters and data and correlation between
them. Advanced ML techniques such as PCA, latent
dirichlet allocation (LDA), various types of autoen-
coder, etc. offer not only feature extraction and covari-
ance but also dimensionality reduction and data labeling
facilities. Explainable Al tools e.g., local interpretable
model-agnostic explanations (LIME), Shapley Additive
Explanations (SHAP), facets, what-if tools, etc. can help
to discover the explanation of the prediction properly
and assists the process of model optimization.

VIi. CONCLUDING REMARKS

This paper presented a review of papers related to big data
technologies implemented in the power, mineral, and manu-
facturing industries. We also discussed the paper collection,
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selection, and assessment criteria done before the review task.
For high-quality paper collection, we searched in IEEE digital
library, ACM digital library, SpringerLink, Elsevier, Mul-
tidisciplinary Digital Publishing Institute (MDPI), Google
Scholar, Willey, etc. and based on our selected criteria, we fil-
tered only good quality papers for review. We proposed a
taxonomy of applications of big data technologies in power,
mineral, and manufacturing industries that have been demon-
strated on three levels. Along with this, we presented the
year-wise distribution and frequency of reviewed papers, and
big data technologies used to acquire and process the massive
amount of industry data. We also demonstrated the frequency
of ML and data mining techniques that are used for industry
data processing. Then, we discussed state-of-the-art big data
technologies that have been proposed to collect, store, man-
age, and analyze power, mineral, and manufacturing data.

We have investigated the existing big data research gaps
in the industry sectors and tried to bridge the gaps by rec-
ommending suggestions for data-driven industry approaches.
The big data quality assessment framework need to be pre-
cisely upgraded for multi-dimensional big data to get outper-
forms the later processing and storage in the general industry.
Moreover, noise cancellation big data framework may help
to avoid noise during the transmitted data collection process
which further improves the quality of big data. Besides, multi-
layer secure protection is required for customers and busi-
ness data for business data analysis. While for industry data
analysis purposes, ML and data mining techniques proved
tremendous efficiency, these tasks demand high-performance
processing systems; therefore, the existing big data frame-
works need to be re-framed to support ML and data mining
algorithms/ models to be trained with big data.

For industry automation, big data can play a vital role
by training intelligent agents and thus reduces human effort,
cost, and production time. Introducing intelligent agents has
crucial significance, especially in certain industrial environ-
ments to reduce life risk.
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