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ABSTRACT In the traditional software defect prediction methodology, the historical record (dataset) of
the same project is partitioned into training and testing data. In a practical situation where the project to
be predicted is new, traditional software defect prediction cannot be employed. An alternative method is
cross-project defect prediction, where the historical record of one project (source) is used to predict the
defect status of another project (target). The cross-project defect prediction method solves the limitations
of the historical records in the traditional software defect prediction method. However, the performance of
cross-project defect prediction is relatively low because of the distribution differences between the source
and target projects. Furthermore, the software defect dataset used for cross-project defect prediction is
characterized by high-dimensional features, some of which are irrelevant and contribute to low performance.
To resolve these two issues, this study proposes a transformation and feature selection approach to reduce
the distribution difference and high-dimensional features in cross-project defect prediction. A comparative
experiment was conducted on publicly available datasets from the AEEEM. Analysis of the results obtained
shows that the proposed approach in conjugation with random forest as the classification model outper-
formed the other four state-of-the-art cross-project defect prediction methods based on the commonly used
performance evaluation metric F1_score.

INDEX TERMS Cross-project, feature selection, software defect, transformation.

LIST OF ABBREVIATIONS
AUC Area Under Receiver Operating Characteris-

tics Curve.
CKSDL Cost-sensitive Semi-supervised Dictionary

Learning.
CPDP Cross-Project Defect Prediction.
CTDP Collective Transfer Learning Defect Predic-

tion.
DBSCAN Density-Based Spatial Clustering of Appli-

cations.
DPC Density Peaks Clustering.
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EM Expectation-Maximization.
EMD Earth Mover Distance.
FCR Feature Class Relevance.
Fr Feature Relevance.
FRV Feature Relevance Vector.
FS Feature Selection.
FV Feature Vector.
GA Genetic Algorithm.
GIS Genetic Instance Selection.
HYDRA Hybrid Model Reconstruction Approach.
KNN K-Nearest Neighbor.
LDF Local Density of Features.
LR Logistic Regression.
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MCW Multiple Components Weight.
MFTCPDP Manifold Feature Transformation Cross-

Project Defect Prediction.
NASA National Aeronautics and SpaceAdministra-

tion.
NB Naïve Bayes.
NN Neural Network.
RF Random Forest.
S Source Project.
SDP Software Defect Prediction.
SFD Similarities of Features Density.
SF Selected Features.
SMET Source Mean Transformation.
SMOT Source Mode Transformation.
St Transformed Source.
Sr Reduced Source.
SVM Support Vector Machine.
T Target Project.
TCA+ Transfer Component Analysis plus.
TDS Training Data Selection.
TFSCPDP Transformation and Feature Selection

Cross-Project Defect Prediction.
Tr Reduced Target.
UMR Unified Metric Representation.
WPDP Within Project Defect Prediction.

I. INTRODUCTION
Currently, there is a significant increase in software complex-
ity [1]. An increase in the size and complexity of the system
over time has led to an increase in the demand for efficient
methods that can minimize cost and maximize the quality
of the software product. In response, testing activities are
conducted to verify the correctness of the system’s operation
through its execution. Defects can be identified by testing.
The early identification of defects in the development process
can help reduce the cost of maintenance [2]. However, the
cost of software testing is almost half of the development
cost [3]. Consequently, in a situation where resources are lim-
ited, managing the available limited resources is paramount.

A software defect prediction (SDP)model can be applied to
detect the most defect-prone component of a software system
prior to testing activities, thereby reducing the number of
resources required to test every module of the software sys-
tem [4], [5], [6], [7], [8]. Thus, maintainable and high-quality
software can be produced, despite the low budget.

The effectiveness of the SDP model depends on the accu-
racy of the training set. The training set is normally extracted
from previous records of the same project. However, in prac-
tice, for new projects or companies that lack local defect
data repositories because of the cost of maintaining such
repositories, it will be very difficult to apply SDP [9], [10].

An alternative to the traditional SDP is cross-project defect
prediction (CPDP), in which the historical data of one project
(source) available in repositories are used to predict defects
in another project under development (target) [11], [12], [13].

The CPDP resolves the issue of limited data in traditional
SDP. However, the predictive performance of CPDP is below
the applicability level because of the distribution discrepancy
between the source and target projects [1], [14]. Another
factor affecting the performance of CPDP is the issue of high-
dimensional features in both the source and target project
(dataset), some of which are outliers and irrelevant [15].
Therefore, reducing these two issues has become a focus of
CPDP research.

Researchers have proposed various approaches to improve
the performance of CPDP. This includes the Burak-instance
filtering technique proposed by Turhan et al. [9], the Peters
instance filtering technique proposed by Peters et al. [16],
instance weighting proposed by Ma et al. [17], a combination
of multiple models proposed by Xia et al. [18], the collabo-
rative filtering method proposed by Sun et al. [19], transfer
component analysis (TCA+) proposed by Nam et al. [20],
cost-sensitive semi-supervised dictionary learning (CKSDL)
proposed by Wu et al. [21], heterogeneous CPDP using the
dictionary learning method proposed by Li et al. [22], multi-
source CPDP proposed by Bai et al. [23], and Zhao et al. [24],
CPDP based on domain adaptation proposed by Jin [25], and
the landmark-selection-based kernelized discriminant sub-
space alignment (LSKDSA) method for CPDP proposed by
Li et al. [26].

Analyses of the methods above revealed that methods
developed based on feature transformation improved the pre-
dictive performance of the CPDP technique better than the
others. However, improvements in the predictive performance
of CPDP remain open. We propose a cross-project defect
prediction based on transformation and feature selection tech-
nique called TFSCPDP. The basic idea behind TFSCPDP is to
improve the predictive performance of the CPDP by reducing
the issues of distribution differences and high-dimensional
features.

Experiment was conducted on the AEEEM datasets to
ascertain the effectiveness of the TFSCPDP using the com-
monly used evaluation metric F-measure. The TFSCPDP
outperformed the benchmark approaches based on the exper-
imental results.

The paper is structured as follows: the existing approaches
in the area of cross-project defect prediction are briefly
described in Section 2; in Section 3, the proposed trans-
formation and feature selection approaches are introduced;
Section 4 describes the experimental procedures adopted in
the study, which include the performance evaluation metrics,
datasets, and result analysis; and Section 5 presents the con-
clusion and future work.

II. RELATED WORKS
A. CROSS-PROJECT DEFECT PREDICTION
A feasibility study on the CPDP technique was conducted
by Briand et al. [27] using a model trained on the his-
torical data of one java project and predicted defects in
another java project developed in the same environment.
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Zimmermann et al. [10] conducted a large-scale experiment
on CPDP. Their results showed that only 3.4% was suc-
cessful because of the data distribution discrepancy between
the source and target projects. This triggered a series of
research projects on improving the predictive performance of
the CPDP technique.

Some studies have used a similarity measure to choose
suitable training data for the CPDP. He et al. [28] and Her-
bold [29] computed statistical indicators of the features of
source projects and constructed a new distribution vector.
A similarity measure was used to select the most similar
source project for the target project and used as training data
for the CPDP. Turhan et al. [9] proposed a Burak filtering
method in which k instances in source project that are most
similar to the instances in the target project are selected and
used as training data for CPDP. Peters et al. [16] proposed an
improvement in the Burak filter method in which a clustering
algorithm was used to select training data from instances in
a source project. Yuan et al. [30] proposed an approach that
has two phases; phase1: features from both the source and
target projects are clustered using the density peaks clustering
(DPC) technique. Phase2: features in the cluster are selected
based on three ranking methods: local density of features
(LDF), similarities of features (SFD), and feature class rel-
evance (FCR). The selected features were then used as the
training dataset for the CPDP.

Some studies have developed semi-supervised cross-
project defect prediction methods. Wu et al. [31] proposed
a novel approach to reduce the gap between source and
target projects. In this approach, intermediate features from
the original datasets are extracted and irrelevant instances
from the source dataset are illuminated using an autoencoder.
Xu et al. [32] proposed a novel approach in which semantic
features are pulled directly from the source code instead of
using the label of the software defect dataset. A CPDP model
was built using the extracted source code for cross-project
defect prediction.

Currently, studies have focused on developing the CPDP
method using multiple source projects. Poon et al. [33] pro-
posed a credibility-based naïve Bayes model in which a
reweighting technique was used to reduce the distributional
difference between source and target projects. Wen et al. [34]
proposed an approach in which four different techniques were
used for source selection (mean-log, median-log, median-
score, and std-log) and feature selection techniques such
as relief, correlation, oneR, InfoGain, and Gain Ratio.
Ren et al. [35] proposed a multisource CPDP model based
on the dissimilarity space. In this approach, cluster centers
are automatically selected from the target project to form
a prototype set. To form a dissimilarity space, the dissim-
ilarity between the source, target, and prototype is calcu-
lated using the arccosine method. The earth mover distance
(EMD) was used to compute the cost of transforming the data
distribution of both training and testing data to be similar.
Source projects with low costs were chosen as the train-
ing datasets. TrAdaBoost was used as the prediction model.

Chen et al. [36] proposed a novel approach called collective
transfer learning defect prediction (CTDP). This approach
consists of two phases. In the first phase, TCA+ was used to
expand the training datasets using four different normaliza-
tion techniques. Source projects with low costs were chosen
as the training datasets. The best classifier was built using
expanded training data. In the second phase, the particle
swamp optimization algorithm was used to form an ensemble
classifier by allocating adaptive weights to each base clas-
sifier. Xing et al. [37] proposed an approach in which the
distribution difference in the CPDP was reduced by filtering
both the source and target projects using correlation-based
feature selection with a greedy best-first search algorithm.
Ni et al. [38] proposed a novel search-based approach for
source data selection, called genetic instance selection (GIS),
in which appropriate training datasets were identified based
on the fitness F-measure and G-measure output using the
KNN filter technique. Liu et al. [39] proposed an approach
known as two-phase transfer learning for CPDP. In the first
phase, a component called source project estimator (SPE)
used two regression models to select the appropriate source
project. In the next phase, the two selected projects, conju-
gated with TCA+, were used to build two prediction models.
Finally, the consolidated results obtained from the two pre-
diction models were considered.

B. TRANSFORMATION
Transformation in the context of CPDP is the process by
which the source and target project are mapped from original
feature space to the common feature space [1].

Some studies have focus on reducing the data distribution
differences problem in CPDP through feature transformation
and migration. Nam et al. [20] proposed transfer component
analysis plus TCA+method based on feature transformation
and migration, in which the TCA was improved by adding
normalization (data pre-processing technique). After normal-
ization of the data, TCA+ maps the datasets of both the
source and target projects into the latent space where the dis-
tribution discrepancy is minimized. Ma et al. [17] proposed a
method in which instance weighting and transfer learning are
used to predict the distribution of a target project in order to
improve the predictive performance of CPDP. Zhao et al. [1]
proposed amethod based onmanifold feature transformation.
The source and target were transformed into manifold space
to reduce the difference in the data distribution. Finally, the
NB classifier was trained on the transformed source project.
Ni et al. [38] proposed a CPDP method in which features
with high distribution similarity between the source and target
projects are selected using cluster algorithm. Fan et al. [40]
proposed a method in which instances from source project
were extracted and transformed into training data with high
correlation with the target data.

An analysis of the methods above revealed that the feature
transformation method can effectively improve the predic-
tive performance of the CPDP. However, only a few studies
considered the problem of high dimensions in the dataset
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FIGURE 1. Framework for TFSCPDP.

used for CPDP. Therefore, we propose a cross-project defect
prediction method based on the transformation and feature
selection approach TFSCPDP.

III. PROPOSED APPROACH
In this section, the framework for our approach is described,
followed by transformation and the feature selection algo-
rithm and finally the CPDP model construction algorithm.

A. PROPOSED APPROACH FRAMEWORK
As shown in Figure 1. The inputs are the source (S) and
the target project (T). First, a new source project (St) is
obtained after transformation. Second, St and T pass through
the feature selection process. Third, the classifier is trained
on a reduced-source project (Sr). Finally, the trained model is
used to predict the label of the reduced target project (Tr), and
the result is then compared with the real label (performance
analysis).

B. PROPOSED TRANSFORMATION APPROACH
Let’s define the source and the target project as S =

{(F (s)
j )

m

j=1
, y(s)} and the target project dataset T = {(F (t)

j )}
m

j=1

where F (s)
j and F (t)

j εR
mx1 are the feature vectors with Sn

and Tn instances respectively which represent the analysis of
source code of software programmodule. y(s) is a label which
denotes the defect-proneness of a module. y(s)ε{0, 1} where
y(s) = 0 and y(s) = 1 denotes defective and non-defective
module respectively. Assuming that, both the source and the
target are homogeneous (have the same metric sets). In cross
project settings, the distance between the distributional char-
acteristic of features of the source and the target project
d
(
F (s)j ,F (t)j

)
= |F (s)j ,F (t)

j | is large. Where d() denotes
a Euclidean distance. Therefore, the goal of this approach
is to minimize d

(
F (s)j ,F (t)j

)
. let’s the source feature F (s)

j

contains instances x(s)1,j, x
(s)
2,j, x

(s)
3,j . . . x

(s)
sn,m and corresponding

target feature F (t)
j contains instances x(t)1,j, x

(t)
2,j, x

(t)
3,j . . . x

(t)
tn,m

from i = 1 to Sn, Tn and j = 1 to m, then the Source Mean
Transformation (SMET) is given by Eq.(1).

SMET =
(x(s)i,j ∗ F̂

(t)
j )

F̂ (s)
j

(1)

Source Mode Transformation (SMOT) is given by Eq. (2).

SMOT =
(x(s)i,j ∗ F̃

(t)
j )

F̃ (s)
j

(2)

where F̂ (s)
j and F̂ (t)

j are the mean of each feature in S and T
calculated using Eq. (3) and (4) respectively.

F̂ (s)
j =

1
sn

∑sn

i=1
x(s)i,j (3)

F̂ (t)
j =

1
tn

∑tn

i=1
x(t)i,j (4)

F̃ (s)
j and F̃ (t)

j represent the mode of each feature in S and T
calculated using Eq. (5) and (6) respectively

˜F (s)
j = max(x(s)1,j, x

(s)
2,j, x

(s)
3,j . . . x

(s)
sn,m) (5)

and
˜F (t)
j = max(x(t)1,j, x

(t)
2,j, x

(t)
3,j . . . x

(t)
tn,m) (6)

Transformed source project (St) is given by Eq. (7)

St = {(F (St)
j )

m

j=1
, y(s) (7)

Whare F (St)
j represents the arithmetic mean of SMET and

SMOT calculated using Eq. (8)

F (St)
j = 1/2(

(
x(s)i,j ∗ F̂

(t)
j

)
F̂ (s)j

+

(
x(s)i,j ∗

˜F (t)j

)
˜F (s)j

) (8)

C. PROPOSED FEATURE SELECTION APPROACH
The characteristics of software modules are reflected in the
software features [41]. However, some software contains
many features some of which are irrelevant and contribute
in decreasing the prediction performance of software defect
prediction model especially CPDP. Therefore, introducing
feature selection technique to select more relevant features
can improve the predictive performance of software defect
prediction model [42], [43], [44].

IV. DESCRIPTION OF DATASETS AND EVALUATION
METRICS
A. DATASETS
The AEEEM datasets are some of the open-source datasets
commonly used in SDP studies [1]. We can observe
from Table 1 that AEEEM contains five software projects
(datasets) with 61 features each.

B. EVALUATION METRICS
Three evaluation metrics or measurements were used to eval-
uate the proposed approach: recall, precision, and F1_score.
F1_score is a common evaluation metric used in software
defect prediction studies [34]. This is the harmonic represen-
tation of precision and recall, calculated using Eq. (9).

F1_score =
(2 ∗ recall ∗ precision)
recall + precision

(9)
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Algorithm of Proposed Feature Selection Approach
Input: St-Transformed Source project

T-Target project
N-Number of features to be selected

Output: Sr
Tr

1: compute the mean of each feature F (s)
j of S for j=1 to m

and mark it as Fr (feature representative)

Frsj =
∑sn

i=1
x(s)1,j

2: store each Fr in a feature vector (FV)
FV = {F sr1,F

s
r2, . . .F

s
rm}

3: compute the arithmetic mean FVmean of FV

FVmean = 1/m
∑m

j=1
F (s)
rj

4: compute the standard deviation FV std for FV

FV std =

√∑
(F srj − FVmean)(2)

m− 1

5: for each featureF (s)
j , compute the Feature RankingValue

(FRV)

FRV j = (3 ∗ FV std )− abs(F
s
r1 − FVmean)

6: set the values of FRV j in descending order
7: select the top Nth FRV along with their corresponding
features and mark it as Selected Features (SF)
8: select the common features between the SF and St and
SF and T and mark the resulting datasets as Sr and Tr
respectively
Return Sr, Tr

TABLE 1. Datasets.

V. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETUP
In this subsection, the parameter settings are described.
For the proposed feature selection approach, we set N =
12. Four state-of-the-art approaches, manifold feature trans-
formation cross-project defect prediction MFTCPDP [1],
multi-source cross-project defect prediction MSCPDP [24],
kernel twin support vector machines with domain adapta-
tion DA-KTSVM [25], and two-phase feature importance

FIGURE 2. Relevant features in EQ data.

amplification TFIA-CPDP [37], were employed to verify
the effectiveness of the proposed approach. Four classifiers
commonly used in SDP studies, namely, KNN, SVM, RF,
and LR, were adopted in this study [45], [46], [47]. Table 4
presents the results for different machine learners in terms
of the F1-score. As shown in Table 4, the highest average
F1_score was obtained by RF followed by SVM, which
was used for the analysis of our proposed approach. All
experiments in this study were implemented using Python.
In addition, all methods were evaluated using the samemetric
F1_score on the same dataset, AEEEM, for a fair comparison.
Experiments were performed on a PC with the following
properties:Windows 10, 64-bit, Intel(R) Core (TM) i7-4600U
CPU:2.70 GHz, RAM:8G.

B. PREDICTIVE PERFORMANCE OF TFSCPDP BASED ON
DIFFERENT VALUES OF PARAMETER N (NUMBER OF
SELECTED FEAUTRES)
In this subsection, a comparative study of TFSCPDP based
on different values of the parameter N using RF and SVM
learners is presented.

1) PREDICTIVE PERFORMANCE OF TFSCPDP BASED ON
DIFFERENT VALUES OF PARAMETER N USING RF LEARNER
ON AEEEM DATASET
We analyzed the predictive performance of TFSCPDP based
on the value of parameter N using RF on AEEEM, as shown
in Table 2. TFSCPDP’s best performance was obtained with
a value of N = 12, considering the number of times it
won on individual data (indicated in bold) and the overall
F1_score average. Therefore, we can deduce that the best per-
formance of TFSCPDP can be obtained by selecting twelve
(12) relevant features using RF as a classifier on the AEEEM,
as shown in Table 2.

2) PREDICTIVE PERFORMANCE OF TFSCPDP BASED ON
DIFFERENT VALUES OF PARAMETER N USING SVM LEARNER
ON AEEEM
Secondly, we analyzed the performance of TFSCPDP based
on the value of parameter N using SVM on the AEEEM
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FIGURE 3. Relevant features in JDT data.

FIGURE 4. Relevant features in ML data.

FIGURE 5. Relevant features in PDE data.

dataset, as shown in Table 3, the best performance of
TFSCPDP was obtained with a value of N = 18 consid-
ering the number of times it won on individual data (indi-
cated in bold) and the overall F1_score average on both the
datasets. Therefore, we can deduce that the best performance
of TFSCPDP can be obtained by selecting eighteen (18) rele-
vant features using SVM as a classifier on AEEEM datasets.

C. PREDICTIVE PERFORMANCE OF THE PROPOSED
TFSCPDP USING DIFFERENT LEARNERS ON AEEEM
DATASETS
To verify whether the predictive performance of TFSCPDP
can be further improved using suitable learners, we inves-

TABLE 2. Predictive perfromance of TFSCPDP based on different values
of parameter N using RF on AEEEM dataset.

tigated the performance of TSFCPDP using different learn-
ers (KNN, SVM, RF, and LR) on AEEEM datasets using
F1_score as the evaluation metric. For this experiment, the
value of parameter N was set to (N = 12), and for KNN, the
value of K was set to (K = 3) [23]. As shown in Table 4,
TFSCPDP with RF achieved the highest F1_score (mean of
0.80), followed by SVM with an F1_score (mean of 0.79) on
the AEEEM dataset. These results indicate that RF and SVM
are the best learners for SDP. This conforms with the findings
of Alsawalqah et al. [45] and Elish and Elish [46] on RF and
SVM, respectively.

D. RELEVANT FEATURES SELECTED BY PROPOSED
TSFCPDP
We demonstrated the relevant features selected by our pro-
posed TFSCPDP during the feature selection process. Fig. 2,
3, 4, and 5 present the relevance of the features. This analysis
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TABLE 3. Predictive perfromance of TFSCPDP based on different values
of parameter N using SVM on AEEEM dataset.

indicated that the selected features have a high tendency to
describe software defects.

E. COMPARISON OF TFSCPDP WITH OTHER
APPROACHES FROM THE LITERATURE
Finally, the performance of the TFSCPDPwas comparedwith
that of four state-of-the-art CPDP methods. MFTCPDP was
proposed by Zhao et al. [1],MSCPDP by Zhao et al. [24], and
DA-KTSVMby Jin Cong. [25] and the TFIA-CPDP proposed
by Xing et al. [37].

The experiment was conducted on the AEEEM datasets,
and the following results were obtained: Table 5 presents the
performance comparison between the four current state-of-
the-art CPDPmethods on the AEEEMdatasets. The proposed
TFSCPDP achieved the highest F1_score with (a mean of
0.80) and we can also observe that the proposed TFSCPDP
outperforms the other approaches in many individual datasets
(indicated in bold). Furthermore, we can also observe that

TABLE 4. Comparison of the proposed TFSCPDP using different learners
on AEEEM dataset in terms of F1_score.

the proposed TFSCPDP outperforms other methods across
various combinations and on average scale as well.

1) STATISTICAL VALIDATION
To validate our proposed approach, the Wilcoxon rank
sum test, a non-parametric statistical tool commonly used
in SDP [14], [17], [38], was used to measure the signif-
icant difference between the proposed approach and the
four current state-of-the-art CPDP methods at the 5% sig-
nificance level. Four groups of Wilcoxon rank-sum tests
were constructed: TFSCPDP and MFTCPDP, TFSCPDP and
MSCPDP, TFSCPDP and DA-KTSVM, and TFSCPDP and
TFIA-CPDP, denoted as TSF&MF, TSF&MS, TSF&DA,
and TSF&TF, respectively. Statistical p-values obtained were
0.02 for TSF&MF, 0.00 for TSF&MS, 0.00 for TSF&DA, and
0.44 for TSF&TF. The p-values of TFS&MF and TFS&MS,
and TFS and DA were less than the significant value of
0.05, indicating that the proposed TFSCPDP significantly
outperformed the MFTCPDP, MSCPDP, and DA-KTSVM.
The p-value of TFS&TF is higher than the significant value
of 0.05, indicating that the difference between the proposed
TFSCPDP and TFIA-CPDP is not statistically significant.
However, TFSCPDP outperformed TFIA-CPDP on average
and on the individual datasets (indicated in bold), as shown
in Table 5.

VI. THREATS TO VALIDITY
The TFSCPDP proposed in this article has the following
threats to the validity

1) Although the predictive performance of TFSCPDP on
10 different datasets is better than that of the current state-of-
the-art CPDP methods, this does not guarantee that the same
result can be obtained on other datasets.
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TABLE 5. Comparison of TFSCPDP with RF classifier to other approaches
from the literature on AEEEM dataset based on F1_score results.

2)We carefully selected themost commonly used F1_score
as the evaluation metric in this study. However, other evalua-
tion metrics may yield different results.

VII. CONCLUSION AND FUTURE STUDY
This study proposes a new transformation and feature selec-
tion approach to improve the performance of cross-project
defect prediction. The main aim of the transformation was
to reduce the distribution difference between the source and
target projects, while the feature selection was to reduce the
issues of high dimensionality and irrelevant features.

In the transformation phase, first, the mean distributional
characteristic of the source project was used for transfor-
mation; second, the mode distributional characteristic of the
source was also used for transformation; and finally, the
arithmetic mean of the duo was computed and subsequently
considered as the transformed source. In the feature selec-
tion phase, the distance of each feature of the transformed
source was computed from three times the standard devia-
tion. Features with large distances are selected. Our approach
effectively improved the performance of CPDP by obtaining
a mean F-score of 0.80, which is the highest among the
existing CPDP approaches. Therefore, we can conclude that

our approach not only reduces the distribution difference
between the source and the target but also effectively reduces
the impact of high dimensionality and irrelevant features in
CPDP. Our findings have proven that TFSCPDP can be useful
for SDP applications, particularly when dealing with limited
historical records and large software applications that have
multiple features.

For future studies in CPDP research, we noticed from
the experimental results that a suitable classifier can also
improve the performance of CPDP in conjugation with the
TFSCPDP approach. Therefore, in the future, it is necessary
to focus on combining multiple classifiers to further improve
the performance of CPDP.
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