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ABSTRACT Given the increasing need of avionics communications and ship electromechanical
communications for reliability and real-time transmission, current scheduling schemes waste bandwidth
resources. They increase delay because of the low concurrency and the inefficiency of data transmissions in
FC-AE-1553 multi-level switching networks. In this study, we first analyze the characteristics of different
tasks in the field of avionics communication and establish the FC-AE-1553 network model. We then
propose a multi-task hybrid scheduling scheme that includes a static scheduling scheme based on the flow
and common divisors of the periods to improve the utilization of bandwidth while ensuring the periodic
transmission of deterministic tasks. Further, we exhibit a dynamic bandwidth allocation scheme based
on flow and credit ranking to increase throughput and fairness while decreasing the delay of burst tasks.
Specifically, to ensure the periodic transmission of deterministic tasks, we divide the transmission time slots
according to the common divisor of the period and schedule them in ascending order of period and flow.
We update the weights of the credit ranking and flow online, and schedule them in descending order of weight
size. The experimental results show that our schemes improve the bandwidth utilization of deterministic tasks
by 10% and can balance the throughput and delay of the network. By improving the bandwidth utilization of
deterministic tasks, we can provide a better quality of service for burst tasks. When the network can balance
its throughput and delay, this shows that the network is efficient and stable.

INDEX TERMS Avionics communication, bandwidth, common divisor, DBA, FC-AE-1553, schedule, ship
electromechanical communication.

I. INTRODUCTION

FC-AE-1553 [1], [2] has the advantages of a fast transmission
rate, low bit error rate, good concurrency, and compatibility
with the MIL-STD-1553B protocol [3], [4]. It is widely used
in avionics communication in-module systems [5], [6] and
ship electromechanical communication in-cabin systems [7].
Because of the increasing number and types of terminals,
diversification of tasks, and more frequent data transmission
with inter-cabin networks, single-level switching networks
are far from sufficient to meet demands [8], [9]. In addition,
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the scheduling scheme plays a vital role in the deployment
and application of the FC-AE-1553 network. Therefore, this
study aims to investigate the scheduling scheme of the
FC-AE-1553 multi-level switching network.

Generally, there are three scheduling mechanisms for the
FC-AE-1553 multi-level switching network: the distributed-
based scheduling mechanism [10], cache-based scheduling
mechanism [11], and centralized-based scheduling mech-
anism [12]. The distributed-based scheduling mechanism
uses peer-to-peer communication [13]. There is a network
controller (NC) in every switching domain, the data trans-
mission within the switching domain is controlled by the
NC of this switching domain, and the data transmission
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between different switching domains is negotiated by all
the NCs. However, it lacks end-to-end control and data
transmission management, and an increase in interactive sig-
naling reduces bandwidth utilization [14]. The cache-based
scheduling mechanism uses step-by-step communica-
tion [15] with a NC for each switching domain and a master
network controller (MNC) for the entire network. When data
transmission crosses different switching domains, it must
be scheduled in three steps. First, after the source network
terminals (NTs) send a bandwidth request to the NC, each NC
determines the sending time slot of data from the source NT
in the respective domain to the cross-domain switches. Next,
the NCs request bandwidth resources from the MNC during a
specialized period in a cycle. After collecting all requests, the
MNC calculates the bandwidth allocation scheme between
the cross-domain switches. Finally, data transmission from
the cross-domain switch to the destination NT is controlled
by the NC in the destination NT switching domain. The
cache-based scheduling mechanism is the most complex and
increases the delay in this manner. The centralized scheduling
mechanism has only one MNC to control the data transmis-
sion in the same switching domain and different switching
domains. Although the most complicated scheduling calcu-
lation increases the computational load of the MNC, it can
be solved using high-performance computers. In addition,
to meet the requirements of high reliability and high data
transmission rate in cabins, the centralized scheduling mech-
anism can guarantee the consistency of data transmission and
ensure unified resource allocation for the whole network [16].

The application tasks in the FC-AE-1553 network include
deterministic tasks (DTs) for monitoring equipment, burst
tasks (BTs) between personnel or general equipment, and
immediacy tasks (ITs) for control equipment [17], [18].
A DT is periodic. In [19], it was found to be easy to derive
the optimal scheduling strategy according to the constant
number and length of DTs. However, with the prolifera-
tion of applications in avionics communication in-module
systems and ship electromechanical communication in-cabin
systems, the number and length of DTs will change, and
a flexible scheduling mechanism to accommodate the vari-
ations in DTs is urgently needed. The generation time,
source and destination addresses, and length of a BT are
all random. The current main scheduling schemes for BTs
include the dynamic bandwidth allocation scheme based on
flow (DBA-F) [15], dynamic bandwidth allocation scheme
based on credit ranking (DBA-C) [19], [20], fixed-length
slot scheduling algorithm [19], and proportional allocation
scheduling algorithm [21]. DBA-F and DBA-C are typical
examples of such schemes. DBA-F can guarantee throughput
and improve bandwidth utilization. However, the bandwidth
requirements for low-speed tasks may be consistently unful-
filled, which leads to task starvation. The credit ranking refers
to the difference between the end-to-end requested band-
width resources and the actual allocated bandwidth resources.
Each NT updates its credit ranking according to the data
sent in the current period. If its credit ranking is higher, its
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next request is more likely to be satisfied. This can reduce
delays and improve fairness, but the throughput cannot be
guaranteed. An IT has the highest priority and should be
sent immediately after it has been generated by the NC. The
preemptive scheduling scheme ensures the timeliness of ITs
by interrupting the transmission of DTs and BTs.

With the increase of terminals in the FC-AE-1553 network,
and due to the different requirements of communication tasks
on the delay and delay jitter, the development of a multi-task
scheduling scheme in FC-AE-1553 multi-level switching net-
works faces many challenges. First, because the FC-AE-1553
network is a multi-level structure, it is difficult to make a
quick and consistent decision for end-to-end transmissions
while maintaining flexibility. Second, with the rapid devel-
opment of networks, the types of tasks are becoming increas-
ingly numerous, and adapting to the dynamically changing
characteristics of multiple types of tasks is a new challenge.

In this paper, we propose a multi-task hybrid scheduling
scheme (MTHSS) for an FC-AE-1553 multi-level switching
network. We continue to use the fixed-length slot schedul-
ing, and the cycle is divided into many fixed-length time
slots. First, to adapt to the changes in tasks, specialized time
slots are set to collect BT and DT bandwidth requests and
calculate the bandwidth allocation results. We then divide
the remaining time slots into DT transmission time slots and
BT transmission time slots. In their own transmission slots,
according to their characteristics, the corresponding schedul-
ing algorithm is used to improve the transmission efficiency
as much as possible. Finally, owing to the small number of
ITs, we reserved the IT transmission time in each time slot
to ensure timeliness. Dividing a cycle into three parts and
scheduling according to the respective characteristics of tasks
can adapt to the dynamic changes in the tasks and improve
scheduling flexibility and scheduling efficiency. The main
contributions of this study are as follows.

o The MTHSS for multi-level switching networks with the
highest global control is proposed. First, we adopt
the centralized scheduling mechanism, which controls
the transmission of all data, making quick and con-
sistent decisions for end-to-end transmissions. Second,
we partition the time slots according to the number and
length of the tasks. In particular, we first determine the
DT scheduling area according to the number and length
of the DTs, and the remaining time slots are the BT
scheduling areas. This can improve the overall trans-
mission utilization and scheduling flexibility. Finally,
scheduling with an appropriate scheme according to the
characteristics of tasks can adapt to the dynamic changes
in multiple tasks.

o A static scheduling scheme based on the flow and com-
mon divisors of the periods (SS-FP) is proposed for DTs.
First, we treat a cluster cycle as the scheduling unit,
where the cluster cycle is the least common multiple of
all the DT cycles. At the beginning of each cluster cycle,
the MNC perceives whether the DTs change dynami-
cally. If they do, the MNC recalculates the bandwidth
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allocation scheme. Then, we convert the scheduling
problem of the cluster cycle into the packing problem,
divide time slots into aggregated areas according to the
cycles of DTs, and schedule DTs with the same cycle
in the same aggregated time slots to ensure the periodic
transmission of the DTs. Finally, according to the order
of the common factor of the DT cycle from small to
large, the aggregate time slots with a small common
factor are filled first to ensure periodic transmission
while improving the time slot utilization of the DTs.

o A dynamic bandwidth allocation scheme based on flow
and credit ranking (DBA-FC) is proposed for BTs. First,
considering both the bandwidth request of the current
BTs and the bandwidth allocation result of the last
scheduling can combine the advantages of both DBA-F
and DBA-C to balance the fairness and efficiency of
bandwidth utilization. Second, because a BT is random,
if the model parameters are not updated online, this will
lead to an unstable effect on dynamic bandwidth allo-
cation. The results of comparative experiments demon-
strate that the online updating of the model parameters
can adapt to the dynamic characteristics of BTs.

The remainder of this paper is organized as follows.
Section II describes the research related to the task scheduling
of the FC-AE-1553 network. Then the FC-AE-1553 network
model and specific implementation process of the schedul-
ing scheme are presented in Section III. Section IV presents
an analysis of the related performance evaluation results.
Finally, a summary and an outlook for future work are pre-
sented in Section V.

Il. RELATED WORK

The FC-AE-1553 network supports point-to-point, arbitrated
loop, and switching topologies, where point-to-point and
arbitration ring topologies are suitable for networks with a
small number of NTs. However, in avionics communication
in-module systems and ship electromechanical communica-
tion in-cabin systems, there are many NTs in each cabin and a
large amount of data between cabins. Therefore, a switching
network topology is more suitable for the in-cabin system.
Qian et al. [16] proposed a distribution-based scheduling
mechanism for an FC-AE-1553 multi-level switching net-
work. Data transmission within the same switching domain
is responsible for the NC of the respective switching domain,
which reduces the computational requirements of the NCs
and does not affect the data transmission in the respective
switching domains. However, the data transmission between
different switching domains needs to be negotiated together
by all NCs, which increases interactive signaling and thus
reduces bandwidth utilization. Wang et al. [15] proposed
a cache-based scheduling mechanism for an FC-AE-1553
multi-level switching network. As with the distribution-based
scheduling mechanism, the NC of each switching domain is
responsible for data transmission within its respective switch-
ing domain. To decrease interactive signaling, data trans-
mission between different switching domains is controlled
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by the MNC. However, it is necessary to increase the cache
of the switches and the delay in data transmission across
different switching domains. In addition, these two meth-
ods cannot make quick and consistent decisions regard-
ing end-to-end transmissions; therefore, it is difficult to
ensure the consistency of data transmission. He et al. [19]
proposed a centralized scheduling mechanism for the
FC-AE-1553 multi-level switching network that can guaran-
tee the consistency of aerospace data transmission. The MNC
obtains global information of network resources and performs
global provisioning and optimization of resources according
to requirements, which improves the efficiency of the overall
utilization of network resources.

Because different communication tasks have different
requirements for bandwidth and delay, a reasonable multitask
scheduling mechanism needs to be designed to meet the
transmission requirements of each task. Li [22] and He [19]
used a static scheduling scheme with fixed time slots reserved
for DT scheduling. Theoretically, static scheduling can cal-
culate the best scheduling scheme for DTs; however, when
the number and length of DTs change, the transmission of
DTs may conflict when using a static scheduling scheme.
Zhan [23] and Wu [20] used the DBA-C for BTs. The source
and destination ports of the task with a higher credit ranking
are preferentially allocated bandwidth, and the credit ranking
is recalculated according to whether the demand is satis-
fied. This method ensures the fairness of the network and
reduces the transmission delay; however, it decreases band-
width utilization. Wang [15] proposed a first-time optimal
adaptation scheduling scheme based on the flow that converts
the multipoint-to-multipoint transmission problem into a one-
dimensional packing problem. This reduces the delay for
high-speed tasks; however, low-speed tasks may suffer from
starvation. Because ITs have the highest requirements for
delay and reliability, a preemptive scheduling scheme is the
most effective. To prevent bandwidth preemption of ITs from
affecting the transmission of other tasks, He [19] reserved the
protection time at the end of each time slot, which can ensure
that data transmission will not be disrupted by the insertion
of ITs.

To address the challenges of scheduling in FC-AE-1553
networks, we propose the MTHSS for a FC-AE-1553 multi-
level switching network based on a summary of the above
related work. In our scheme, we adopt a centralized schedul-
ing mechanism. This mechanism has higher global control
and can flexibly use the dynamic bandwidth allocation algo-
rithm with high reliability. When the NC of a switching
domain in the distributed or cached FC-AE-1553 multi-level
switching network breaks down, it is necessary to turn the
network into a centralized scheduling mechanism to ensure
normal operation. Lan et al. [24] proposed an autonomous
interdevice bus control-transfer protocol. If the failure of the
MNC leads to network paralysis, the highest priority NT
will autonomously acquire bus control, and the communica-
tion will be self-healing, which prevents the network from
failing due to the ineffectiveness of MNC. Therefore, when
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using the centralized scheduling solution with a self-healing
mechanism, we do not need to worry about the network
going down owing to the paralysis of the MNC. For DTs,
we designed the SS-FP, which ensures the periodic execution
of data transmission and adapts to changes in DTs. For BTs,
we propose DBA-FC, which can adapt to random changes in
the ratio of high-speed and low-speed tasks and ensure the
stability of throughput and delay. We reserved the sending
time for ITs to protect the network from failure due to a delay
or loss of an IT.

Ill. DESIGN OF THE MTHSS

This section presents a formal system model of the
FC-AE-1553 network. We also illustrate the principles of
SS-FP and DBA-FC separately. Finally, the combined appli-
cation of the two schemes is explained.

A. FC-AE-1553 SYSTEM MODEL
A model of the FC-AE-1553 network is shown in Fig. 1.
The network architecture is divided into three parts (from
top to bottom): the network control layer, network switch-
ing layer, and network business layer. The network control
layer is responsible for transmission-request queries, time
synchronization, and data transmission coordination. NC is
different from the controller of the software defined net-
work (SDN). First, the NC generates tasks. Next, it sends
scheduling schemes instead of flow tables, that is, the network
switching layer only forwards the data, and does not modify
or discard it. Finally, because the NC sends the scheduling
schemes, which contain the specific sending time slot and the
occupied link bandwidth resources of each task, not just the
rules for data stream forwarding, the control of the NC is more
specific and defined. Communication transmission between
all terminals is achieved by placing many private switches in
the network-switching layer. In the network business layer,
when two NTs are connected to the same switch, it means that
both NTs are in the same switching domain. When the data
transmission of two NTs needs to cross several switches, this
implies that both NTs are in different switching domains.
The tasks in avionics communication in-module systems
and ship electromechanical communication in-cabin systems
can be summarized into three types: DTs, BTs, and ITs. DTs
are periodic tasks that are the most sensitive to delay jitter.
BTs are generated between various nodes and occupy approx-
imately 96% of the bandwidth. ITs are control instructions
with strong time sensitive requirements that can only be gen-
erated by the NC and sent to the NTs. The NTs must execute
the corresponding operations within a set time threshold. The
specific characteristics of the three tasks are listed in Table 1.
The task attribute in the FC-AE-1553 network are
expressed as

Task; = {id, source, destination, period, length}. (1)

The subscript i denotes the number of tasks, id denotes
the identifier of the task, source denotes the address of the
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FIGURE 1. FC-AE-1553 network model.

TABLE 1. Characteristics of the three task types [15].

Direction of ~ Maximum
Task type data allowable  Datalength ~ Bandwidth
transmission delay
NC—NT 500 ps to o
DT NT—NC 3 ms 512 Bytes 4%
NC—NT
BT NT—NT 100 ms 64 KBytes 96%
NT—NC
IT NC—NT 50us 100 Bytes Legsl f,i‘a“
. o

source node, destination denotes the address of the destina-
tion node, period denotes the period of the DTs, and BTs are
not periodic. Here, length denotes the amount of requested
bandwidth.

We define the task set 7', where the NC collects bandwidth
requests for every scheduling cycle and updates the set T as
follows:

T = {Task,, Task,, - - - , Task,}. 2)

We divide the bandwidth resources of each link into K time
slots. The link bandwidth time slot matrix B is

by b1k
by bnk
B = [by],y.. = NG
L b+ 1)1 b 1)K )
L ban bonk

The fundamental period (FP) is divided into K time slots.
The element b;; represents the j-th time slot of the i-th link
and b; = {0, 1}. When b; = 0, the j-th time slot of the
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FIGURE 3. Unfolded diagram of DT time slot allocation.

sending/receiving link numbered i is not occupied, and vice
versa. The links are all full-duplex links. When i < N, bj; is
the time slot of the sending link; when i > N, b;; denotes the
time slot of the receiving link.

B. SS-FP
Because DTs only exist between the NC and NT, when the
sending and receiving time slots of the NC do not conflict, the
normal transmission of the DTs can be guaranteed. Therefore,
we must determine the scheduling cycle of the DTs. We cal-
culate the least common multiple (LCM) and the greatest
common divisor (GCD) of all periods of DTs and define the
cluster period (CP) to be the LCM and the FP to be the GCD
so that each DT can be guaranteed to be scheduled at most
once in an FP and at least once in a CP. After a CP, if the
number and length of tasks do not change, the scheduling
result of the next CP will be the same as that of the last one.
Therefore, we define the CP as the scheduling period of a
DT, whereas the scheduling of a BT is in terms of the FP. The
relationship between the CP and FP is
s = C—P, se’Z “4)
FP

Fig. 2 shows a diagram of the time slot allocation of the
NC sending link in a CP. There are six DTs from the NC to
the NTs, and a CP consists of 16 FPs. As shown in Fig. 2,
the period of the DT indicated in green is 2. If the sending
time of this DT is reserved in each FP, bandwidth resources
will be wasted. When it is transmitted from the third to the
fourth time slots of every two FPs, bandwidth utilization is
increased. In addition, when the DTs are scheduled at the
same time slots of every scheduling period, this ensures the
periodic transmission of the DTs.
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Fig. 3 shows the unfolded CP. When the scheduling of
all DTs has been completed, the remaining time slots are
used to schedule the BTs. If the sending time of all DTs is
reserved in each FP, the scheduling of DTs requires 13 time
slots per FP. However, the time slot occupation of DTs can be
reduced by a reasonable allocation of bandwidth resources.
The scheduling problem of the DT can be converted into a
calculation of the minimum time slot occupancy of DTs under
the condition that the periodic transmission of the DTs and
the sending/receiving link of the NC are not in conflict in any
time slot, as follows:

{min max{Task;.FS + Task;.length}

s.t. Task; OTS N Task;.OTS =@, VTask;, Taskj € T

&)

The term Task;.FS indicates the starting time slot of
the first scheduling of the i-th DT. Moreover, Task;.FS +
Task;.length is equal to the ending time slot of the first
scheduling. As shown in Fig. 2, when the DTs are transmitted
periodically, the starting time slot and the ending time slot are
same in every scheduling FP, so we can obtain the minimum
time slot occupancy by decreasing the maximum ending
time slot of the first scheduling of all DTs. Here, Task;.OTS
represents the set of the total time slots occupied by the i-th
DT in a CP. When the intersection of any two sets is empty,
this indicates that there is no conflict in the transmission of
all DTs.

We define Task;.OTS,, as the set of time slots occupied by
the m-th scheduling of the i-th DT in a CP. Since the DTs
are periodic, for the starting time slot Task;.F'S of the first
scheduling, the starting time slot of the next scheduling is
Task;.FS + Task;.length. In CP, Task;.OTS,, is given by

Task; . OTS,,
= {(m — 1) % Task;.period + Task;.FS,
(m — 1) * Task;.period + Task; FS + 1, -- -,
(m — 1) * Task;.period + Task;.FS + Task;.length}

CP
}, : (6)

Vmeil,2, -, ——m8—
Task;.period

Therefore, the Task; . OTS is the union of all Task;.OTS,,.
Task; OST = U Task;.OST,, @)

The packing algorithm [25], [26] can make efficient use of
resources under the requirement that the boxes do not overlap.
These characteristics are in line with the principle that the DT
requires efficient scheduling with no conflict. By considering
the data of the DTs as “objects” and the bandwidth resources
of links as “‘boxes,” the packing algorithm can be applied to
the scheduling of DTs.

The packing algorithm is based on best-fit schedules of
DTs in a certain order and guarantees that each scheduling is
the current optimal solution. In isolation, the optimal solution
for bandwidth allocation of DTs can be derived; however, the
computational complexity is particularly high, and in fact, it is
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not necessarily optimal. This is because many of the small-
free time slots are difficult to utilize. Therefore, we propose
the SS-FP algorithm to simplify the implementation and
obtain a more approximate solution for the optimal scheme.
The pseudocode of the SS-FP is presented in Algorithm 1.

Algorithm 1 SS-FP
Input: DT set 7 and link bandwidth time slot matrix B
Output: Link bandwidth time slot matrix B
01.  Initialize B;
02.  Calculate the LCM and GCM of the period and

length of DTs

03.  Sort T in ascending order of the period and length
of DTs;

04. fori=1tondo

0s. fi = Task;.period /|GCM;

06. FSi ={fu. foo, ... fh Jur S, - - - Sy # Lo s

07. Calculate STSy; by STS;; = ETS._, + 1;

08. for p = fi) to f;j do

09. for g = FP; to FP; do

10. if OTSy, + Task;.length < ETS, then

11. Store p, g in D = {(p1, q1), (2, q2); - - -

(Pn> g}

12. end if

13. end for

14.  end for

15.  Update B and Task;.F'S by minimizing ETS, —
OIS, — Task;.length;

16. if D = & then

17. for g = FP; to FP; do

18. Update B and Task;.F'S by minimizing OTS,;
19. end for

20. endif

21.  Update ETSy, = max(OTSf);

22.  end for

The FP is the GCD of all DTs; therefore, the period of each
DT is an integer multiple of the FP, as follows:

Task;.period = f; * GCM, f; € N4. ®)

Because f; is a positive integer, f; can be factorized, and the
factor set (FS) of all non-1 and non-f factors of f; is defined
as follows:

FS;i = {fu. fir, - fiih S fis oo Sy # 1 i )

If we could centrally schedule DTs with the same cycle, the
computational complexity would be significantly reduced.
In addition, when we schedule DTs in the order of flow from
small to large, low-speed DTs can be used to preferentially
fill small-free time slots to increase the time slot utilization.
Therefore, we sort all DT's in increasing order of period, and
the DTs whose periods are the same are sorted in increasing
order of flow. For example, we sorted the DTs in Table 2 in
this order.

We define the aggregated time slots (ATS) as the area in
which DTs with the same period are scheduled centrally.
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TABLE 2. Task sorting.

Number of time

Number of tasks Period/GCM
slots

1 1 2
2 2 3
3 2 3
4 2 3
5 3 1
6 3 4
7 3 6
8 3 6
9 4 3
10 4 3
11 4 4
12 4 4
13 4 4
14 4 6
15 6 1
16 6 3
17 6 3
18 6 3
19 6 4
20 6 4
21 6 4
22 12 1
23 12 1
24 12 2
25 12 2
26 12 2
27 12 4
28 12 4

As shown in Fig. 4, we scheduled the DTs with periods 1,
2,3,4,6, and 12. We define the start time slot (STSy;) and end
time slot (ETSy;) of the ATSy, of DTs with period f;. When we
have finished scheduling all DTs with period f;, we can obtain
the STSy, and ETSy. of ATSy.. As shown in Fig. 4 (b), we found
that scheduling all DTs with period 2 yields STS, = 3 and
ETS, = 8.

We define the occupied time slot (OSTy;) as the maximum
value of the occupied time slot of the ATSy, in the j-th FP.
As shown in Fig. 4 (c), when all the DTs with period 3 have
been scheduled, OST>; = 5 and OST3, = 12. Because
ETS, = 8 and ETS3 = 15, there are three free time slots in
the second FP of ATS; and three free time slots in the second
FP of ATS3. We have

Vj, STS; < OSTy; < ETS;. (10)

After the DTs have been sorted, we need to use the efficient
principle to schedule them. The scheduling principle based
on the best fit may result in many small-free time slots that
cannot be utilized. The implications from Fig. 4(d) provide
an instance of it. As shown in it, we found that after we are
finished scheduling all the DTs with period 4, if DT 15 is
scheduled at the 13th time slot of the 2nd and 8th FP, it will
either render the 14th and 15th time slots of the 2nd and
8th FP unutilized or cause a conflict in bandwidth resource
allocation. As shown in Fig. 4(e), if DT 15 is scheduled at
the 15th time slot of the 3rd and 9th FPs, more consecu-
tive timeslots can be reserved. Therefore, we optimized the
scheduling principle based on the best fit. When we need
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FIGURE 4. SS-FP scheduling process.

9020 VOLUME 11, 2023



H. Li et al.: Multi-Task Hybrid Scheduling Scheme in FC-AE-1553 Multi-Level Switching Networks

IEEE Access

to schedule a DT, the period is f;. First, we determine each
element in the FS of f;. Taking f;1 as an example, we determine
whether it can be scheduled at the remaining time slots of
ATSy, . If it is possible, we schedule the DT at the optimal
time slots of ATSy,, . When the difference between the number
of time slots required by the DT and the remaining time slots
of ATS is the smallest, we regard this as the best scheduling
option. As shown in Fig. 4(e), the length of DT 15 is 1,
and the remaining time slots of the 15th time slot of the 3rd
and 9th FPs of ATS3 are also 1. The difference between the
two is zero, so this is the optimal time slot to schedule for
DT 15. If not, then the other elements of FS are evaluated
like f;1. As shown in Fig. 4(e), the period of DT 16 is 6;
therefore, F'S;¢ = {2, 3}. Since there is no remaining time
slot in AT'S>, we determine whether there is a remaining time
slot in ATS3 or not. DT 16 can be scheduled from the 13th to
14th time slots of the 2nd and 8th FPs. When the DT cannot
be scheduled for another ATS, we must determine the FP
with the least OST in its own ATSy, . As shown in Fig. 4(e),
the DTs 18, 19, 20, and 21 are scheduled in the FP with the
least OSTy;.

We assume that the CP consists of n FPs and each FP
consists of m time slots. As shown in Fig. 3,n=12 and m=25.
The time complexity of Algorithm 1 is O(nm). Because a DT
transfers only between the NC and NT, it is only necessary
to ensure that the NC sending and receiving link bandwidth
resources are allocated without conflict. Because the link is a
full-duplex link, the transmission and reception of the DT do
not conflict. Considering the worst case, a DT needs to check
whether all of the m time slots of n periods are free, and hence
the time complexity is O(nm).

Suppose that the number of full-duplex links is z. The
spatial complexity of Algorithm 1 is O(nmz), which is needed
to store the link-bandwidth time slot matrix.

In each CP, the NC perceives whether the DTs have
changed. If they have, the bandwidth allocation results
need to be recalculated; otherwise, the scheduling continues
according to the previous scheme. Thus, the SS-FP can adapt
to the dynamic changes in DTs. To ensure the periodic trans-
mission of DTs, we schedule DTs with the same period in the
specialized ATS. Finally, to improve the transmission effi-
ciency of BTs and to reduce the computational complexity,
we schedule low-speed DTs in small-free time slots. Using
the above scheme, it is possible to adapt to the changes in
DTs and increase the time slot utilization.

C. DBA-FC

In an FC-AE-1553 network, the size of the BTs is the largest,
and this size will increase dramatically in future. The DBA-F
schedules BTs in decreasing order of flow to maximize time
slot utilization, and the DBA-C schedules BTs in decreasing
order of credit ranking to improve fairness. However, both
the time slot utilization and fairness should be considered
simultaneously. In our scheme, we use delay to characterize
the fairness of the network and throughput to characterize
time slot utilization. Hence the scheduling problem of BTs
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can be converted into a problem of calculating the maximum
throughput and minimizing the delay under the condition that
no links are in conflict in any time slot.

We define the credit ranking matrix C as follows:

C11 t Cl(n—1) Cln
C=leijlyn=1| : : tan
Cn0 o Cu(n—1) Cnn

Here, ¢;j = {c|0 < ¢ < 1}. We define ATask;.length as
the difference between the actual allocated bandwidth length
and requested bandwidth length from the source address to
the destination address of Task;. When ¢;; = 0, the requested
bandwidth is equal to the actual allocated bandwidth. When
cij # 0, the ratio of ATask;.length and the requested band-
width Task;.length is as follows:

ATask;.length
Task;.length

As shown in Fig. 5, BT scheduling is a sequential pro-
cess, and each scheduling result is affected by the previous
scheduling result. Therefore, we must update the credit rank-
ing matrix C according to the last scheduling result. To ensure
fairness in the network, a higher credit ranking of a BT gives
it a higher priority at the next scheduling. Simultaneously,
if we can reduce the number of small-free time slots when
scheduling BTs, then we can improve the time slot utiliza-
tion of the network. Because high-speed BTs can occupy
bandwidth resources for a long time without wasting them,
priority scheduling of high-speed BTs can improve time slot
utilization. Hence, BTs with high credit rankings and large
lengths should be scheduled preferentially.

When the credit rankings of all the BTs are similar, this
indicates that the network is fair. If we prioritize BTs with
high credit rankings and ignore the length of the tasks, the
time slot utilization will be significantly reduced. Therefore,
we should schedule BTs preferentially according to length
in this case. Similarly, when the difference in the lengths
of all BTs is small, BTs should be scheduled preferentially
according to the credit ranking. However, in the situation
when some of the BTs have high credit ranking but a smaller
length, and the others have low credit ranking but a larger
length; then it is difficult to determine the scheduling order.

Because an attention mechanism can focus on important
things while ignoring others, we use an attention mechanism
based on clustering to solve this problem. First, we define Wr
as the weight of the bandwidth request Task;.length and W¢
represents the weight of the credit ranking c;;. Two factors
should be considered to simultaneously increase the through-
put and decrease the delay at the same time. We define the
weighted credit ranking w; of Task; as in (13), shown at the
bottom of the next page.

Next, we cluster the BTs according to their length and
credit rating to obtain the degree of difference in the length
and credit ranking between BTs. When the difference in
the length of all the BTs is small, along with large Wr;
there will be little distinction among the BTs. This is also

12)

CTaskisource Task;.destination =
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FIGURE 5. DBA-FC flow.

true for W¢. Therefore, Wy and W¢ should be proportional
to the distinction in the length of BTs and credit ranking,
respectively. Finally, we schedule the BTs in decreasing order
of weighted credit ranking w; based on the best fit. A BT is
quite different from a DT. Firstly, because BT is not periodic
and secondly, its scheduling sequence has been determined;
when we schedule BTs based on the best fit, this will not
waste time slots.

Because the length and address of the BTs are variables,
Wr and W¢ need to be updated online to adapt to the
dynamic changes. To obtain the degree of difference in the
length of BTs, we divide BTs into high-speed and low-speed
task clusters according to the length of the BTs. Then, the
mean value of each cluster is calculated and is used as the
CC. Finally, the difference between the two mean values
indicates the distinction in length. Similarly, we divide BTs
into high-credit-ranking and low-credit-ranking task clus-
ters according to the credit ranking matrix C and take the
difference between the two mean values as the distinction
in credit ranking. The different dimensions of Wr and W¢
will affect the final result of w;, and we need to normalize
the data to eliminate the influence of the dimensions of the

Implementation of dynamic
bandwidth allocation

(14)

We adopted the Euclidean distance as the distance between
the samples. First, a sample is randomly selected as the initial-
ized cluster center (CC). Second, we calculate the Euclidean
distance from each sample to the initialized CC, and the
sample with the greatest distance is selected as the second
CC. Next, the distance from each sample to the two CCs is
calculated, and the samples are divided into clusters corre-
sponding to the CCs with the closest distance. Then, the mean
value of each cluster is calculated, and the mean value is used
to update the CCs. Finally, the last step is repeated, and when
the data converge, the optimal CC is obtained.

We define the difference between the two CCs as ACC as
follows:

ACC = |CCy — C(Cy|. (15)

A larger value of ACC indicates a larger difference
between the data sizes of the two clusters. For a normalized
representation, we define the maximum value of ACC as

parameters. AMCC as foll .
We take the length and credit ranking of all BTs as samples as fotlows:

and then use the K-means++ algorithm to divide the samples AMCC = max{ACCy, ACCy, --- ACC,}, (16)

1 CTask;.source Task;.destination — min(cTaski.xaurce Task,xdestination)
w; = — % ( - * Wc

2 maX(CTaski.source Task,—.destination) — min(c Task;.source Task,».destination)

Task;.length — min(Task;.length)
Wr) (13)
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and the NC updates AMCC every FP. Finally, the calculation
of the weight is

_ACC
T AMCC’

The specific process of DBA-FC is as follows. After the
bandwidth resource allocation of the DTs is completed, the
NC broadcasts and collects the requests of the BTs in each
switching domain and updates the task set 7. We then deter-
mine Wr and W¢ using the K-means-++- algorithm. Because
the initial credit rankings are all zero, Wr = 1 and W¢ = 0
at the first scheduling. Then, for each subsequent scheduling,
the weighted credit ranking should be calculated according
to (13). Next, we sort the BTs according to the value of
the weighted credit ranking in descending order and then
allocate the bandwidth by the principle based on the best
fit. Simultaneously, we update the link bandwidth time slot
matrix B and the credit ranking matrix C. The pseudocode of
this algorithm is presented in Algorithm 2.

a7)

Algorithm 2 DBA-FC

Input: BT set 7, link bandwidth time slot matrix B, and credit
ranking matrix C

Output: Link bandwidth time slot matrix B, credit ranking
matrix C, the weight of credit ranking W ¢, and the weight of
task length Wr

01. Divide BTs into a high-speed task cluster and low-
speed task cluster by the K-means++ algorithm;

02. Update AMCC by AMCC = max{ACC(Cy,
ACCy, --- ACC,};

03. Update Wy by W = ACC/AMCC;

04. Divide BTs into a high-credit ranking task cluster and
low- credit ranking task cluster by the K-means++
algorithm;

05. Update AMCC by AMCC = max{ACC1,
ACCy, --- ACCy};

06. Update W¢c by W = ACC/AMCC;

07. fori=1tondo

08.  Calculate w; by w; = T

( CTask;.source Task;.destination—N(CTusk; source Task,adestination)
max(CTaxkiAsourz‘e Ta.rki.dexrinatinn)_mln(CTaxki.murce Taskpdextination)

W,

+ Task;.length—min(Task; .length)
max(Task;.length)—min(Task;.length)

09. end for

10. Sort T in decreasing order of w;;
11. fori=1tondo
12. Update B using the packing algorithm based on

* Wr)

best fit;
ATaski.length
13. Update C by Crusk;.source Task;.destiantion = W;
14. end for

Suppose there are x switching domains in the network,
each switching domain has y nodes, and the number of full-
duplex links is z. Each node must connect to the switch of
its own switching domain, which requires xy links. Even
when the star topology or serial topology is adopted, at least
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x—1 links are required. Thus, to ensure that any two switching
domains are interconnected, we must have that z > xy+x—1.
The BT transmission period of one FP is divided into K time
slots, and each time slot can transmit at least one complete
data frame.

When BTs are transmitted in the same switching domain,
only the sending link of the source address and the receiving
link of the destination address of the BTs need to be checked;
therefore, the average time complexity of Algorithm 2 is
O(x(y* —y)K). When BTs are transmitted in different switch-
ing domains, it is also necessary to consider the link band-
width resources between the switching domains. There are
z — xy links between switching domains and therefore, the
average time complexity of Algorithm 2 is O((z — xy)K +
(x2 — x)yzK ).

The space complexity of Algorithm 2 is O(x?y* + zk),
which is used to store the BT bandwidth request matrix T
and link bandwidth time slot matrix B.

When we schedule the BTs, we consider both fairness and
time slot utilization simultaneously. The length and credit
ranking of the BTs are weighted, and the BTs are then
scheduled in descending order of the sum of the two weights.
To adapt to the dynamic changes in BTs, Wr and W¢ need to
be updated online according to the difference in the length and
credit ranking of the BTs. We use the K-means++ algorithm
to cluster the BTs according to their sizes and then determine
the value of Wr and W¢. Using the above scheme, it is
possible to trade-off the throughput and the delay of the
network.

D. OVERVIEW OF MTHSS

Fig. 6 shows the multitask scheduling of a CP, where a CP
consists of n FPs. Each FP is divided into three parts: the DT
scheduling period, the collection and calculation period, and
the BT scheduling period. As shown in Fig. 7, the experi-
mental network has a total of 27 full-duplex links; the links
numbered 1,2, ...,27 are the sending links, and the links
numbered 28, 29, ..., 54 are the receiving links. We divide
the bandwidth resources of each link into several time slots,
where each block represents a time slot of the link. The red
blocks represent the transmission of the ITs. The ITs can only
be randomly generated by the NC and must be transmitted
immediately.

Before the first scheduling, the NC determines the CP
and FP according to the periods of the DTs in the entire
network, and then it schedules the DT in a CP according to
the SS-FP. Each subsequent scheduling of the DT is executed
based on the results of this calculation. However, if the length
and number of DTs change, the NC updates the scheduling
scheme in the subsequent CP.

After DT transmission is completed, the NC broadcasts
the command frames separately in each switching domain
and then collects the report frames from the NTs. The NC
allocates bandwidth resources using the DBA-FC to improve
the concurrency of transmission.
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FIGURE 6. Dynamic and static hybrid scheduling schemes based on slot allocation.

For ITs, there is no fixed time slot for their transmission.
The length of the ITs is very small, so we reserve the sending
times of ITs in the bandwidth allocation of the DTs and BTs
to ensure timeliness of ITs. An IT uses preemptive bandwidth
allocation, i.e., it checks whether there is an IT to be sent
in every time slot. Once an IT has been generated, it must
be transmitted immediately. As shown in Fig. 6, an IT can
be transmitted at any period of each scheduling period and
is only generated by the NC. After it has been generated,
it occupies the bandwidth resources of the sending link of
the NC and the transmission resources of the other related
links.

The MTHSS is a centralized scheduling mechanism based
on time slot allocation. The MNC centrally controls the trans-
mission of all data and makes quick and consistent deci-
sions for end-to-end transmission. In addition, owing to the
periodicity of the DTs, we divided the aggregated time slots
according to the period to improve the time slot utilization of
DTs. For the scheduling of the BTs, we improve the fairness
and time slot utilization of the network according to credit
value and length. We preemptively schedule the ITs to ensure
timeliness.

IV. EXPERIMENTS AND EVALUATION

We conducted a performance analysis of our hybrid
scheduling scheme by establishing the appropriate exper-
imental scenarios. The tests included the performance of
SS-FP, the performance of DBA-FC, and their comprehen-
sive performance in the FC-AE-1553 multi-level switching
network.
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A. EXPERIMENTAL SCENARIO

In the simulation, we used the topology shown in Fig. 7.
It contains one NC, 23 NTs, three switches, and 27 full-
duplex fiber links, with a transmission rate of 10 Gbps.
For convenience and brevity, we numbered the devices in
the network and in the links. The parameters in parentheses
represent the IDs of devices and links. Because the links are
full duplex, each physical link has two IDs.

A random communication task was designed to examine
the impact of the algorithm on network evaluation metrics
such as the bandwidth resource utilization, data transmission
delay, and throughput. Source node i was randomly selected
and another node j was randomly selected as the destination.
For the DTs and ITs, either the source or the destination
address must be the NC; but for the BTs there was no such
restriction. The period of the DTs was a randomly selected
value from 1-10 ms in intervals of 1 ms, but the generation
times of BTs and ITs were random. Table 1 lists the details
of the tasks used in our experiments, and we assume that the
minimum length of a data frame is 100 bytes. Because the
frames are transmitted according to the 8 b/10 b ratio encod-
ing, the length of the DTs, BTs and ITs is 1000-5120 bits,
1-640 Kbits, and 1000 bits, respectively. The link for each
task is the shortest path calculated according to the topology
shown in Fig. 7 and so we used the static routes to transmit
the data.

B. PERFORMANCE OF THE SS-FP
To test whether the SS-FP can adapt to dynamic changes in
DTs, we used a random communication task to simulate the
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FIGURE 7. Experimental network topology.
TABLE 3. Time slot occupancy results of the DTs.
Number of DTs
Method
10 20 30 40 50 60 70 80 90 100
Original 0.0411 0.0813 0.1211 0.1606 0.2004 0.2405 0.2808 0.3205 0.3610 0.4005
Packing 0.0276 0.0477 0.0540 0.0617 0.0671 0.0729 0.0804 0.0893 0.0992 0.1076
SS-FP 0.0221 0.0340 0.0432 0.0502 0.0576 0.0646 0.0727 0.0797 0.0883 0.0962
TABLE 4. Time slot utilization results of the DTs.
Number of DTs
Method
10 20 30 40 50 60 70 80 90 100
Original 0.1906 0.1962 0.1975 0.1956 0.1965 0.1959 0.1981 0.1963 0.1980 0.1988
Packing 0.2831 0.3343 0.4428 0.5091 0.5863 0.6455 0.6915 0.7044 0.7203 0.7395
SS-FP 0.3602 0.4712 0.5542 0.6247 0.6828 0.7285 0.7645 0.7884 0.8087 0.8274

number and lengths of different tasks in the network. When
the number of tasks is sufficiently large, it is not difficult to
calculate the CP as 2520 ms and a FP of 1 ms. Each FP was
divided into 1000 time slots, which means that the length
of one time slot was 1 us. We assumed that the length and
number of DTs would change in every CP and therefore,
repeated 500 experiments to eliminate random errors.

We tested the performance of our proposed static schedul-
ing scheme and compared it with the performance of a pack-
ing algorithm based on the best fit and the performance of the
most primitive scheduling scheme. The experimental results
are shown in Tables 3 and 4 after taking the average value,
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and the results of the random experiments are plotted in
Figs. 8 and 9.

The time slot occupancy of the DTs indicates the pro-
portion of time slots occupied by the DTs with respect to
the time slots of the entire FP. When the total time slots of
an FP remain unchanged, the small time slot occupancy of
the DTs increases the transmission time slots and improves
the transmission quality of the BTs. As Fig. 8 shows, the
time slot occupancy of the three schemes is proportional to
the number of tasks. When the number of tasks is doubled,
the time slot occupancy of the original scheme, packing
algorithm based on the best fit, and the SS-FP increases by
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FIGURE 8. Time slot occupancy of the DTs.

0.9983, 0.2741, and 0.2058, respectively. When the band-
width resources are reserved for each FP using the original
scheme, a large amount of bandwidth resources are wasted,
which leads to a rapid increase in the time slot occupancy.
While the packing algorithm improves the concurrency of
transmission while avoiding link conflicts, the number of
small-free time slots that are difficult to utilize will increase
the time slot occupancy. The SS-FP takes advantage of the
periodicity of the DTs to reduce their time slot occupancy.
The experimental results show that the SS-FP can reserve
more bandwidth resources and can provide a higher quality
of service for BTs.
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FIGURE 9. Time slot utilization rate of the DTs.

When analyzing the performance of different schemes in
this study, we focus only on time slot utilization. We ignore
the transmission delay in the link, processing and forwarding
delay in the switch, and sending delay of each terminal. This
is because these delays only affect the sending and receiving
times of the scheduling table and not the time slot utilization
of the link. The time slot utilization of the DTs indicates
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the proportion of the time slots used to transmit the DTs to
the time slots occupied by the DTs. As can be seen from
Fig. 9, because the original scheme does not consider data
concurrency, the utilization of the original scheme is approx-
imately 19.65% which does not change with an increase in
the number of tasks. When the number of DTs is greater
than 100, the utilization of link resources can no longer be
significantly improved. At this time, the utilization of the
SS-FP is 10% higher than that of the packing algorithm.
Because the SS-FP takes advantage of the periodicity of the
DTs while considering data concurrency, it can improve the
time slot utilization better than the packing algorithm. To be
specific, we aggregate the time slots, and the DTs with the
same period can be scheduled together to reduce the number
of small-free time slots and to improve time slot utilization.
Then, we sort the DTs in a certain order, and the low-speed
tasks are prioritized. We determine whether a DT can be
scheduled in a small-free time slot. If not, then we schedule
the DT in the ATS, which further improves the time slot
utilization.

C. PERFORMANCE OF DBA-FC

When analyzing the performance of DBA-FC, we assume
that the state of the network is ideal, i.e., there is no network
congestion or packet loss during transmission. In the experi-
ment, the transmission rate of the link was defined as 10 Gbps,
the FP was 1 ms and the system was divided into 1000 time
slots. We used a random communication task to simulate the
flows of the network and then, we tested the performance of
the DBA-FC and compared it with the DBA-F and DBA-C
schemes. We analyzed the impact of the different schemes
on the average delay, maximum delay, and throughput of the
network. The results are shown in Table 5.

%

Average delay (ms)
o <
"

05 I L " L I )
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Number of BTs

FIGURE 10. Impact on average delay.

To evaluate the impact of flows on average delay, flows
are gradually added to a network until the packet loss rate
becomes non-zero. As shown in Fig. 10, when the number
of BTs is less than 350, the average delay is similar for
all the three schemes because the bandwidth requests of the
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TABLE 5. Comprehensive performance of the network for various dynamic bandwidth allocation schemes.

Average delay (ms) Maximum delay (ms) Throughput (Gbps)
Number
of BTs
DBA-C DBA-F DBA-FC DBA-C DBA-F DBA-FC DBA-C DBA-F DBA-FC
50 0.6027 0.6052 0.5979 1.2508 16.2051 1.2848 16.2051 16.2051 16.2051
100 0.6412 0.6446 0.6356 1.4428 32.3020 1.4428 32.3020 32.3020 32.3020
150 0.6844 0.6884 0.6799 1.5399 48.3771 1.5399 483771 48.3771 48.3771
200 0.7235 0.7264 0.7193 1.6998 64.4091 1.6706 64.4091 64.4091 64.4091
250 0.7657 0.7677 0.7620 1.7547 80.8007 1.7914 80.8007 80.8007 80.8007
300 0.8085 0.8106 0.8080 3.5801 96.8628 22568 96.8628 97.0373 97.0373
350 0.8510 0.8508 0.8508 4.6478 111.3786 4.4368 111.3786 113.3192 113.3192
400 0.8928 0.8968 0.9010 25.3603 118.8435 9.0614 118.8435 128.8749 129.5847
450 0.9542 0.9909 0.9492 40.7203 120.7656 35.6872 120.7656 140.5541 145.7278
500 0.9973 1.0880 0.9822 50.5937 122.1872 36.5681 122.1872 145.1144 158.9704

BTs are all satisfied. When the number of BTs is greater
than 350, the average delays of DBA-FC and DBA-C are
smaller than that of DBA-F. However, between DBA-FC and
DBA-C, aslight difference in the average delay was observed.
DBA-C decides the next scheduling result based only on
the previous scheduling results, but DBA-FC considers the
length of the next BT bandwidth request. Therefore, when the
packet loss rate is 0, our solution reduces the average delay
by approximately 2%, when compared with DBA-C.

As shown in Figs. 10 and 11, the average and maximum
delays increase with the network load. However, the maxi-
mum delay of DBA-F is much higher than those of DBA-FC
and DBA-C. DBA-F determines the next scheduling result
based only on the length of the bandwidth requests of the
BTs. When the NC receives all bandwidth requests, the NC
schedules them in decreasing order of length, which may lead
to the starvation of low-speed tasks. When the number of BT's
is less than 350, the maximum delays of DBA-FC and DBA-C
are less than 5 ms. When the number of BTs is greater than
350, the maximum delay for DBA-FC is smaller than that for
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DBA-C. This is because SS-FP considers the length of the
DTs, which reduces the queuing delay for high-speed DTs.
The throughput increases with an increase in the network
load, and when the maximum throughput of the scheduling
mechanism is reached, the throughput becomes saturated.
At this time, packet loss occurs in the network. As shown
in Fig. 12, the DBA-FC is significantly better than the other
two schemes. The maximum throughput results of DBA-FC,
DBA-F, DBA-C are 159.0 Gbps, 128.9 Gbps, and 111.4 Gbps,
respectively. When the scheduling of BTs considers only the
flow; although the priority scheduling of high-speed BTs can
improve the utilization of bandwidth resources, it may cause
other BTs to be unable to transmit. It happens because the
bandwidth resources of the links are occupied all the time,
thereby reducing the throughput at a certain level. When the
scheduling of the BTs only considers the credit ranking, the
algorithm based on the best fit can reduce the number of
small-free time slots, but it cannot utilize the bandwidth in an
overall efficient manner. In contrast, our scheme can combine
the advantages of the above two methods. Hence, it not only
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TABLE 6. Comprehensive performance of the network.

DT (ps) BT (ms) IT (us)
Network load Thrggghput( Pacl(eto}oss
Maximum Average Maximum Average Maximum Average ps) rate (%)
delay delay delay delay delay delay
0.1 25.61 20.08 1.34 0.63 30.03 5.23 27.89 0
0.2 24.93 20.34 1.56 0.69 29.56 5.98 54.31 0
0.3 24.71 19.76 1.68 0.76 29.16 6.80 82.86 0
0.4 25.43 19.77 3.16 0.83 29.58 9.76 111.61 0
0.5 25.71 19.95 13.17 091 30.11 11.44 139.55 0
0.6 24.89 20.17 36.35 1.01 30.12 14.25 167.35 0
140 160
—— DBA-FC [—+— DBA-FC
DBA-F 140 | DBA-F
120 |—o— pBA-C S DBA-C
120 -
100
E - Pl
= 8100
& 80t o} //f
o] = e
‘é é 80 A
= =) e
2 60 g e
E £ et P
= N L e
40+ e
3 40 e
& y
“f o // 20y

o : T ra— e , . )
50 100 150 200 250 300 350 400 450 500
Number of BTs

FIGURE 11. Impact of DBA scheme on maximum delay.

utilizes the bandwidth resources as a whole but also reduces
the number of small-free time slots and improves the time slot
utilization.

D. COMPREHENSIVE PERFORMANCE

To test the comprehensive performance of MTHSS, the ITs
were added, and 0.1 us sending time was reserved for IT
every 30 time slots when allocating the bandwidth.

It follows from Table 6 that our proposed scheme can
achieve the expected results, and the maximum transmission
delay of each task is less than the maximum allowable delay.
The throughput of the FC-AE-1553 multi-level switching
network increases with an increase in network load. When
the network load is 0.6, the throughput is 167.35 Gbps. The
maximum delay of the ITs is approximately 30 us. This is
because we reserve a sending time for ITs every 30 time slots.
Further, the average delay of the ITs increases with an
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FIGURE 12. Impact of DBA scheme on throughput.

increase in load. As the network load increases, the proba-
bility of an IT being generated at the same time as other tasks
being transmitted by the NC increases.

V. CONCLUSION

Recently, there has been an increase in the requirements of
avionics communication systems and ship electromechani-
cal communications for throughput, reliability, and real-time
operation. In response to it, we proposed the MTHSS for
FC-AE-1553 multi-level switching networks under central-
ized control to make quick and consistent decisions regarding
end-to-end transmissions. The SS-FP and DBA-FC were also
given. The SS-FP aggregates the time slots according to the
period and then allocates the bandwidth in a certain order.
The DBA-FC updates the parameters online based on the
differences in the lengths and credit ratings of the BTs.
The experimental results show that the SS-FP improves the
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bandwidth utilization by 10% and the DBA-FC balances
throughput and delay. Our scheme can not only be applied
in an FC-AE-1533 network, but also in a time triggered
network. In our future work, we will research methods to
further improve the utilization of bandwidth resources and
comprehensive performance so that the actual demands of
avionics communication and ship electromechanical commu-
nications can be met.
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