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ABSTRACT The current methods of construct three-dimensional interaction virtual reality include Pho-
togrammetry, Point Cloud Modeling and Building Information Modeling. However, due to the limitation of
space size, these methods cannot construct three-dimensional interaction virtual reality modeling effectively,
like corridor. In this paper, the method is proposed to construct corridor three-dimensional interaction
virtual reality. The method based on computer vision includes data acquisition, texture stitch, path selection,
and model construction. In the process of acquiring data, firstly, we obtain the perspective transformation
parameters by pre-establishing the check field. Secondly, we correct the acquired data in real-time by using
perspective transformation. In the process of stitching texture, according to the number of feature points
in the images, we use feature/direct stitch to generate texture. In the process of selecting path, we identify
the targets in image and build buffers. The absolute error and root mean square error are used to measure
the accuracy of corridor three-dimensional interaction virtual reality. The experimental result shows that the
absolute error of the model constructed in this paper is about 0.0507 to 0.1691. And the root mean square
error is about 0.1203 to 0.1318.

INDEX TERMS Construct three-dimensional interaction virtual reality, corridor, check field, feature points,
path selection, real-time.

I. INTRODUCTION
With the advent of the digital age, three-dimensional inter-
action virtual reality is needed in many aspects, such as
digital architecture, digital landscape, digital city, etc. [1].
three-dimensional interaction virtual reality of narrow space
also has a huge demand [2]. The corridor three-dimensional
interaction virtual reality is being mentioned as an important
part of digital architecture increasingly.

For this reason, the researchers have made a lot of efforts
to construct three-dimensional interaction virtual reality.

The associate editor coordinating the review of this manuscript and

approving it for publication was Wenming Cao .

Construct three-dimensional interaction virtual reality can be
categorized into three types of methods: The model con-
struction based on using photogrammetry [3]. The model
construction based on using point cloud modeling [4]. The
model construction based on using Building Information
Modeling [5].

Construct three-dimensional interaction virtual real-
ity based on photogrammetry is mostly performed by
drones/cars to carry sensors. Therefore, themethod is suitable
for us to construct the model in large-scale-area, such as dig-
ital city model, etc. [6]. The method includes data acquisition
[7]; Automatic extraction of three-dimensional information
of elements (including contour lines and elevation); Model
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construction based on elevation and coordinates [8]. The
study on photogrammetry included three main aspects: the
clarity of the scene texture, the addition of elevation data,
and the geometric repair with the model [9]. Zhou et al.
proposed to use photogrammetry for three-dimensional inter-
action virtual reality construction, a local-to-global radio-
metric balance is needed to improve the scene clarity of
the model [10]. However, the effect of radiometric balance
is affected by the image resolution. When the image has
high resolution, the arithmetic of method will increase, and
the visual effect will be reduced accordingly [11]. There-
fore, this method is not suitable for applications with high-
precision sensor. Nex et al. proposed to use Unmanned Aerial
Vehicle for aerial triangulation encryption in the process
of constructing three-dimensional interaction virtual reality.
The Triangulated Irregular Network model will have more
reference points and is used for the digital elevation model
[3]. However, on the one hand, this method is affected by
the image resolution; on the other hand, it is impossible to
construct three-dimensional interaction virtual reality in a
narrow space [12]. Wu et al. proposed a three-dimensional-
assisted editing system to construct a white model. The
method stretches the entity in image and repairs the white
model to make three-dimensional interaction virtual reality
with high accuracy [13]. However, this method belongs to
optimization after modeling. Therefore, the method cannot
be realized in the modeling process.

Using point cloud data to construct three-dimensional
interaction virtual reality is suitable for small-scale scenes,
such as items [14]. Firstly, the method constructs the white
model by using point cloud data. Secondly, the textures are
pasted on the white model. The Light Detection and Ranging
emits laser and receives back the point cloud data to construct
a white model based on the bit depth [15]. Carvalho et al,
proposed the advantage of this method is that the laser
reception is faster and can be used for real-time modeling.
The disadvantage of this method is that the Light Detection
and Ranging machines are expensive [16]. Therefore, the
method is too costly for narrow corridors modeling which do
not require high accuracy. In the process of building three-
dimensional interaction virtual reality by using point cloud
data, the researchers did not make changes to data acquisition
style, but mainly focused on how to make the model obtain
texture. Niu et al. proposed to perform object recognition by
using Region-Convolution Neural Network to distinguish the
target from the scene. So that, the background information
in three-dimensional interaction virtual reality is eliminated
[17]. However, this method relies on training feature data and
cannot effectively perform recognition in a scene with few
feature like a corridor [18].

Using Building Information Modeling to build three-
dimensional interaction virtual reality is applicable to
buildings. Building Information Modeling transforms
building entities into data and build three-dimensional
models [19]. The method constructs the white model by
inputting data from the researcher and merging the data

through photogrammetry or three-dimensional laser scan-
ning as described above for the purpose of modeling.
Building Information Modeling is less efficient in building
three-dimensional interaction virtual reality. However, it is
more inclined to model management and updating [20].

Above of all, modeling based on the photogramme-
try has the advantage of texture realism. However, firstly,
this method is suitable for constructing large-scale scenes
three-dimensional interaction virtual reality. Secondly, the
real-time coordinates are difficult to acquire in the corridor.
Modeling based on using point cloud data has the advan-
tages of fast data acquisition and high construction accu-
racy. However, using Light Detection and Ranging to acquire
points cloud data has some disadvantages like being too
expensive and small areas for a single acquisition. Therefore,
the method is not suitable for constructing corridor three-
dimensional interaction virtual reality. Modeling based on
using Building Information Modeling has some advantages
of easy operation and allows for model management and
updates. However, this method is less efficient in building
three-dimensional interaction virtual reality.

To solve the above problems, this paper proposes the
method to construct three-dimensional interaction virtual
reality of corridor based on computer vision. The main con-
tributions of our study are summarized as follows.

1. This paper proposes a method to construct three-
dimensional interaction virtual reality which can
directly construct the model with Level of Detail 200
(LOD 200) accuracy. The method compare with the
traditional Building Information Modeling has more
efficiency and higher texture clarity.

2. The method proposed in this paper compare with
photogrammetry can automatically realize the route
selection, which does not need to plan the route in
advance. And there is no requirement for elevation data
to construct the corridor model.

II. THREE-DIMENSIONAL INTERACTION VIRTUAL
REALITY CONSTRUCTION FOR THE CORRIDOR
The proposed method in this paper is achieved by acquiring
data, perspective transforming, stitching texture, constructing
buffers, selecting route and building model. In the process
of stitching texture, we were used both feature stitch and
direct stitch to produce texture due to the feature information
in the images are uncertainty. In the process of constructing
buffers, we were used scene information as the object to
build line buffers/polygon buffers to achieve route selection.
The flowchart of construct the corridor three-dimensional
interaction virtual reality is shown in Fig. 1. It should be
noted that considering the complexity and specificity of the
three-dimensional interaction virtual reality, the proposed
corridor in this paper is defined as a regular type corridor
(approximate to a type like cube).

A. PERSPECTIVE TRANSFORMATION
The projection of the image taken by the sensor is central. The
central projection will result in distortion of the image [21].
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FIGURE 1. The flowchart for constructing the corridor three-dimensional interaction virtual reality.

However, the texture of the three-dimensional interaction
virtual reality needs to minimize the distortion. Therefore,
we use the perspective transformation to correct the image.
Step 1 (Rigid Transformation): The rigid transformation

contains the rotate and translate.
Set (x, y) represents the pixel coordinate in image coor-

dinate system, the image is rotated by an angle of α. The
coordinate after rotating can be expressed as follows.

x1 = x × cosα + y× sinα

y1 = y× cosα−x × sinα (1)

where (x1, y1) represents the coordinate obtained by (x, y
after rotating.

Further, (x1, y1) is translated by a units in the X-axis
direction and b units in the Y-axis direction of the image
coordinate system. The pixel coordinates after translating can
be expressed as:

x2 = x1 ± a

y2 = y1 ± b (2)

where (x2, y2) represents the coordinate of (x1, y1) after trans-
lating.
Step 2 (Affine Transformation): The affine transformation

is used to correct the image distortion. The affine transforma-
tion is shown in the following equation and is solved using
the least squares.

x3 = f1 × x2 + f2 × y2
y3 = f3 × x2 + f4 × y2 (3)

where (x3, y3) represents the coordinate of (x2, y2) after affine
transforming, f1, f2, f3, and f4 represent the affine parameters.
It should be noted that the affine parameters can be inferred
from the coordinates before and after the affine transforming.
Step 3 (Scaling Transformation): The scaling transforma-

tion makes the real distance of (x3, y3) in the row and column
directions the same.

Set the scaling parameters of the image as r1 and r2. Then
r1 and r2 can be expressed as follows.

r1 = s0/m

r2 =
s0/m
s1/n

× r1 (4)

where s0 represents the actual distance in the row direction
within the range shown in the image, s1 represents the actual
distance in the column direction within the range shown in
the image, m and n represent the size of the image.
According to (3) and (4), the coordinate after scaling can

be expressed as follows.

x4 = x3 × r1
y4 = y3 × r2 (5)

where (x4, y4) represents the coordinate of (x3, y3) after
scaling.

Combining (1) to (5), the (x, y) after perspective transform-
ing is shown in (6).

x4 = r1[f1(x cosα+y sinα ± a)+f2(y cosα−x sinα ± b)]

y4 =
s1
/
m

s2
/
n
r1[f3(x cosα + y sinα ± a)

+ f4(y cosα − x sinα ± b)] (6)

From (6), the coefficients of perspective transformation are
a, b, f1, f2, f3, f4, r1.
According to the least squares, at least 4 pairs of control

points are required in the image for the solution.We construct
the check field and determine the pose parameters, so that
each image taken by the sensor can be solved continuously.

B. TEXTURE STITCH
The successive images taken by the sensor are stitched
together to produce textures. Due to the different number of
feature points in the images, we use both feature stitch and
direct stitch to produce textures.

1) FEATURE SITICH
In the process of feature stitching, firstly, is necessary to
extract feature information from adjacent images respec-
tively. The extracted information includes the outline or point
features of the image.
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FIGURE 2. The principle of feature stitching. (a) feature extraction is
performed on the image (b) texture is produced by adjacent images
feature matching and stitching.

Secondly, the features points are matched, and the images
are stitched together to produce textures. The principle is
shown in Fig. 2.

As shown in Fig. 2, we refer to the texture as Tex1 and
the images as I1 and I2. Combine with Fig. 2(a), adjacent
images are matched by using the computational theory of
edge detection by Canny [22].

The computational theory of edge detection by Canny
achieves feature extraction by computing theMagI and direc-
tion θi,j of the gradient. Specifying leftward and downward
of point I (x4, y4) in I1 as the positive direction. the gradient
direction can be shown by the following equation [23].

θi,j =

{
θ ′ θ ′ ∈ [0, 2π ]
θ ′ + 2nπ θ ′ /∈ [0, 2π ]

(7)

where θi,j represents the gradient direction of I (x4, y4).
And:

θ ′ =



3
2
π y4 > 0, x4 = 0

− arg tg
Y
X

x4 > 0
π

2
y4 < 0, x4 = 0

π − arg tg
Y
X

x4 < 0

(8)

where,
X = [I (x4 + 1, y4)− I (x4 − 1, y4)]/2,
Y = [I (x4, y4 + 1)− I (x4, y4 − 1)]/2,
I (x4, y4) from (6) to obtain.
TheMagI can be expressed as follows.

MagI =
√
X2 + Y 2 (9)

Since the similarity of feature points in adjacent images are
determined by both the gradient direction and the gradient
value. Therefore, we introduce two indexes Sθ and SM . Sθ
and SM are expressed them as follows [24].

Sθ =
∣∣θp − θq∣∣

SM =

∣∣Magp −Magq∣∣
Magp +Magq

(10)

FIGURE 3. The principle of direct stitching to produce texture.

where, when the value of Sθ and SM is smaller, the higher
matching of feature points is achieved.

We name the texture after stitching by (10) as Tex1, and set
the size of Tex1 is M × N (M ∈ [0, 2m),N ∈ [0, n]).

2) DIRECT SITICH
Feature stitch is suitable for stitching images with sufficient
feature points. If there are few feature points, feature stitch
cannot be achieved effectively. Further, we propose direct
stitch. Direct stitch is based on the motion state of the sensor
and the time of shoot to achieve image stitching. The principle
is shown in Fig. 3.

As shown in Fig. 3, set the interval time between phase 1
and phase 2 as t , the running speed of the sensor as vic, the
distance parameters of the image are corrected by (6) as A,
then the length of the overlapping zone can be calculated by
the following equation.

k = A× vic× t

A =
s0
p0

(11)

Where k represents the length of the overlapping zone, p0
represents the pixel distance.

The overlapping zone after stitching can be expressed as
follows. {

ro ∈ [0, k]
co ∈ [0, n]

(12)

where ro represents the rows in the overlapping zone, co
represents the columns in the overlapping zone.

The texture after stitching can be expressed as follows.

Tex2
(2m−k)×(2n−n)

=

 I2
m×n
I1

(m−k)×n

 (13)

where, Tex2 represents the texture after direct stitching,
I1

(m−s)×n
represents the image taken by the sensor in phase

1 and I2
m×n

represents the image taken by the sensor in phase 2.

Set the size of Tex2 is M × N , and M = 2m− k , N = n.
When the sensor is moving by homogeneous motion, the

texture after stitching by two methods satisfies the following
equation.

Tex1 = Tex2 (14)
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FIGURE 4. Two types buffers. (a) Line buffer. (b) Polygon buffer.

In summary, we refer to the textures as Tex collectively.
It should be noted that we need to stitch the window, wall,
and floor images respectively to produce the corresponding
textures.

C. ROUTE STUDIES BASED ON TEXTURE
The route select is performed in the floor texture. All targets
which affecting the passage are generate the corresponding
identification boxes. According to the type of targets, the
buffers are built, and the route is selected by the buffer
radius. The main research in this paper is building buffers
and selecting route, therefore, it is not elaborated in target
recognition.

1) BUFFER ESTABLISHMENT
Set the size of the identification box in Tex is u× v, and u ∈
[0,M ], v ∈ [0,N ].
We refer to the corner points coordinate of the iden-

tification box as U1,U2,U3,U4 respectively. In order to
avoid the object effectively, it is necessary to judge the class
of the object and create the line buffer or polygon buffer on
the identification box [24]. The two types buffers is shown
in Fig. 4.

In Fig. 4, the white area represents the identification box
area, the black points represent the nodes of the identification
box, the dark gray area represents the buffer, and d represents
the buffer radius.

According to Fig. 4(a), we choose U3 and U4 to build the
line buffer. Then the U3U4 function can be expressed by the

following equation.

v = v4 and u ∈ [u3, u4] (15)

where (u3, v3) and (u4, v4) represent the coordinates of U3
and U4, respectively.

The bottom boundary ofU3U4 can be expressed as follows.

v = v4 + d and u ∈ [u3, u4] (16)

The buffers at (u3, v3) and (u4, v4) can be expressed as
follows.

(u− u3)2 + (v− v3)2 = d2

v ∈ [v3 − d]

(u− u4)2 + (v− v4)2 = d2

v ∈ [v4 + d] (17)

It is important to note that the line buffer is not required to
consider the upper boundary.

According to Fig. 4(b) and combing (15) to (17), the
boundary function of the identification box in the polygon
buffer can be expressed as follows.

v = v4 + d u ∈ [u3, u4]
v = v2 − d u ∈ [u1, u2]
u = u1 − d v ∈ [v1, v3]
u = u4 + d v ∈ [v2, v4]
(u− u1)2 + (v− v1)2 = d v ∈ [v1 − d, v1]
(u− u2)2 + (v− v2)2 = d v ∈ [v2 − d, v2]
(u− u3)2 + (v− v3)2 = d v ∈ [v3, v3 + d]
(u− u4)2 + (v− v4)2 = d v ∈ [v4, v4 + d]

(18)

where (u1, v1) and (u2, v2) represent the coordinates of U1
and U2 respectively.

2) ROUTE SELECTION
Route selection includes route selection for single object and
route selection for multiple objects.

In the process of route selecting for single object: Set the
height of the sensor is h and the shoot angle is β. The actual
distance s2 from the shoot blind to the image width center can
be expressed as follows.

s2 = tanβ × h (19)

Firstly, set the pixel of the Tex bottom edge center to beU0.
Combing Fig. 4(a), the distances from U0 to U3 and U4 can
be expressed as follows.

U0U3 =
√
(u0 − u3)2 + (v0 − v3)2

U0U4 =
√
(u0 − u4)2 + (v0 − v4)2 (20)

where U0U3 represents the pixel distance from (u0, v0) to
(u3, v3) and U0U4 represents the pixel distance from (u0, v0)
to (u4, v4).

Secondly, the path direction is determinate by compar-
ing the magnitude of U0U3 and U0U4. If U0U3 > U0U4,
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FIGURE 5. The principle of route selection.

the route direction will be U4; if U0U3 < U0U4, the route
direction will be U3.
TakeU0U3 < U0U4 as an example. If v3 < v0−d , it can be

passed directly by the straight line. The distance of the pixel
can be expressed as follows.

D = s2 × A+M (21)

where A is the coefficient obtained from (11), and D repre-
sents the distance.

Further, the route function can be expressed as follows.

u = u0 (22)

If v3 > v0 − d , build a tangent line with U3 as the origin
and d as the radius through U0 and U5. As shown in Fig. 5.
In Fig. 5, f (u)is the tangent line function, and it intersects

the buffer at U3. The distance between U3 and U5 is d . Then
the following equation is satisfied.

sin λ =
d

U0U3

λ = arcsin
d

U0U3
(23)

Further, the distance of U3U6 can be expressed as follows.

U3U6 = tan(
π

2
− λ)× U0U3

U3U6 =
√
(u3 − u6)2 + (v3 − v6)2 (24)

where (u6, v6) represents the coordinate of U6.
As shown in Fig. 4 (a), u4 = u6. Therefore, v6 can be

expressed as follows.

v6 =

∣∣∣∣v4 −√U3U6
2
− (u3 − u6)2

∣∣∣∣ (25)

The route function can be deduced from (u6, v6) and
(u0, v0). The function can be expressed as follows.

f (u) = (
v0 − v6
u0 − u6

)u+ v6 − (
v0 − v6
u0 − u6

)u6,

f (u) ∈ [u6, u0] (26)

If v ∈ [0, v6), f (u) can be expressed as follows.

u = u6 (27)

In the case of two objects in Tex, it is necessary to calculate
the distance from U0 to the identification box nodes in turn
(As shown in Figure 6). Firstly, compare the magnitude of
U0U4 and U0U3 sequentially to determine the direction of
the route through object 1. Secondly compare the magnitude
of U0U8 and U0U7 sequentially to determine the direction of
the route through object 2. The method refers to (20). The
arrangement of objects is shown in Fig. 6.

In Fig. 6(a), object 1 and object 2 are both to the left ofU0.
Therefore, the route is directed along U7 and is represented
as follows.

f (u) = (
v0 − v6
u0 − u6

)u+ v6 − (
v0 − v6
u0 − u6

)u6,

f (u) ∈ [v6, v0]

u = u6, v ∈ [0, v6) (28)

In Fig. 6(b), the route direction through object 1 is deter-
mined based on the magnitude of U0U4 and U0U3. The
route direction through object 2 is determined based on the
magnitude of U0U8 and U0U7. Finally the route function is
expressed as follows.

f (u) ∈ [v9, v6]

f (u) = (
v0 − v6
u0 − u6

)u+ v6 − (
v0 − v6
u0 − u6

)u6

f (u) ∈ [v6, v0]

u = u6, v ∈ [v9, v6)

f (u) = (
v6 − v9
u6 − u9

)u+ v9 − (
v6 − v9
u6 − u9

)u9,

u = u9, v ∈ [0, v9) (29)

where (u6, v6) is obtained by (25).
In Fig. 6(c), object 1 and object 2 are on both sides of U0,

and the interval between object 1 and object 2 is larger than
2d . Therefore, the function can be expressed as follows.

u = u0, v ∈ [0,M ] (30)

In Fig. 6(d), object 1 and object 2 are on both sides of U0.
However the interval between object 1 and object 2 is less
than 2d . Therefore, it is necessary to compare the magnitudes
of U0U4 and U0U7 respectively and obtain route functions
which similar to (28).

During Texcontinuous generate, the direction of texture
stitch can be judged by selecting routes.

D. THREE-DIMENSIONAL INTERACTION VIRTUAL
REALITY CONSTRUCTION
Based on the method described in the preceding section, the
three-dimensional interaction virtual reality is constructed by
building cubes model and adding Tex to it. Tex includes the
wall texture (Tex_wall), window texture (Tex_window), and
the floor texture (Tex_floor). Therefore, three cubes need to
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FIGURE 6. The alignment of objects and the route function respectively. (a) Alignment 1. (b) Alignment 2. (c) Alignment 3. (d) Alignment 4.

be constructed, including the wall cube model, the window
cube model and the floor cube model.

Firstly, set the size of the Tex_wall toM1×N1, set the size
of the Tex_window to M2 × N2, set the size of the Tex_floor
to M3 × N3.
Secondly, according to the actual size of the corridor, the

wall cube model, window cube model and floor cube model
are constructed. Take the floor cube model as an example, set
the actual size of the floor in corridor is L × H . Combining
(4), the length and width of the cube model can be expressed
as follows.

l =
L
r1

h =
H
r2
=
Hms1
ns0r1

(31)

where l represents the length of the cube and h represents the
width of the cube. The height of the cube is set to a fixed value
wo. As shown in Fig. 7.

As shown in Fig. 7, according to the Ground Control Points
(GCPs), we are aligning the texture to the top surface of floor
cubemodel to paste. The Ground Control Points are the nodes
of the floor cube.

In the process of pasting the texture to floor cube model,
the following steps need to be followed.
Step 1: Convert the coordinate system of Tex_floor ,

the coordinate system of the floor cube model and
the coordinate system of realistic. Getting the coordi-
nates of Ground Control Points in the three coordinate
systems.
Step 2: According to the ground control points, we are

aligning the Tex_floor to the top of the floor cube to paste.
Step 3: If the difference between M3 and L, N3 and W is

large, it is necessary to use the interpolation to make the floor
cube satisfy the following conditions.

L = M3

W = N3 (32)
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FIGURE 7. The principle of build floor model for corridor
three-dimensional interaction virtual reality.

Similarly, the wall cube and the window cube can be built
by the above method.

The three-dimensional interaction virtual reality of the
corridor is built based on the three cubes. Themodel as shown
in the Fig. 8.

In Fig. 8, cube1 represents the window cube model, cube 2
represents the wall cube model, cube 3 represents the floor
cube model.

Place the cube 3 at 0◦in the X-axis direction (X ∈ [f0, f0+
N3],Y ∈ [0,M3], Z = f0). Attach the Tex_floor to the top of
cube 3.

Place the cube 1 at 90◦ in the Z-axis direction and put it
on the left side of the cube 3 ( X = f0, Y ∈ [0,M1], Z ∈
[f0, f0 + N1]). Attach the Tex_window to the inside of cube3
and connect it to the top of cube1.

Place the cube 2 at 90◦ in the Z-axis direction and put it
on the right side of the cube 3 (X = f0 + N3, Y ∈ [0,M2],
Z ∈ [f0, f0+N2]). Attach the Tex_wall to the outside of cube 2
and connect it to the top of cube 1.

It should be noted that the model to be built should satisfy
the following equation.

M1 = M2 = M3

N1 = N2 (33)

III. EXPERIMENTS AND RESULTS
Four steps should be followed to construct the three-
dimensional interaction virtual reality of the corridor.
Step 1:Measure the sensor height and shoot angle. Shoot-

ing the check field. Extracting 4 pairs of coordinates from the
image of the check field. Set the coordinates after correcting
to invert the parameters a, b, f1, f2, f3, f4, r1.
Step 2: Keep the sensor at the same height and shoot angle

to capture images in the corridor.
Step 3: Identify objects and build buffers in the corridor to

select routes. Stitch the images to produce textures.
Step 4: The cubes model are constructed based on the size

of the corridor. The textures are aligned with the surface of
the model to paste through Ground Control Points.

FIGURE 8. The principle of build three-dimensional interaction virtual
reality.

FIGURE 9. The device for experiments.

A. OBTAIN AFFINE PARAMETERS
The three-dimensional interaction virtual reality construction
in this paper requires a stable shoot pose and affine parame-
ters. The shoot pose will be determined by measuring shoot
height and angle of the sensor. The device, height, and shoot
angle are shown in Fig. 9.

In Fig. 9, we use the camera of laptop as the sensor, and
the height of the camera is 175 cm, the shoot angle are 0◦

and 75◦. we use this device to collect data of wall, floor, and
window respectively. It should be noted that the height and
angle when using the device to shoot the check field need to
be the same as during the experiment.

The affine parameters are obtained by transforming the
4 pairs of coordinates in check field image. The image of the
floor check field is shown in Fig. 10(a). The image of the wall
and window check filed are shown in Fig. 10(b).

In Fig. 10, the shoot angle of the floor check filed is 75◦.
The shoot angle of the wall check filed is 90◦.

The Fig. 10 (a) after perspective transforming is shown in
Fig. 11(a). The Fig. 10(b) after perspective transforming is
shown in Fig. 11(b).

The coordinates after perspective transforming are shown
in the following table.
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FIGURE 10. The check fileds (a) The check field for floor. (b) The check
field for wall and window.

FIGURE 11. The image after perspective transform (a) The image of floor
check field after perspective transform. (b) The image of wall and window
check field after perspective transform.

The above data can be used to deduce the affine parameters
which can perform real-time image correction.

B. CONSTRUCT TEXTURE
According to (6) and combing with Fig. 11, some images are
taken and corrected by sensor in corridor as shown below.

In Fig. 12, (a) & (b) represent two successive images taken
by the sensor in the direction of the wall, (c) & (d) represent

TABLE 1. Coordinates of points.

FIGURE 12. Some images are taken by sensor and corrected. (a) & (b) are
successive images in wall direction. (c) & (d) are successive images in
floor direction. (e) & (f) are successive images in wall direction.

two successive images taken by the sensor in the direction of
the floor. (e) & (f) represent two successive images taken by
the sensor in the direction of the wall.

The feature points of (a) & (b) and (e) & (f) are suf-
ficient. Feature stitching can be performed. As shown in
Fig. 13 (a) & (c), respectively. The feature points of (c) & (d)
are insufficient. Direct stitching can be performed. As shown
in Fig. 13 (c).

The textures (include Tex_wallTex_windowTex_floor) are
produced by using direct stitch and feature stitch. The textures
after stitching are shown in Fig. 14.

In Fig. 14, due to the limited in image field of the sensor
shot and the relatively narrow space, we cannot build a com-
plete wall texture and window texture.

C. SELECT ROUTE
In the Tex_floor , we take the bottom edge of the wall as the
object and select the path. The examples of identified objects
are shown in the Fig. 15.
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FIGURE 13. The images after stitching. (a)The image after feature
stitching. (b) The image after direct stitching. (c) The image after feature
stitching.

FIGURE 14. The texture produce by stitching. (a) The texture of floor.
(b) The texture of window. (c) The texture of wall.

In Fig. 15, the green boxes represent the identification
boxes. Consider the size of the experimental rack, we set

FIGURE 15. The examples of identified objects.

FIGURE 16. The different cases in different angel around the
experimental rack. (a) The case in 90◦. (b) The case in 180◦. (c) The case
in 270◦.

the distance of 30 pixels as the buffer radius to build the
buffer. According to (20), we calculate the distance from
identification box to the buffer. When the distance is less than
30 pixels, the path can be passed in a straight line (as shown
in (30)). When the distance is large than N-30, we will rotate
90◦ and 270◦ in clockwise to whole the experimental rack
until a new path is found. As shown in Fig. 16.

In Fig. 16, we need to find a new route since the distance
is large than N-30. After rotating 90◦ in clockwise direc-
tion, since the distance is large than N-30 again (as shown
in Figure 16(a)), the route is excluded. After rotating 180◦

clockwise, this is the original route, so it is not referenced
(as shown in Figure 16(b)). After rotating 270◦ in clockwise
direction, the distance is less than N-30, so it is the new route
(as shown in Fig. 16(c)).

In summary, we refer to the data captured on the new route
as the texture of Scene 2. And the old one called Scene 1. The
texture still includes wall texture, window texture and floor
texture (Tex_wall Tex_window Tex_floor). According to the
Constrict Texture, the images are stitched together by using
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FIGURE 17. The texture of Scene2 produce by stitching. (a) The Scene2
texture of floor. (b) The Scene2 texture of window. (c) The Scene2 texture
of wall.

the feature stitch and direct stitch to produce the textures. The
texture of Scene 2 as shown in Fig. 17.

In Fig. 17, similar to the Fig. 14, we cannot build the
complete wall texture and window texture because of the
image field.

D. BUILD MODEL
In the process of building the three-dimensional interaction
virtual reality includes modeling different scenes separately.
Three cubes are needed to build in different scene respec-
tively. We build two scenes in this paper, and refer two scenes
to Scene 1 & Scene 2.

In Scene 1, the size of the corridor is 10m × 3m × 1.5m.
We known it by measuring. Firstly, we reference the Fig. 8 to
construct the coordinate system, and make each unit repre-
sents the actual distance is 0.009m × 0.004m. Secondly, we
make w = 1m and construct the cubes model. The cubes
model of the Scene 1 is shown in Fig. 18(a).

In scene 2, the size of the corridor is 10m × 3m × 1.5m.
Similarly, the cubes model of Scene 2 is shown in Fig. 18(b).

Since there is a partial overlapping between the Scene 1
cubes model and Scene 2 cubes model, we merge the models.
As shown in Fig. 19.

As shown in Fig. 18 & 19, the coordinates of the 20 nodes
contained in Scene 1 and Scene 2 are shown in the following
table.

As shown in Fig. 18, the coordinates of the 20 nodes
contained in Scene 1 and Scene 2 are shown in the following
table.

According to the Fig. 19, we choose the points from 1 to 20
as the control points. According to the previous section,
we attach the textures to the model. As shown in the Fig. 20.

In Fig. 20, there are different angle to show the three-
dimensional interaction virtual reality of corridor. Due to
the limited in image field and the relatively narrow space,
we cannot build a complete wall model and window model
during the process of construct the model.

E. RESULT ANALYSIS
In this paper, we will analyze the model in terms of visual
effect and accuracy. On the one hand, the Three-Dimensional

FIGURE 18. The cube model of two scene. (a) The cube model of Scene1.
(b) The cube model of Scene 2.

FIGURE 19. The cube model of whole scene.

Model based on photogrammetry can only model the floor
and cannot produce a valid corridor model; on the other hand,
the model produced by the method proposed in this paper is
fundamentally different from the point cloud model and is
not comparable. Therefore, this paper is compared with the
Building Information Modeling.

1) IN TERMS OF VISUAL EFFECT
Building InformationModeling is achieved by surveying cor-
ridor size and making Computer Aided Design (CAD) file;
Importing the CAD file into Building Information Modeling
software.

The accuracy of Building Information Modeling can be
divided into five levels from Level of Detail 100 (LOD100)to
Level of Detail 500 (LOD 500). LOD 100 requires the model
to be evaluated in terms of area, height, volume, location
and sitting direction. LOD 200 requires an increase in the
number of components as an evaluation item. These items are
consistent with the models generated in this paper. Therefore,
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TABLE 2. Coordinates of twenty nodes.

this paper uses the Building Information Modeling under
LOD 100 and LOD 200 levels for comparison. The model
by using Building InformationModeling under LOD 100 and
LOD 200, CAD file, the model by proposing in this paper are
shown in Fig. 21.

According to Fig. 21 the volume, area, height, position and
sitting direction of the model at LOD 100 and the model
obtained in this paper are the same. and the model in this
paper has texture. Compared with the model at LOD 200,
the model obtained in this paper can be clearly determined
the materials of the components (like windows, floors, etc.)
visually. However, Compared with the model obtained by
Building Information Modeling, the gap in the model pro-
posed in this paper is due to the implementation of path
selection.

2) IN TERMS OF ACCURACY
We use the absolute error and root mean square error to test
accuracy of model.

In order to check the accuracy of the three-dimensional
interaction virtual reality of the corridor, we select three
feature areas to test the model accuracy. As shown in Fig. 22.
It should be noted that we are using the actual distance as
Coordinate of Actual.

In Fig. 22, there are 12 points in feature areas, and the
results of comparison are expressed as follow. It should be
noted that, in order to accurately check the point accuracy

FIGURE 20. The corridor three-dimensional interaction virtual reality in
different angle.

of the feature points, firstly, all w values in the model
were eliminated. Secondly, divide all value of coordinate of
three-dimensional interaction virtual reality by 10.

From the above table, the absolute error of the feature
points in the feature area is [0.0507,0.1691].

According to the above table, the root mean square error
of the feature points can be further derived. The formula for
calculating the root mean square error can be expressed as
follows.

σ =

√√√√num∑
i=1

[
(xi − Xi)2 + (yi − Yi)2 + (zi − Zi)2

]
num

(34)

where, σ represents the root mean square error of the feature
points.

According to the (34), the root mean square error of the
feature points in the feature region is 0.1265.

In order to verify the root mean square error can represent
the accuracy of the model, we perform accuracy verification
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FIGURE 21. The corridor three-dimensional interaction virtual reality
under LOD 100 to LOD 200 by using building information modeling.

by the distance difference method. The distance difference
method can be expressed as follows.

σ =

√
(x1 − x2)

D2 2m2 +
(y1 − y2)

D2 2m2 +
(z1 − z2)
D2 2m2

(35)

where,

m =

√√√√ k∑
i=1

1D2
i

k − 1

1D = Dreal − Dpixel (36)

Further, we select four windows and two doors in themodel
for accuracy verification. As shown in Fig. 23.

FIGURE 22. Three feature area to test the accuracy of corridor
three-dimensional interaction virtual reality. (a) The box in Scene 1.
(b) The door in Scene 2. (c) The window in Scene 1.

TABLE 3. Coordinates of points.

As shown in Fig. 23, the 13 to 24 are part of the corner
points of the windows and doors.

The size of the windows in the test area are 1.38×0.62(m),
and the size of the doors in the image field are 0.91×0.88 (m).

We set the value of the size of the doors and windows are
Dreal . According to the (35) and (36), the root mean square
error of four windows and two doors can be expressed as
follows.
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FIGURE 23. Six areas to test the accuracy of corridor three-dimensional
interaction virtual reality. (a), (b), (c), and (d) are windows area. (e) and
(f) are doors area.

TABLE 4. Root mean square error.

From the above Table, the average root mean square error
of Fig.23 is 0.1318. Compared with the root mean square
error of the feature point, the difference is 0.0062, And It is
similar. Therefore, the accuracy of the model in this paper is
about 0.1203 to 0.1318.

IV. CONCLUSION
This paper proposes a method for constructing corridor three-
dimensional interaction virtual reality. The method has the
following advantages compared with photogrammetry, point
cloud modeling and Building Information Modeling.

1. Compared with the photogrammetry to build three-
dimensional interaction virtual reality, the method proposed
in this paper can build a narrow spacemodel without elevation
data. At the same time, the method automatically select route
to modeling without planning the route.

2. Compared with point cloud modeling to build three-
dimensional interaction virtual reality, the method proposed
in this paper has lower cost.

3. Compared with Building Information Modeling to build
three-dimensional interaction virtual reality, the texture pro-
duced by the our method is more realistic. And, this method

can directly realize the model construction of Level of detail
200 (LOD 200).

However, the method proposed in this paper also has
the following disadvantages: Firstly, the error of three-
dimensional interaction virtual reality caused by perspec-
tive transformation, texture stitching and texture matching is
decimeter level. Secondly, stable shooting posture is required.
If the shooting posture is unstable, it will further aggravate the
error described in 1. Thirdly, the size of the corridor needs to
be measured in advance. The cube model is built with that
size, which cannot be realized in real-time modeling. Based
on the method described in this paper, the research in the
future should be conducted in the following accepts.

1. Improve the stability of the equipment.
2. Adding moment recording and speed functions to the

device to make direct stitching more accurate and thus
reduce errors.

3. Using semantic cutting for buffer construction to make
path selection more accurate.
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