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ABSTRACT Phishing attacks have become a perilous threat in recent years, which has led to numerous
studies to determine the classification technique that best detects these attacks. Several studies have made
comparisons using only specific datasets and techniques without including the most crucial aspect, which
is the performance evaluation of data changes. Hence, classification techniques cannot be generalized if
they only use specific datasets and techniques. Therefore, this research determined the performance of
classification techniques on changing data through a subset of schemes in a dataset. It was conducted using
unbalanced and balanced phishing datasets, as well as subset schemes in ratios of 90:10, 80:20, 70:30, and
60:40. The thirteenmost recent classification techniques used in preliminary phishing studies were compared
and evaluated against ten performance measures. The results showed that the proposed schemes successfully
uncover the maximum andminimum performance obtained by a classification technique. These comparisons
can provide deeper insights into phishing classification techniques than related research.

INDEX TERMS Benchmark testing, classification algorithms, performance evaluation, phishing.

I. INTRODUCTION
Phishing is a perilous threat to cybersecurity and according
to The National Institute of Standards and Technology, it is
attempts to get sensitive data, such as bank account numbers,
or access to larger computerized systems by sending fraud-
ulent requests through emails or websites. On average, the
chances of being exposed to this attack in various sectors
is 11% [1]. Phishing is also a socially engineered attack that
tends to inflict physical or psychological harm on individuals
and organizations [2]. The corporate sectors include technol-
ogy, energy or utilities, retail, and financial services. These
organizations are highly vulnerable to phishing. Therefore,
cyber security-based measures are needed to prevent these
attacks [3].

Several studies have been carried out on phishing pre-
vention, one based on its identification and classification.
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Various techniques are used for the classification process,
such as Random forest [4], [5], [6], [7], [8], [9], [10], sup-
port vector machine (SVM) [11], [12], [13], [14], Logistic
regression [15], [16], [17],Multilayer perceptron (MLP) [18],
C4.5 [19] and [20], and Naïve Bayes [21]. Each exhibits max-
imum performance according to the case it was applied. The
results of the classification technique need not be generalized
in all cases. Therefore, a comparative researchmust be carried
out to resolve this gap.

However, only few studies have compared phishing clas-
sification techniques, such as [8], [18], [22], [23], and [24].
This comparative research is generally divided into four main
parts, including phishing, the type of dataset, performance
evaluation, and the techniques used. The data sources used
by [8], [18], [22], [23], and [24] were obtained from a phish-
ing website and URL, while [24] used raw emails sourced
from Apache SpamAssassin and Nazario. The dominant per-
formance evaluations are accuracy, precision, and F-measure.
Random forest, SVM, and Naïve Bayes are the most widely
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used techniques. This comparative research has a gap, which
is how the existing techniques affect various public datasets,
including the balanced and unbalanced ones.

Interestingly, this research is based on the performance
evaluation of the classification technique when using a spe-
cific unbalanced dataset for certain phishing types. This is
similar to the processes adopted by studies that did not
compare these classification techniques. Vaitkevicius and
Marcinkevicius [18] used two balanced and one unbalanced
datasets. It was reported that they obtained better results
than previous comparisons. Gana and Abdulhamid [23] only
used unbalanced public datasets, and it was proven that the
classification performance changes in accordance with its
subset scheme.

This research is engineered by several studies that failed to
prove how performance evaluation influences the techniques
used to classify various subsets of dataset schemes. Some
only described the limited impact of this performance on
commonly used schemes, such as 90:10, 80:20, 70:30 and
60:40. Furthermore, performance evaluation and classifica-
tion techniques are limited by the following measures, such
as accuracy, F-Measure, Precision, True Positive Rate (TPR),
Receiver Operating Characteristic (ROC), False Positive Rate
(FPR), Precision-Recall Curve (PRC), Matthews Correlation
Coefficient (MCC), Balanced Detection Rate (BDR), and
Geometric Mean (G-Mean). It has been proven that each
schema subset in both the balanced and unbalanced datasets
affects the performance evaluation of the classification tech-
nique. This tends to significantly increase and decrease the
performances of various subsets.

This research adopted three public datasets, namely, MDP-
2018, UCI Phishing website, and Spambase. MDP 2018 is
a balanced dataset, whereas the UCI Phishing website and
Spambase datasets are unbalanced. The distribution of fea-
tures in each dataset are as follows: MDP-2018, UCI Spam-
base, and Phishing website have 48, 58 and 31 features,
respectively. In addition, thirteen of the most frequently
used classification techniques, namely, Random forest, SVM,
Logistic regression, MLP, C4.5, Bayesian Network, REP-
Tree, Naïve Bayes, P.A.R.T, ABET (AdaBoost.M1 and Extra
trees), ROFET (Rotation Forest and Extra trees), BET (Bag-
ging and Extra-trees) and LBET (LogitBoost and Extra trees),
were adopted. A subset scheme was established to ensure
quality classification techniques were employed.

The subset scheme was derived from a proportion of each
phishing and legitimate data class. This research utilized the
90:10, 80:20, 70:30, and 60:40 subset schemes, which were
also applied to the legitimate and phishing data. For example,
the UCI Phishing website dataset comprises 6157 phishing
and 4898 legitimate websites, at a subset of 90:10 sub-
set simply implies 90% of phishing and 10% of legitimate
websites. The subset scheme was designed to match the
actual conditions, and similar results were obtained from the
experiment carried out, which was applied later. To ensure
that the resulting classification model is excellent and
reliable, a 10-fold cross-validation approach was adopted.

Relying only on accuracy as a performance evaluation mea-
sure is not advisable [18], [24]. This led to the use of ten per-
formance evaluation measures, namely accuracy, F-measure,
precision, TPR, ROC, FPR, PRC, BDR, MCC and G-Mean.
Finally, a classification technique that excelled in all these
tests was discovered.

This research focuses on a comprehensive performance
evaluation of the technique used to classify various subset
schemes and datasets. The following are the research contri-
butions realized:

1. Performance evaluation using a subset scheme of
90:10, 80:20, 70:30, and 60:40 against several popular
and recent classification techniques.

2. Identify the maximum and minimum performances of
the 90:10, 80:20, 70:30, and 60:40 subset schemes.

3. Determine the decrease and increase in the perfor-
mances of the subset scheme 90:10, 80:20, 70:30, and
60:40.

4. Identify the classification technique superior to all the
subset schemes 90:10, 80:20, 70:30, and 60:40.

The remaining part of this research is organized as follows:
Section II is a literature review on comparative phishing clas-
sification techniques. Section III describes the experimental
methodology used. Conversely, the results were analysed in
Section IV and conclusions were drawn in Section V.

II. RELATED WORKS
Comparative research on phishing classification techniques
is indispensable to determine the most appropriate procedure.
Irrespective of the fact that several preliminary studies have
been carried out, there are still gaps. One of such issues is
the impact of balanced and unbalanced datasets and subset
schemes on classification techniques. Therefore, there is a
need to carry out comparative research that can resolve this
gap. Generally, the most recent analysis comprises four main
parts, namely, phishing, dataset type, performance evaluation,
and the adopted techniques. This research creates opportuni-
ties for one to gain deeper insights into phishing detection.

The studies carried out by [18], [22], and [23] com-
pared phishing websites’ classification techniques as well
as analysed its impact [24] on phishing emails and [8] on
URLs. These were tested on an unbalanced dataset, however,
only Vaitkevicius and Marcinkevicius [18] added a balanced
dataset to their experiment. Karabatak and Mustafa [22] and
Gana and Abdulhamid [23] used the Phishing website dataset
from UCI machine learning, Vaitkevicius and Marcinkevi-
cius [18] employed the UCI-2015, UCI-2016, andMDP-2018
datasets, Gangavarapu et al. [24] applied the SpamAssassin
and Phishing Corpus dataset. While, Sahingoz et al. [8] used
the Phishtank dataset and the Crawling URL results.

The numbers of classification techniques used in com-
parative research are stated as follows: 17 [23], 13 [22],
eight [18], [24], and seven [8]. The comparison between
Vaitkevicius and Marcinkevicius [18] shows that MLP, ran-
dom forest, gradient tree boosting, and AdaBoost techniques
were effective. Gana and Abdulhamid [23] also obtained
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similar results that random forest was exceptional. On the
contrary, Karabatak and Mustafa [22] stated that MLP, JRip,
P.A.R.T., J48, random forest, and tree were ineffective.
This was because the selected dataset features affected the
performance of the classification technique. According to
Karabatak and Mustafa [22], BayesNet, SGD, lazy.KStar,
R.F.Classifier, LMT, and ID3 have the best performances.
This contradicts the results obtained by Vaitkevicius and
Marcinkevicius [18]. The naïve Bayes classification tech-
nique was ineffective in the experiments by Vaitkevicius and
Marcinkevicius [18]. It was presumed that the difference in
schemes can affect the performance of the classification tech-
nique. This simply indicates that sometimes, its performance
is good, whereas, in some other circumstances, it tends to
reduce [22]. It is also evidenced by the research carried out by
Karabatak and Mustafa [22] that if random forest is not used
on a dataset with feature selection, it turns out to be the most
superior technique among all others used in the experiment.
Special investigations are required to explore this gap further.

The use of features when evaluating classification per-
formance on multiple datasets is also another point to
consider. Gangavarapu et al. [24] used a feature extrac-
tion technique against a raw email. This generated 40 fea-
tures without compromising the information contained in
the raw email. The feature extraction technique was also
employed by Sahingoz et al. [8] when constructing new
datasets from URLs acquired from PhishTank. The website
was crawled using a search engine with specified keywords.
Sahingoz et al. [8] obtained a large number of features, rela-
tively 102, besides some techniques were employed to obtain
the optimal ones. References [18], [22], and [23] adopted
an entirely different procedure than Sahingoz et al. [8] and
Gangavarapu et al. [24]. They used the dataset as a medium
to test their proposed method rather than the feature extrac-
tion techniques. Gana and Abdulhamid [23] and Karabatak
and Mustafa [22] used a similar dataset with 31 features.
However, Karabatak and Mustafa [22] evaluated feature
reduction on classification performance. The dissimilarity
discovered in the studies carried out by [8], [18], and [22]
is the use of varying datasets and features. Vaitkevicius and
Marcinkevicius [18] utilized the UCI 2015, UCI 2016 and
MDP 2018 datasets with 30, nine, and 48 features, respec-
tively. The varying dataset and features provide in-depth
insights into the performance of the proposed classification
techniques.

Comparative studies on classification techniques employed
varying performance evaluation measures, such as, four [8],
10 [23], seven [24], and one [18], [22]. The more the per-
formance measures, the more insights will be gained from
these classification techniques. Gana and Abdulhamid [23]
reported that random forest excels in all performance mea-
sures, namely, accuracy, precision, recall, F-measure, Area
Under ROC Cure (AUC/AUROC), kappa statistics, root-
mean-squared error, True Positive Rate (TPR), False Positive
Rate (FPR), and root-relative-squared error. It is also effec-
tive in all performance evaluations (precision, sensitivity,

F-measure, and accuracy), especially when the natural
language processing feature is used [8]. Random forest
performance evaluation using accuracy, precision, recall,
F1-measure, Matthews correlation coefficient (MCC),
AUROC, and area under the precision-recall curve (AUPRC),
was functional in the experiment [24]. The experiment
conducted by Vaitkevicius and Marcinkevicius [18] and
Karabatak and Mustafa [22] also exhibited good accu-
racy performance. However, not all classification techniques
reported are effective in the diverse evaluation measures,
especially the random forest. Gana and Abdulhamid [23],
and Gangavarapu et al. [24], reported that it excels in all
performance evaluations of the defined schemes.

Several recent studies are similar to the research carried
out by Priya et al. [25], Indrasiri et al. [26], Ozcan et al. [27],
Bu and Kim [28], Zeng et al. [29], and Aassal et al. [17],
which evaluated the performance of classification tech-
niques and their impact on various datasets. However,
these were limited to phishing websites, in contrast to this
research, which involved email and website phishing. Various
datasets were evaluated to ensure that the proposed tech-
nique or method is known for its performance. Diverse
studies employed different performance evaluations, such
as Priya et al. [25] used TPR, MCC, Recall, Precision,
f-measurements, Indrasiri et al. [26] adopted Precision, Accu-
racy, F1-Score, Recall, Ozcan et al. [27], utilized TPR,
FPR, Precision, Accuracy, F1-Score, Bu and Kim [28],
only used Accuracy and Recall. El Aassal et al. [17], and
Zeng et al. [29], utilized performance accuracy, precision,
recall, F1-Score, Geometric Mean, Balanced Detection Rate,
Area Under Curve and Matthew’s Correlation Coefficient.
Meanwhile, this research used Accuracy, F-Measure, Pre-
cision, TPR, ROC, FPR, PRC, MCC to obtain a detailed
performance evaluation of the classification technique.

However, certain studies have successfully described the
proposed technique’s performance, while others, such as
Indrasiri et al. [26], and Bu andKim [28] evaluated the impact
of feature selection on various datasets. It reduces the dimen-
sions of the dataset because there is a process of selecting the
relevant key features in each category [30]. Indrasiri et al. [26]
and Bu and Kim [28] used cross-validation to ascertain the
authenticity of the model generated from the dataset that had
undergone the feature selection process. Bu and Kim [28]
also used the same method as the one obtained from feature
extraction. Ozcan et al. [27], used cross-validation directly on
the model formulated from the proposed technique and the
dataset.

Ozcan et al. [27] evaluated the parameters to obtain maxi-
mum performance against the proposed technique. The stud-
ies carried out by Priya et al. [25], Indrasiri et al. [26],
and Bu and Kim [28] were centred on improving its per-
formance. Ozcan et al. [27] failed to state the performance
of the proposed technique before and after the parameters
were evaluated. Therefore, when parameter evaluation is
employed, the process of increasing or reducing its perfor-
mance is unknown.More detailed information is needed, such
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as the performance before and after the proposed method was
applied.

Generally, the experiments carried out in this research are
similar to those of Indrasiri et al. [26] namely, comparing
the performance before and after using various parameters as
well as analyzing the proposed technique. Indrasiri et al. [26],
evaluated the performance of accuracy and ROC_AUC on
models with various cross-validation values, such as 10, 20,
30, 40 and 50. Hyper-parameter tuning and feature selection
were carried out to boost the performance of the proposed
technique.

However, the difference between this research and that
conducted by Indrasiri et al. [26], lies in using datasets,
proposed techniques, performance evaluation, data retrieval,
and subset schemas. This research adopted three datasets,
namely MDP-2018, UCI Phishing Website, and UCI Spam-
base. Indrasiri et al. [26], performed feature selection and
hyper-parameter tuning to obtain the maximum performance,
while this research used a subset of schemes such as 90%
Phishing:10% Legitimate, 80% Phishing:20% Legitimate,
70% Phishing:30% Legitimate, 60% Phishing:40% Legit-
imate, and 50% Phishing:50% Legitimate (balance), 90%
Legitimate:10% Phishing, 80% Legitimate:20% Phishing,
70% Legitimate:30% Phishing, 60% Legitimate:40% Phish-
ing, and 50% Legitimate:50% Phishing (balance) to find
maximum performance. It simply shows that if phishing data
is distributed more than the legitimate ones or vice versa, then
there is a need to pay attention to the impact of the resulting
performance. This research contributed to the performance
evaluation by altering the data distribution, thereby signifi-
cantly affecting its increase or decrease. It aids future studies
to better understand data distribution, enabling them to per-
form hyper-parameter tuning to get maximum performance
in detecting phishing attacks [26].

Several studies, such as El Aassal et al. [17] and Zeng et
al. [29], adopted a similar concept. They used PhisBench,
whereas this research used Weka to test the classification
techniques against the proposed one, which involves reducing
the datasets sourced from both websites and emails to 75%,
50% and 25% of their original sizes.Meanwhile, this research
is based on the comparison between (subset scheme) 90:10,
80:20, 70:30 and 60:40. For example, the comparison at
90:10 simply implies 90% and 10% of the data are from
phishing and legitimate, respectively, data from the MDP-
2018 dataset, UCI Phishing website and UCI Spambase. The
order of these datasets, such as 90% Legitimate and 10%
Phishing, were also compared to ascertain the Engineering
performance under various conditions.

El Aassal et al. [17], and Zeng et al. [29], reduce data
from the dataset regardless of the performance quality of
the discarded ones. On the contrary, this research evaluated
the performance of unused data. It is believed that any of
them can potentially affect the detection of a phishing attack.
El Aassal et al. [17], and Zeng et al. [29], adopted vari-
ous legitimate and phishing data sources, such as Enron,
Wikileaks, Nazario, Bluefin, SpamAssassin, PhishTank,

OpenPhish, Alexa, DMOZ and Yahoo Directory. They also
generated several new datasets due to the complexity of their
sources. The use of the development made by Zeng et al. [29],
as a data source does not allow comparisons to be made with
related studies. Similarly, El Aassal et al. [17], also encoun-
tered certain problems building models from a combination
of their datasets and was only able to report the comparison
made with the results of related studies.

The apparent difference between the research carried out
by El Aassal et al. [17], and Zeng et al. [29], and the present
one is the adoption of standardized public datasets and com-
monly used performances. This present research employed
datasets from the UCI Phishing website and Spambase,
including MDP-2018. Several studies widely used these to
test the performance of the proposed technique. To compare
standardized datasets to performance. The techniques pro-
posed by Alsariera et al. [31], namely ABET (AdaBoost.M1
and Extra trees), ROFET (Rotation Forest and Extra trees),
BET (Bagging and Extra-trees) and LBET (LogitBoost and
Extra trees) were tested for the subset schema of the dataset.
Therefore, the present research explained the performance
when the proposed subset scheme is used.

Some studies reported that any unbalanced dataset needs
to be balanced because it is bound to affect performance [32].
Therefore, this analysis proves how unbalanced data is con-
verted into balance and vice versa. The research aims to deter-
mine the extent the performance of phishing attack detection
techniques increases or decreases.

Therefore, it is crucial to uncover gaps that have not
been resolved by previous studies [8], [18], [22], [23], [24].
Vaitkevicius and Marcinkevicius [16] and Karabatak and
Mustafa [20] used accuracy to evaluate the performance of
classification techniques, which only verifies its ability to
classify the acquired data. There is a need for more per-
formance evaluation measures to get better insights. This
includes the use of four [8], 10 [23], and seven measures [24].
Although, these are limited to the use of unbalanced datasets,
thereby causing the classification techniques’ performance
on the balanced datasets to remain unknown. Coincidentally,
how do the various subset schemes employed by Gana and
Abdulhamid [23] affect phishing classification techniques?

III. METHODOLOGY
This section describes the experimental research method-
ology, selection of datasets, subset schemes, classification
techniques, and performance evaluation.

Several studies used public datasets as the benchmarks
for the proposed technique. A variety of metrics were used
to measure its performance. However, the evaluation perfor-
mance is limited to the use of the entire dataset. It was further
stated that the proposed technique results are better than those
dependent on the dataset.

Some studies also employed additional techniques such
as feature selection to improve the performance of the pro-
posed one. This only focuses on improving technical per-
formance, while the features in the dataset provide a solid
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FIGURE 1. Experimental design.

relationship. Its function significantly affects performance,
especially in terms of detecting phishing attacks. These fea-
tures are adjustable, especially the ones generated from the
extraction technique, and their importance tends to differ
from the various studies. Therefore, the role of public and
standardized datasets serves as a bridge to measure the per-
formance of the proposed technique. The use of both standard
and public datasets makes it easier for one to compare the
proposed technique.

Therefore, this research evaluates the dataset’s quality,
openness, difference, and evaluation matrix. Its quality is
evaluated by dividing each of the acquired data into a subset
scheme, namely 90:10, 80:20, 70:30 and 60:40. This also
includes the conversion of the unbalanced dataset into a
balanced one, and its performance is generated. The openness
of the dataset makes it easier to obtain maximum results.
Assuming the dataset used is private, obstacles are bound to
be encountered compared to the proposed technique. TheUCI
Spambase and Phishing Website, including the MDP-2018
datasets, were selected because several studies tend to use
them to test the performance of the proposed technique.
Innumerable matrices such as accuracy, TPR, precision,
F-measure, FPR, PRC, ROC, BDR, MCC and G-Mean, were
also used for performance evaluation.

A. SELECTION OF DATASET
Fortunately, three public datasets, namely MDP-2018, UCI
Phishing website, and Spambase, were used to test the classi-
fication techniques. The UCI Phishing website and Spambase
datasets have an imbalanced class distribution, whereas that
of the MDP-2018 is balanced. It [33] comprises 5000 phish-
ing and legitimate websites, respectively. The MDP-2018,
has 48 features, while the UCI Spambase comprises 58 fea-
tures with distributed records, namely, 2,788 legitimate and
1,813 phishing emails. The UCI Phishing website comprises
31 features with distributed records of 6,157 phishing and
4,898 legitimate websites.

B. PROPOSED SUBSET SCHEMES
The proposed subset schemes were established by dividing
the acquired datasets by the available ones, thereby obtaining

the following sizes 90:10, 80:20, 70:30, and 60:40. Further-
more, the under-sampling technique was used to generate the
schema subsets, including balancing the unbalanced datasets
such asUCI Spambase and Phishingwebsites. This procedure
reduces the sample to a specific size [34], a subset scheme.
For example, in a balanced dataset (MDP-2018) with a total
of 5000 phishing and legitimate records, the 90:10 subset
scheme that was established comprises 90% of phishing and
10% of legitimate records. The under-sampling technique is
used because it is free from overfitting problems as expe-
rienced by oversampling because oversampling duplicates
data in minority data classes [35]. The present research tested
how the subset scheme was constituted of 90% and 10%
legitimate and phishing records, respectively. This is also
applicable to balanced and unbalanced datasets. A cross-
validation approach was employed to ensure that the resulting
model is of high quality and to avoid overfitting the subset
schemes [13]. It is also used to ensure that the perfor-
mance of the classification technique is reliable [36]. And,
The performance evaluation uses the Iteration value
against the cross-validation technique, which is 100. This
follows the recommendations from [17] and [19] to obtain
maximum performance results accurately. The experimental
setting of the subset scheme is shown in Table 1.

The experiments conducted by Gana and Abdulhamid [23]
showed a change in the performance of the classification
technique when the 70% data-taking test schemewas utilized.
This led to the proposition of different subset schemes and
datasets used to prove that schema changes affect the classi-
fication techniques’ performance.

C. SELECTION OF PHISHING
CLASSIFICATION TECHNIQUES
Meanwhile, 9 of the most recent classification tech-
niques employed by preliminary studies on phishing detec-
tion include Random forest, SVM, Logistic regression,
MLP, C4.5, Bayesian Network, REPTree, Naïve Bayes,
and P.A.R.T. Random forests performed exceptionally,
as reported on phishing websites [4], [5], [6], [7], URLs [8],
and tweets [9]. It is also effective on balanced (web-
sites) and unbalanced datasets (websites, URLs, and tweets).
SVM is exceptional in terms of detecting phishing web-
pages [11] and URLs [12], [13], [14]. It is also used to detect
phishing with balanced (and unbalanced (URLs) datasets.
Logistic regression exhibits the best performance on both bal-
anced (webpages) and unbalanced (websites and webpages)
datasets [15], [16], [17]. MLP is only exceptional on an
unbalanced dataset of phishing websites [18]. C4.5 performs
best when a phishing webpage balanced and URL unbal-
anced datasets are used [19], [20]. Similarly, Naïve Bayes
exhibits its best performance on a phishing SMS unbalanced
dataset [21].

This research further employed some classification tech-
niques that are rarely used. These include the Bayesian Net-
work [37], decision tree, and P.A.R.T. The essence is to
prove that these less frequently used techniques are effective.
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TABLE 1. Subset schemes configuration used in this experiment.

Furthermore, these were implemented using the Waikato
Environment for Knowledge Analysis (Weka) version 3.8.4
with default parameters [38].

D. EVALUATION METHOD
The five most frequently employed performance evaluation
procedures, such as accuracy, F-measure, precision, TPR,
and ROC, were used to carry out the experiments. FPR and
PRC, were included to obtain more information regarding
the classification performance. Moreover, PRC displays pre-
cision and recall information in different probabilities. It is
better than ROC and tends to measure the performance of
classification techniques in a dataset with an imbalanced
class distribution [39]. Based on these evaluations, the best
and worst techniques were selected during each experi-
ment. Then, the ones that performed best in all evaluations
were ranked. The seven most widely used measures in the
phishing classification technique’s performance evaluation
includes accuracy, TPR, precision, F-measure, FPR, and PRC
and ROC, was adopted. PRC is the precision value for the
corresponding sensitivity (recall) [39], while ROC involves
the plotting of TPR against FPR using various threshold
settings [40].

Furthermore, several evaluation performances such as
GeometricMean (G-Mean), BalancedDetection Rate (BDR),
and Matthew’s Correlation Coefficient (MCC) were used
to compare recent research. These tend to add insight to
the conducted experiments. G-Mean is the geometric mean
of True Negative Rate (TNR) and Recall [17]. BDR Per-
formance is a Metric used to measure the number of cor-
rectly classified minority class instances and to appropriately
penalize them [41]. The MCC considers both positive and
negative or false values, generally regarded as an unbalanced
procedure that can be used even if the classes have diverse
measures [25].

The following is the performance formula for BDR, MCC
and G-Mean:

BDR =
TP

1+ FP
(1)

MCC =
TP ∗ TN − FP ∗ FN

√
(TP+ FP)(TN + FN )(P)(N )

(2)

G−Mean =

√
TP

TP+ FN
∗

TN
TN + FP

(3)

IV. EXPERIMENTAL RESULT AND DISCUSSION
The results of the experiment carried out based on the
methodology are presented in this section.

First, the datasets were selected and classified as described
in the previous section. Then, the 90:10, 80:20, 70:30, and
60:40 schemes were generated. Furthermore, the previously
balanced dataset was made unbalanced and vice versa. This
was realized by adjusting the number of records for the
smallest class. The essence is to show how this dataset schema
affects the performance of the classification technique. After-
ward, it was tested on the scheme and dataset using Weka.
A 10-fold cross-validation procedure was adopted to ensure
that the model generated by this classification technique
remains profitable.

Next, a training and testing session was performed on
all these datasets, which had been schematically assigned.
It was executed using seven classification techniques, namely,
accuracy, F-measure, precision, TPR, ROC, FPR, and PRC.
Table 2 shows that random forest and P.A.R.T. are the most
favoured approaches in the MDP-2018 dataset, UCI Phishing
website, and Spambase. Random forest performance is better
in the MDP-2018 dataset than in the UCI Phishing website
and Spambase. It has an accuracy, F-measure, precision,
TPR, and ROC of 98.37%, 0.984, 0.984, 0.984, and 0.999,
respectively in the MDP-2018 dataset. Meanwhile, Naïve
Bayes did not get the best performance in every evaluation,
except for ROC. The lowest ROC lies in the SVM, 0.939,
0.936 and 0.891 for the MDP-2018, UCI Phishing website,
and Spambase datasets, respectively.

Afterwards, experiments were conducted on the UCI web-
site Phishing and Spambase datasets. As is well known, these
two datasets have an imbalanced number of data classes.
Therefore, the data on the most prominent class was adjusted
to suit the smallest one. The data generated are on the UCI
Phishingwebsite to 4898 and 1812 for each class of legitimate
and phishing websites as well as legitimate and phishing
emails on the UCI Spambase.

However, when Tables 3 and 2 were compared, it was
discovered that the random forest’s performance had changed
significantly. On the imbalanced UCI Phishing website,
its performance had an initial accuracy, F-measure, preci-
sion, TPR and ROC of 97.259%, 0.973, 0.973, 0.973, and
0.996, which were altered to 97.396%, 0.974, 0.974, 0.974,
and 0.996, respectively. It is interesting that only the ROC
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TABLE 2. The results of performance evaluation with model validation using ten cross-validations on an imbalanced and balanced dataset.

TABLE 3. The results of performance evaluation with model validation using ten cross-validations on a balanced dataset.

remained the same when balancing data. In contrast to the
balanced UCI Spambase, the Random forest’s performance
of each measure was increased. Its classification technique’s
performance is presumed to handle both balanced and imbal-
anced data classes in the dataset.

Naïve Bayes remains the classification technique with
the lowest performance in both balanced and imbalanced
datasets. It has reduced accuracy, F-measure, precision, and
TPR in the two balanced datasets. On the contrary, ROC
Naïve Bayes has increased performance only on the UCI
Spambase balanced dataset, whereas the Phishing web-
site dataset does not progress without experiencing certain
changes. ROC Naïve Bayes on the UCI Spambase dataset is
not balanced and balanced at 0.937 and 0.951. Both balanced
and imbalanced datasets influence the performance of the
classification technique.

A performance evaluation was carried out on a subset
scheme of 90% phishing:10% legitimate (90:10), 80% phish-
ing:20% legitimate (80:20), 70% phishing:30% legitimate

(70:30), and 60% phishing:0% legitimate (60:40) in the
MDP-2018 dataset. Table 4 shows themaximumperformance
of random forest at the 90:10 subset schemes is 98.84%,
whereas the lowest accuracy at 60:40 is 98.68%. Tables
3 and 4 show that Naïve Bayes have the lowest performance,
although this tends to increase based on the subset scheme.
Naïve Bayes produced an accuracy of 93.2% with the 90:10
subset scheme, whichwas higher than the accuracy of 85.15%
obtained when the MDP-2018 balanced dataset was used.

A portion of the data, 90% legitimate:10% phishing
(90:10), 80% legitimate:20% phishing (80:20), 70% legiti-
mate:30% phishing (70:30), and 60% legitimate:40% phish-
ing (60:40), on the MDP-2018 dataset was selected. The
essence is to show how the performance was affected when
legitimate dominant data were used rather than that phishing.
Table 4 shows that random forest had the best accuracy of
98.84% at the 60:40 subset. The resulting value is similar to
the subset scheme of 90% phishing and 10% legitimate in
the MDP-2018 dataset. Naïve Bayes produced an accuracy
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TABLE 4. MDP-2018 using data selection (phishing: legitimate / legitimate: phishing).

TABLE 5. UCI Phishing website dataset using data selection (Phishing:Legitimate/legitimate-Phishing).

of 93.12% at the 90:10 subset scheme. This is greater than
the value obtained when the MDP-2018 balanced dataset
(85.15%) was used. However, Naïve Bayes experienced a
decrease in the 90:10 subset scheme compared to the values
shown in Table 4 (90.44%).

The random forest has the highest subset scheme’s accu-
racy on the UCI Phishing website, as shown in Table 5.
This outperforms the results generated from both balanced
and imbalanced datasets. The random forest has the highest
accuracy value of 98.31% on the subset scheme of 70%
phishing:30% legitimate. This is compared to 97.396% and
97.259% UCI Phishing website balanced and imbalanced
dataset. Simultaneously, the Bayesian network has the lowest
accuracy of 92.15% (60:40) in all subset schemes. Compared
to the initial accuracy, this measure produces better accuracy
on imbalanced (92.989%) and balanced (92.62%) datasets
from the UCI Phishing website. The Bayesian network and
Naïve Bayes are less effective when used on the UCI Phishing
website dataset subset scheme.

Meanwhile, when the data portions, namely, legitimate
and phishing on the UCI Phishing website, were changed,
the random forest was unable to outperform 90% legitimate
and 10% phishing data selection techniques, as shown in
Table 5. MLP, with 98.59% accuracy, was able to outperform
random forest (98.39%). This has the highest accuracy on
the UCI Phishingwebsite dataset with the legitimate:phishing
scheme. Compared to the balanced and imbalanced datasets,
the MLP accuracy of the legitimate:phishing scheme is much
better. It is presumed to have increased accuracy, starting
from imbalanced (96.9%), and balanced datasets (96.927%),
including phishing:legitimate scheme (97.72%) UCI Phish-
ing websites.

Table 6 shows that the Random forest has the highest
accuracy of 96.96% for the 90% phishing scheme and 10%
legitimate on the UCI Spambase dataset. This is better
than the UCI Spambase balanced and imbalanced datasets.
Random forest’s accuracy in the UCI Spambase balanced and
imbalanced datasets are 96.0287% and 95.5%, respectively.
This proves there is an increase in accuracy when the 90:10
scheme is carried out on the UCI Spambase dataset. Naïve
Bayes had a similar experience, it encountered a significant
increase of 86.97 % in the accuracy of the UCI Spambase,
especially the 60:40 scheme. The accuracy of the UCI Spam-
base imbalanced and balanced datasets is 79.2871% and
86.1%, respectively.

Table 8 shows that Random forest had the best perfor-
mance when the UCI Spambase dataset with 80% legiti-
mate and 20% phishing schemes was used. Its accuracy is
97.14%, which is higher than the balanced (96.03%), imbal-
anced UCI Spambase datasets (95.50%) and the 90:10 UCI
Spambase scheme (96.96%). However, the maximum and
minimum accuracies of Naïve Bayes are 83.23% (60:40)
and 76.58% (90:10), respectively. This implies that the best
performance was only detected in UCI Spambase with the
phishing:legitimate scheme. It had a maximum and minimum
accuracies of 94.19% (90:10) and 86.97% (60:40), respec-
tively. Table 7 shows that a total of 8 classifications improved
their precision performances in all the subset schemes for
the legitimate:phishing class sequence. However, only Naïve
Bayes have a partially increased precision performance in
the subset scheme. All classification techniques experi-
enced partial performance improvements in ROC and FPR.
Decision tree and P.A.R.T experienced partial performance
improvements in virtually all the subset schemes. They also
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TABLE 6. UCI Spambase using data selection (Phishing:Legitimate/Legitimate:Phishing).

TABLE 7. Improved performance against the subset schemes in the MDP-2018 dataset.

TABLE 8. Improved performance against the subset schemes in the UCI Phishing website.

experienced an overall improvement only in terms of the
performance evaluation precision. This differs from the SVM,
logistic regression, and Bayesian network, which can only
increase virtually all performances except precision.

Table 8 shows that all classification techniques experi-
enced significant performance improvements in the subset
scheme using accuracy, F-measure, precision, and TPR for
the legitimate:phishing data class sequence. SVM and C.45
are capable of superior performance for all schemes, except
ROC and FPR.Meanwhile, the decision tree is a classification

technique that got the most performance improvements in
some subset schemes. Overall, all the others experienced a
decline in FPR performance for all subset schemes.

Similar to those in Table 7, all classification techniques
in Table 9 were partially increased when the FPR per-
formance evaluation was used. However, the decision tree
and C4.5 experienced the most partial increases in the
subset schemes’ performance. The Bayesian network and
MLP experienced an increase in the overall performances
of all subset schemes, except for the FPR, which received
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TABLE 9. Improved performance against the subset schemes in the UCI Spambase.

a partial increase. Generally, all classification techniques tend
to increase overall performances using accuracy, F-measure,
precision, and TPR.

Table 10 shows that the evaluation that does not expe-
rience a decrease in performance is accuracy, F-measure,
TPR, and precision. This involved the use of the UCI Phish-
ing website dataset with the class order legitimate:phishing.
The PRC’s minimum performance experienced a decline,
as much as 0.1% using MLP with the 90:10 subset scheme
(legitimate:phishing) on the UCI Phishing website dataset.
Meanwhile, the highest decrease of 56.4% was experienced
in the FPR using SVM with the 90:10 subset scheme (legit-
imate:phishing) in the UCI Spambase dataset. The sub-
set scheme produces performance improvements, especially
accuracy. The minimum accuracy performance was 0.02%
using C4.5, whereas the maximum was 14.9% using Naïve
Bayes. The UCI Spambase dataset with phishing:legitimate
class order produced better performance when using the
90:10 subset than the 60:40 subset.

The classification techniques were tested on different
datasets and schemes. This research is aimed at determin-
ing whether their performances increased or decreased. The
random forest classification technique is superior to balanced
and imbalanced datasets. Naïve Bayes experienced poor per-
formance, similar to Sahingoz et al.’s findings.

The UCI Phishing website and Spambase are imbalanced
datasets. Therefore, the classification technique’s perfor-
mance on the conversion of an initially imbalanced dataset
into a balanced one was tested. Adjustments were made to
the two UCI datasets by modifying the most negligible class
to balance each data. The schema model shows that random
forest tends to improve classification performance.

Irrespective of the fact that the previous dataset was bal-
anced, a new test scheme was created by generating an
imbalanced one.Meanwhile, the following balanced datasets,
90:10, 80:20, 70:30, and 60:40, were used to generate the
MDP-2018 under actual conditions similar to the exper-
iments conducted. Acquiring the actual phishing data is

difficult because collaborating with the phishing victims is of
paramount importance. There is a high probability that data
imbalance is bound to occur, for example, 90% legitimate and
10% phishing data or 30% phishing and 70% legitimate data.

Random forest produces the best performance on the
schemes that were used. The lowest accuracy is 90.78%
on the UCI Spambase dataset, with a 60% legitimate and
40% phishing scheme. Conversely, the highest accuracy,
which is 98.84%, was realized on the MDP-2018 dataset
with the 60:40 (legitimate:phishing) and 90:10 schemes
(phishing:legitimate).

Accuracy is not the final measure of classification tech-
niques’ performance because it only accumulates identifiable
amounts [24]. This led to several performance measures such
as TPR, FPR, precision, F-measure, ROC, and PRC. Accord-
ing to Saito and Rehmsmeier [39], these have their respective
advantages and disadvantages in balanced and imbalanced
datasets. The distribution of data classes needs to be analysed,
intending to cover each other’s deficiencies. Therefore, it was
ensured that the best classification technique was superior to
all performance measures. Based on the experiments carried
out, random forest has the best performance on any existing
measure.

However, random forest underperformed only on the UCI
Phishing website dataset with the 90% legitimate and 10%
phishing scheme, as shown in Table 7. It only excelled at PRC
0.995 when compared with MLP PRC 0.994. The accuracy
obtained by random forest is 98.39% when compared to that
of MLP, which is 98.59%. This is because it has not been able
to fully identify 89 of the 490 legitimate data, whereas MLP
identified 71 of them. Random forest was able to identify
5533 phishing when compared with MLP, which was only
able to identify 5527. It is presumed that its performance is
still the best in terms of identifying phishing under imbal-
anced dataset conditions, such as 90% legitimate and 10%
phishing.

On the basis of the experiments that were carried out,
it was concluded that differences in the subset schemes
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TABLE 10. Classification performance improvement and reduction using subset schemes.

tend to affect the classification technique’s performance.
In this subset scheme, the UCI Phishing website dataset
contributed to the increase and decrease in performances.
However, the UCI Spambase dataset with legitimate
data class sequence:phishing significantly increased and
decreased performance.

Some performance evaluations were either increased or
decreased when this subset scheme was used. The accu-
racy, TPR, F-measure, and precision performances were sig-
nificantly improved within the range of 0.01% to 14.9%.
Meanwhile, FPR and ROC experienced a decrease in their
performances ranging from 0.1% to 56.4%. In FPR, all

classification techniques experienced a significant increase
in several subset schemes except the Bayesian network.
The majority occurred because of the legitimate class
order:phishing with the 90:10 and 80:20 subset schemes. This
is because the subset scheme was used to generate innumer-
able new data that differ regarding phishing and legitimacy,
especially in 90:10 and 80:20. The classification performance
decreases because the FPR value is high.

A. COMPARISON OF THE RESULTS WITH OTHER WORKS
This research compared the results of preliminary research on
the basis of datasets, schemes, and classification techniques.
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TABLE 11. Performance evaluation accuracy of ABET, ROFET, BET and LBET using the subset scheme on the MDP-2018 and UCI SpamBase datasets in
Phishing:Legitimate.

Although, this was limited because the proposed schemes
are the dataset’s newest mechanisms. Not all studies have in
common the attributes that were intended to be compared.
Meanwhile, only [22], [18], and [23] have slight similarities,
that is, the use of the UCI phishing website dataset and
MDP-2018. However, [23] is almost similar to the present
research regarding testing techniques or data acquisition.

The following are the results of comparisons with
[22], [18], and [23]:
• Karabatak and Mustafa [22] succeeded in present-
ing a performance evaluation of the website phish-
ing classification technique with an unbalanced dataset.
A fivefold cross-validation was used to ensure that
the model built by the classification technique is bet-
ter. However, the measurement performance relies only
on accuracy, and the classification technique is not
necessarily optimal when using different performance
evaluations.

• Gana and Abdulhamid [23] proposed a view different
from that of Karabatak and Mustafa [22], involv-
ing 10 performance evaluation measures on an unbal-
anced phishing website dataset. The results obtained by
Gana and Abdulhamid [23] are better than those
acquired by Karabatak andMustafa [22]. One of the fac-
tors of the model performance generated by the classifi-
cation technique is the use of a 10-fold cross-validation
procedure. Coincidentally, Gana and Abdulhamid [23]
and Karabatak and Mustafa [22] adopted fold cross-
validation. Although the number of folds aids in pro-
ducing better performances, Gana and Abdulhamid [23]
only used it on an unbalanced dataset, making it dif-
ficult to prove whether or not they used a balanced
dataset.

• Vaitkevicius and Marcinkevicius [18] identified the
best classification technique for the MDP-2018 bal-
anced dataset using 30-fold cross-validation. However,
despite being similar to the test results of Karabatak and
Mustafa [22], including Gana and Abdulhamid [23], the
performance of the classification techniques is difficult
to prove when different datasets are used.

• The present research aims to determine the performance
of classification techniques on balanced and unbalanced

datasets across multiple subset schemes. The present
research shows its impact on the MDP-2018 balanced
dataset, as reported by Vaitkevicius and Marcinkevi-
cius [18], and on the UCI Phishing website unbalanced
dataset, as stated by Karabatak andMustafa [22], includ-
ing Gana and Abdulhamid [23]. Meanwhile, better
insights were extracted fromGana and Abdulhamid [23]
in the 90:10, 80:20, 70:30, and 60:40 subset schemes,
thereby enabling the results obtained from this research
to be used in resolving crucial gaps as well as providing
directives for the development of studies on phishing,
especially classification techniques.

Based on the comparative results, the classification tech-
niques proved better than those applied in related research.
Some studies analysed the impact of these approaches on
unbalanced and balanced datasets concerning certain phish-
ing types. The present research provides more in-depth
insights into the impact of classification techniques on bal-
anced and unbalanced datasets using various subset schemes.
Finally, [22], [18], and [23] stated the performance of classifi-
cation techniques in some instances and schemes. At the same
time, the present research tends to resolve certain limitations,
such as classification techniques’ performance in various
datasets and subset schemes.

The concept of the proposed subset schema was tested
based on a recent research by Alsariera et al. [31]. Inciden-
tally, Alsariera et al. [31] combined meta and base-learners
to obtain maximum performance. These two techniques are
based on their weaknesses and strengths [42] to achieve max-
imum performance. The research by Alsariera et al. [31] was
selected because it employedWeka techniques. These include
ABET (AdaBoost.M1 and Extra trees), ROFET (Rotation
Forest and Extra trees), BET (Bagging and Extra-trees) and
LBET (LogitBoost and Extra trees). In Tables 11 and 12,
it is evident that the ROFET performance has a maximum
accuracy of 98.660% for MDP-2018 in phishing:legitimate
and 98.9% in that of legitimate: phishing. At the same time,
Alsariera et al. [31] obtained maximum accuracy on LBET,
ROFET and ABET techniques of 97.5758%, 97.4491%,
and 97.4853%, respectively. The maximum LBET perfor-
mance was 97.8%, higher than the 97.5758% realized by
Alsariera et al. [31].

38732 VOLUME 11, 2023



R. Abdillah et al.: Performance Evaluation of Phishing Classification Techniques

TABLE 12. Performance evaluation accuracy of ABET, ROFET, BET and LBET using the subset scheme on the MDP-2018 and UCI SpamBase datasets in
Legitimate:Phishing.

TABLE 13. Performance evaluation MCC of ABET, ROFET, BET and LBET using the subset scheme on the MDP-2018 and UCI SpamBase datasets in
Phishing:Legitimate.

In terms of accuracy performance (table 12), UCI Spam-
Base ABET, ROFET, BET, and LBET obtained maximum
performance in the 90:10 subset scheme with legiti-
mate:phishing order. However, in contrast to the MDP-2018
with the legitimate:phishing sequence, it was increased to the
90:10 and 60:40 subsets of the scheme. Based on Table 12,
the ROFET technique has the best performance in each
subset 90:10, 80:20, 70:30 and 60:40 on the MDP-2018
dataset in the order legitimate:phishing. In Table 11, ROFET
excels in all subset schemes on UCI Spambase in the order
phishing:legitimate.

In contrast to the performance of MCC, several subset
schemes experienced significant changes. The UCI Spam-
base, ROFET and BET techniques have improved perfor-
mance in the 70:30 and 60:40 subset schemes in the order
phishing:legitimate (Table 13). In theMDP-2018 dataset only
ROFET had increased performance in the 70:30 and 60:40 for
the legitimate:Phishing sequence (table 14). Therefore, 94%
of the subset schemes used succeeded in reducing the perfor-
mance of the ROFET, BET, LBET, and ABET techniques on
the UCI Spambase dataset in the legitimate:phishing order.
In the MDP-2018, 100% of the subset schemes reduced the
performance of the ROFET, BET, LBET, and ABET tech-
niques, in the order of phishing:legitimate.

Table 14, shows that ROFET excelled in all subset schemes
in MDP-2018 in the order of legitimate:phishing. It has the
highest performance of 0.973, in the 60:40 subset scheme for
the MCC. However, ROFET has reduced performance from

0.910 to 0.753 for MCC on UCI SpamBase in the order of
legitimate:phishing. This also occurred in the 90:10 subset
scheme on UCI Spambase and MDP-2018 in the order legit-
imate:phishing. In general, ABET, ROFET, BET and LBET
in the subset scheme of MDP-2018 and UCI Spambase with
legitimate:phishing order experienced a significant increase.

Several other performance measures such as BDR,
G-Mean andMCCwere included in Alsariera et al’s research,
to get more insight. MDP 2018 and UCI Spambase were
selected because of their significant performances on the
adopted technique and that proposed by Alsariera et al. [31].
Based on Table 15, Random forest produces maximum per-
formance in BDR, G-Mean and MCC on MDP 2018 in
the order phishing:legitimate. ROFET only excelled at MDP
2018 in the order of legitimate:phishing for G-mean andMCC
performance. LBET obtained the highest BDR value at MDP
2018 in the order of legitimate:phishing.

Random forest also produces the best G-Mean, MCC and
BDR performances on UCI Spambase in the order phish-
ing:legitimate (table 16). Meanwhile, LBET generates the
best G-Mean,MCC and BDR performance on UCI Spambase
in the order legitimate:phishing. In Table 15, it generated the
highest BDR, while in XVI, it produced maximum perfor-
mance for G-Mean, MCC and BDR.

Based on the various schemes carried out, whether it is the
comparison with the latest research (Alsariera et al. [31]),
the inclusion of the most recent measures (G-Mean, MCC
and BDR), or the significant performance of each technique,
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TABLE 14. Performance evaluation MCC of ABET, ROFET, BET and LBET using the subset scheme on the MDP-2018 and UCI SpamBase datasets in
Legitimate: Phishing.

TABLE 15. Performance evaluation MCC, BDR and G-Mean using the subset scheme 90:10 on the MDP-2018.

TABLE 16. Performance evaluation using different subset scheme on the UCI SpamBase.

further investigation was conducted to ascertain how this
phenomenon tend to either decrease or increase. Samples
were collected based on the highest performance, namely the
UCI Spambase dataset with a 90:10 subset scheme in the
order legitimate:phishing and the MDP-2018 dataset with a
90:10 subset scheme in the order phishing:legitimate order.

The unused dataset, which includes 90% of the phish-
ing data on UCI Spambase and 90% of the legitimate on
MDP-2018, were proven. The data on the UCI Spambase in
the order legitimate:phishing was labelled as follows, 90:10a,
90:10b and 90:10c is 10% of the first, second and third
data records, while the next 10% data record was not used.
Based on Table 17, the 90:10b subset scheme has maximum
performance on F-Measure, Accuracy, BDR, G-Mean, and
MCC. This was also detected in Random forest and BET
techniques. However, BET was able to excel at F-Measure,
Accuracy, G-Mean and MCC for the 90:10b subset scheme,
while Random forest exceled at F-Measure, Accuracy,
G-Mean, BDR and MCC for the 90:10c subset scheme.

In MDP-2018 with phishing:legitimate, the same process
carried out on the UCI Spambase, was also performed.
Furthermore, 10% of each valid data record was labelled
like 90:10a, 90:10b and 90:10c. The subsequent 10% of
records was not used as was the case with the previ-
ous experiments. Based on Table 18, the ROFET experi-
enced maximum performance with a subset of the 90:10c
scheme, namely the F-Measure, Accuracy, G-Mean and
MCC. ROFET accuracy reached 99.08% and F-Measure
0.991 in the 90:10c subset scheme, while Random forest
was able to excel in the 90:10b and 90:10c subset schemes
in the performance of F-Measure, Accuracy, G-Mean, BDR
and MCC.

Based on the investigation of data that were not used
during the performance evaluation, it was concluded that they
significantly influenced the performance of the classification
technique. Therefore, each subset scheme has a superior
technique for detecting phishing attacks. The proposed Tech-
nical Development needs to be able to adapt to changes in
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TABLE 17. Performance evaluation using different subset scheme on the UCI SpamBase.

TABLE 18. Performance evaluation MCC, BDR and G-Mean using the subset scheme on the MDP-2018.

existing data, thereby ensuring that the phishing attack detec-
tion technique becomes optimal.

B. INSIGHTS AND FUTURE RESEARCH DIRECTIONS
Based on the experiments performed, the following are some
contributions of the classification techniques for phishing
attacks:
• There is no accuracy-capable classification technique
that is tamper-resistant against publicly available
datasets.

The results of the evaluation process proves that there is no
superior classification technique for performance testing on
various datasets. Therefore, its use has to be adjusted to the
immediate conditions or data held. According to Japkowicz
and Shah [43], an experiment that involves the use of a spe-
cific dataset need not generalize the results of different data.
This is in line with an experiment carried out by Rao et al. [4],
that the performance obtained from public datasets is not the
same as that of private (owned) ones.
• Disclosure of detailed information on parameter settings
in classification techniques

This research was unable to find detailed information on the
parameters used by several others, therefore, it was difficult to

make performance comparisons. Weka, including its default
parameters, was used to test classification techniques on the
three datasets, namely, MDP-2018, UCI Phishing website,
and Spambase. This research aims to prove that the use of
default parameters can be used to realize better performance
measures.
• There is no standard value or cutoff range for perfor-
mance evaluation.

The classification technique performance assessment was
not found in any category. Generally, preliminary studies
used a value of approximately 1, indicating the best perfor-
mance [44]. Several studies used alternative measurements
besides accuracy, for instance, detecting a higher TPR or
lower FPR value.

Each classification technique performed effectively in
some of the tests. Based on the SLR applied, not all clas-
sification techniques excelled in all the performance tests.
Therefore, its measurement is carried out through accuracy,
although there is need for more insight into the classifi-
cation technique’s performance on the experimental model
formulated.
• The selection of a subset scheme tends to affect the
classification performance.
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Various classification techniques produce different perfor-
mances in the subset scheme. The 90:10, 80:20, 70:30, and
60:40 subset schemes were selected in the order of legitimate/
phishing. The balanced dataset was also changed to imbal-
anced using the schema.

The formulated scheme reflects the original conditions.
Besides, when observed, it is unlikely that one is bound to get
legitimate and phishing data in a balanced state. Therefore,
there is a need for a classification technique that can deal with
these data.

The implemented scheme has been proven to affect the per-
formance of classification techniques. For example, although
Naïve Bayes was ranked the lowest, it tends to increase the
performance values.

V. CONCLUSION
This research explores diverse classification techniques to
explain the maximum performance using a subset scheme.
The objectives realized are based on the fact that the use
of a subset scheme can affect the performance of classifica-
tion techniques on various datasets. Therefore, the challenge
addressed was the ability of the classification technique to
perform when using a subset scheme on balanced and bal-
anced datasets.

The classification technique was tested for performance
against the subset schemes of 90:10, 80:20, 70:30, and
60:40. In addition, ten performance measures, namely Accu-
racy, F-Measure, Precision, TPR, ROC, FPR, PRC, MCC,
BDR, and G-Mean, were utilized. The scheme is applied to
the data in the following sequence phishing:legitimate and
legitimate:phishing. Its users tend to produce a significant
increase and decrease with respect to performance. More-
over, each classification technique excels at specific perfor-
mance measures. Not many of them excel on all performance
measures.

The performance of unused data was investigated during
testing, such as 90% of the data was legitimate for the phish-
ing:legitimate sequence with the distribution of data of 90%
phishing and 10% legitimate etc. The findings of this research
prove that unused data significantly affects performance dur-
ing the classification process. Therefore, further investigation
of such data is required.

In addition to the under-sampling technique, there is also
an over-sampling technique that researchers often use. There-
fore, we are interested in trying the over-sampling approach
as a technique used to form new datasets that are sourced
from balanced and unbalanced datasets. And we will evaluate
the performance of the classification technique on the newly
formed dataset.

Recent research that adopted a mix of meta and base-
learners to detect phishing attacks was also compared. This
is intended to prove that the recent detection techniques also
encountered certain problems associated with performance
when faced with the proposed scheme. It tends to make the
recent detection techniques experience a significant perfor-
mance change based on the results obtained.

There was a significant performance increase and decrease
in the subset scheme. This includes a decreased and increases
from 0.01% to 56% and 0.04% to 14.9%, respectively.
Random forest classification technique excelled in some of
the proposed schemes. Meanwhile, the highest performance
in the subset scheme is the ROFET technique with an accu-
racy of 99.08%, while the lowest was detected in the SVM
with an FPR of 0.686.

The selection of the dataset also has a significant impact
on classification performance. When the subset scheme was
applied to the UCI Phishing website dataset, it contributed
the least. However, the UCI Spambase dataset with a legiti-
mate data class sequence:phishing significantly increases or
decreases performance.

Many researchers use the hyper-parameter technique to
find the best parameters for the best performance. There-
fore, we are interested in implementing the hyper-parameter
method to determine the performance of the classification
technique on the subset scheme that we propose in future
studies.

The proposed schemes are better than those of related
research. The present research revealed the weaknesses
of classification techniques by using datasets and subset
schemes. This also includes being able to discern which
techniques are capable of being superior to the established
schemes. In future, this subset scheme needs to be applied
to confirmed cases to compare its performances. More-
over, certain recommendations were proposed for develop-
ing research on improving phishing classification techniques.
For example, evaluating phishing or legitimate data labelled
as unused or bad, specifying a standard performance value
for a technique to detect phishing attacks, such as accu-
racy greater than 90% is acceptable, and creating a phish-
ing attack detection concept that is adaptive to the data
provided.
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