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ABSTRACT This work aimed to adopt a transformer model combined with deep learning neural network
to discuss the segmentation of medical ultrasound images. A network combining a transformer model with
a deep neural network model (ConvTrans-Net) is proposed. The image content is preselected based on a
multilayer perceptron and attention mechanism, different feature vectors are concatenated and fed into the
multilayer perceptron, and the results of multiple attentions are mapped to a larger dimensional space using
a feed-forward network. The lesion areas segmented by ultrasonic scan were analysed, and an attention
mechanism and multilayer perceptron were combined to preselect image content. The performance and
convergence of the model were analysed, and the Jaccard similarity coefficient precision and recall of the
model were measured. In the experiment, two different iterative step sizes were selected, the convergence
trend of the model increased with the increase in the number of iterative steps, and the model gradually
stabilized. The Jaccard of ConvTrans-Net was 85.21%. The precision (85.17%) and recall (89.65%)were sig-
nificantly higher than those of EfficientNet and DeepViT-L, and the differences were significant (P < 0.05).
The experimental results show that the proposed model is stable, and the combination of Transformer model
and deep learning neural network has a good effect on ultrasound image segmentation, which has some
practical application value.

INDEX TERMS Deep learning, medical images, ultrasound, neural networks, image features.

I. INTRODUCTION
At present, medical imaging develops continuously and
rapidly. Anatomic imaging has developed into functional and
molecular imaging and has been integrated into intelligent
algorithms [1]. To a great extent, not only is the definition of
images improved, but the diagnostic accuracy of imaging is
also significantly improved. Many medical imaging methods
have emerged, such as X-ray, computed tomography (CT),
ultrasonic imaging, and magnetic resonance imaging (MRI).
All the above methods are widely applied in medical field [2],
[3]. During the diagnosis of medical images, manymanpower
and material resources are consumed to observe lesion areas
and potential lesion areas with the naked eye. In addition, it is
time-consuming. The efficient detection and segmentation of
medical images and diagnosis of lesion tissues by some auto-
mated approaches has become a matter of concern [4]. The
use of traditional machines in the segmentation of medical
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images is usually affected by grayscale inhomogeneity, vol-
ume effect, and insignificant differences in grayscale between
different soft tissues. Finally, medical image segmentation is
nonideal [5].

Deep learning technology shows explosive growth and is
widely applied in medical image segmentation. The devel-
opment of medical technology changes from day to day.
Medical diagnostic imaging equipment is computerized.
Ultrasonic equipment can efficiently process medical images,
carry out corresponding measurements, and intelligently
export numbers [6]. Multiple image analysis and measure-
ment methods can meet medical needs, such as the detection
of cases. Data images can be used for data compression
and image fusion to reduce technicians’ burden and improve
imaging quality. Data images can be networked. In addi-
tion, data image processing and computed-aided diagnosis
can also meet medical needs [7], [8]. The iterative devel-
opment of information intelligence, intelligent equipment
in medical ultrasonic systems, intelligent machine transla-
tion, and intelligent human-machine interaction also creates a
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good environment for the intelligent segmentation of medical
images [9]. It can be assured that there is no image segmenta-
tion method suitable for all images at the current stage. Image
segmentation is derived from medical equipment. In many
systems, some images need to be segmented by users to
achieve the desired effect because of the treatment plan [10].
With the iterative development of information intelligence,
convolutional neural networks (CNNs) have been widely
applied to medical images. Heidari et al. [11] used a deep
learning model to identify COVID-19 victims, and excel-
lent effects were achieved. Artificial intelligence (AI) has
made great progress in computer-aided diagnostic systems.
In medical ultrasonic systems, intelligent equipment, intel-
ligent machine translation, and intelligent human-machine
interactions also create good conditions for the intelligent
segmentation of medical images. Great progress has been
made in the extraction of image features, image segmenta-
tion, noise reduction, and artifact removal. In addition, two-
dimensional images have been changed to three-dimensional
images. CNNs have been used for the automatic segmenta-
tion of lesion sites by many scholars. In addition, training
samples were input into the network for feature extraction
rather than manual extraction. The network automatically
adjusted parameters to learn image features, which improved
classification precision [12].

Medical images usually have the characteristics of blurred
boundary area, complex tissue texture, and low contrast.
Early medical segmentation systems cannot perform segmen-
tation well, and the segmentation algorithm for a specific
task has become a hot spot in image segmentation. The
design of manual features needs to rely on the prior knowl-
edge of physicians, and the generalization ability is relatively
weak and cannot be well connected with new tasks [13].
Therefore, traditional image segmentation techniques cannot
achieve satisfactory results, and ultrasound images have the
advantages of high sensitivity, noninvasiveness, convenient
operation, and low cost. Real-time three-dimensional (four-
dimensional) ultrasound imaging has become an effective
diagnostic tool in imaging systems in the 21st century [14].

When ultrasound imaging detects patient lesions, the
smoothness of the organ surface and the location of the
lesions can be checked, and real-time image inspection can
be performed [15]. Deep learning technology has achieved
success in the construction of large-scale image datasets
for natural image recognition [16]. The bilinear convolu-
tional neural network (BCNN) is able to classify images
very well. DL technology used by Heidari et al. [17] is
divided into seven main categories, including long short-
term memory (LSTM), self-organizing maps, conventional
neural networks (CNNs), generative adversarial networks
(GANs), recursive neural networks (RNNs), autocoders, and
hybrid system methods. Chest CT/chest X-ray images of
COVID-19 patients can be effectively identified by the above
methods. CNN-based deep learning algorithms have made
breakthroughs in various fields of image processing, such as
semantic segmentation and image classification. Research in

the field of computer vision includes U-net [18], full convo-
lutional networks (FCNs) [19], and residual neural networks
(ResNets) [20]. It has been proposed one after another and
has received extensive attention from researchers at home
and abroad. The use of deep learning technology to segment
image images can make the semantic expression of imag-
ing images clearer and increase the diagnostic efficiency.
Yosinski et al. [21] showed that with increasing depth, the
CNN network can obtain distinct features when learning
the features of the underlying CNN, and the closer to the
input, the more specific information the features show. Trans-
former model is a deep modelling framework mainly based
on attention mechanisms. It can better capture long-range
semantic features and support the development of operations,
deep learning, and natural language production techniques for
image description, text translation, dialogue generation, and
automatic summarization [22]. Sowdaboina et al. [23] used
machine learning to summarize and classify selections from
time-series data. Huang et al. [24] proposed MISSFormer
for multi-organ and heart segmentation tasks; Li et al. [25]
proposed a TFCN network for capturing and propagating
semantic features and filtering non-semantic features for the
purpose of improving segmentation accuracy. Other scholars
combined Transformer model with deep learning to accom-
plish the image segmentation task. Sun et al. [26] proposed
HybridCTrm, a hybrid multimodal segmentation network
based on Transformer and CNN, which solves the deficiency
of long-range dependency and improves the generalization
ability of the model.

In this work, the (Vision Transformer) ViT network model
is improved, the self-attentive model is used for image seg-
mentation, the ConvTrans-Net based on the Transformer
model combined with a deep neural network is proposed, and
the segmentation effect of the model on medical ultrasound
images is discussed, which provides a reference value for
practical work.

II. EXPERIMENT AND INNOVATIONS
A. INNOVATIONS
1) VISION TRANSFORMER
Transformer model is an attention realization mechanism
with the ability of parallel training. Transformer structure
shows good results in natural language processing, such as
text classification and machine classification. Compared with
the traditional neural network transformer structure, the fea-
ture extraction ability is stronger, plays a pivotal position
in the field of language processing, and has replaced the
traditional CNN and cyclic neural network structure. Self-
attention architecture-based Transformer is extensible and
efficient. It is the preferred model for natural language pro-
cessing. Inspired by the success of Transformer in the field of
natural language processing, Vision Transformer combining
natural language processing and computer vision is proposed
and applied in images. Images were segmented into small
pieces, and the linear insertion sequence of small pieces
was used as the input of Transformer model to classify the
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FIGURE 1. Structure of the transformer model.

supervised images. In Figure 1, the overall macro structure
includes a decoder structure and an encoder structure. The
left side of the figure is the encoder layer (encoder) of the
Transformer, which is formed by stacking multiple encoders.
The encoder structure is exactly the same, but the parameters
are not shared. The encoding layer consists of 6 decoders,
and the encoder includes a feedforward network layer and
multiple self-attention layers. First, the input of the encoder
needs to go through the self-attention layer. When encoding,
this layer can see the input word, the encoding layer then
considers the context vector, and the in-machine feedforward
network layer is passed up layer by layer. The decoder has one
more mask multi-head self-attention layer than the encoder.
When the text sentence prediction is read, the information
of the future moment can’t be obtained. At this time, the
existence of a special attention layer is needed. The decoder
contains the same 6 layers as the encoder layer and one more
mask multi-head self-attention layer.

2) FULL-ATTENTION LAYER CODING STRUCTURE
Full-attention and CNN-based coding were divided into two
steps. Firstly, Transformer was used to extract the global

feature mapping of the input images. Second, CNN was used
to extract the local feature mapping of input images and
then connected with the global feature mapping extracted by
Transformer to effectively capture the global and local feature
information about the input images.

Each time in the self-attention layer, the value vector (V),
key vector (K), and query vector (Q) are calculated. Under the
action of different weights, the embedded vector x obtained
MV, MQ, MK, three for matrices of the same size, and the
result obtained by QK’s dot product was larger. To ensure
the stability of the gradient and limit the obtained result,
divide it by the dimension of the QK vector, and hk rep-
resents the dimension of the QK vector. After normaliza-
tion, the weighted score of each input vector was obtained.
Equation (1) was expressed as follows:

Attention(Q,K ,V ) = soft max(
QKR
√
hK

)v (1)

It was assumed that an image X ∈ RH×M×C with the size
of H × M and the number of channels being N was input.
During feature extraction by Transformer, the input image
should be adjusted to a regular square X ‘ ∈ RB×B×C with
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a size of B × B. Then, the input image was segmented into
multiple square sections to form a two-dimensional section
sequenceXg =

[
x1g, x

2
g, x

3
g . . . , x

N
g

]
,xig ∈ R

N×(c×g2). N refers

to the number of sections, and xig represents each section with
a size of G × G. The linear projection Y mapped Xg into a
D-dimensional section insertion sequence and fed xgY into
Transfer for coding. Y ∈ RN×(c×g

2)×D denotes the section
insertion projection.

The equation of section insertion is shown below
(equation (2)).

Q0 = XgY =
[
x1gY , x

2
gY , x

3
gY . . . , x

N
g

]
(2)

Transformer encoder contained multiple-layer percep-
tion modules and L-layer transportation multi-head self-
attention modules. QL refers to the output of layer I
(equations (3) and (4)).

Q′l = MSA (LN (Ql−1))+ Ql−1 (3)

Ql = MLP
(
LN

(
Q′l
))
+ Q′l (4)

I, LN(·), and Q′l represent the number of layers, layer
normalization, and the output of MSA in the Ith layer, respec-
tively. Finally, QL ∈ RN×G×G was output through Trans-
former encoder.

Transformer was good at capturing global information, and
the CNN could capture local information. The combination
of Transformer and CNN can obtain more comprehensive
image features. Multi-head attention, as the name suggested,
referred to the segmentation of the model into multiple heads
to form multiple subspaces. Transformer was endowed with
a powerful structure by multi-head attention. The indepen-
dent head could focus on global and local information to
enhance more comprehensive image features. In addition,
it is combined with input information to form a multichannel
mechanism similar to CNN for feature extraction.

3) FEEDFORWARD NETWORKS AND POSITIONAL CODING
The function of the feed-forward network was to map the
results of multi-head attention into a larger dimensional
space. The feed-forward network included a linear activation
function and a Relu activation function. Equation (5) was as
follows:

FNN(G) = max(0,GM1 + p1 )M2 + p2 (5)

Words are an important part of the grammatical structure
of sentences, and their arrangement order and importance in
sentences play a crucial role in semantic expression.

The position encoding mentioned in the transformer model
was the relative position encoding. The reference point of
the encoding was the position of the input sequence, and
the encoding was the distance to this position. The equation
expressions (6) and (7) are as follows:

PE(pos,2i) = sin(pos/10002i/d mod el ). (6)

PE(pos,2i+1) = cos(pos/10002i/d mod el ) (7)

pos, d , 2i, and 2i+1 represent the position of the feature,
the dimension of the position code, the dimension of the even
integer, and the dimension of the odd integer, respectively
(2i≤ d , 2i≤ d).
The correlation between sequence data was recorded by

position code. Transformer directly inputs data and stores the
positional relationship between data to greatly increase the
computational speed and reduce the storage space.

The work flow of Transformer was as follows.
Step 1: The input matrix was input into the vector by word

insertion algorithm.After that, position codewas employed to
obtain the position vector of words. The vector was summed
with the position vector to obtain the model input.

Step 2: The vector matrix in Step 1 was transmitted into the
encoder. It entered the feedforward neural network through
multi-head attention layer. Then, the output was transmitted
upwards to the next encoder.

Step 3: After passing through 6 encoders, an informa-
tion matrix was formed and transmitted to 6 decoders.
The matrix passes through multi-head attention layer,
multi-head = attention layer, and feedforward connection
layer in each encoder.

Step 4: The output of the decoder passes through the linear
layer and softmax layer. After that, it was transformed into
probability as the final output.

4) INFORMATION EXTRACTION METHOD
The flow chart of the information extraction method com-
bined with the Transformer model and the deep learning net-
work is shown in Figure 2. It mainly included the preselection
of feature content and then through the deep learning network
to realize the extraction of image information. In the figure,
it was found that the key ‘‘words’’ can be extracted from the
whole sentence text, and a similar network model was used
in medical images. In the same way, the lesion location was
extracted from the entire ultrasound image, and the region of
interest was finally obtained after sorting.

ViT turned an H×W×C image into flattened 2D patches,
which can be viewed as a sequence of flattened 2D blocks of
size N ×(P2 C). The size of the original image was (H, W),
the channel was C, and the number of image blocks after
the change was N (N = HW/P2). The size of each image
block was (P,P) channel or C, and the image blocks used by
ViT were not pixels. Because the local information of the
image block was more abundant, regardless of whether the
image block obtained by using the CNN network or other
network structures exceeded the information of a single pixel
block, the Transformer was more complex to process long
sequences. In the case of the original size of the image in
CV, using the image patch was much smaller than using
the pixel N.

Class was also a feature that needed to be used in the final
classification layer. Different from the original Transformer,
the position encoding Epos was not a fixed vector but a
learnable vector. The forward process of the encoder in ViT
was the same as that of the encoder in the Transformer.
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FIGURE 2. Information extracted by transformer and CNN models.

When training ViT on big data, fine-tuning to downstream
task datasets. It was better to use a larger image resolu-
tion than the pre-trained image during external fine-tuning.
When the image resolution was larger, the total length of
the sequence was longer for the same image block size. ViT
can handle sequences of arbitrary length and can perform 2D
interpolation on the trained positional codes.

5) IMAGE CONTENT PRE-SELECTION
For the content in the image, the combination of the attention
mechanism and multilayer perceptron was used in advance.
The attention mechanism has been widely used in the field
of visual images. Different feature vectors were spliced
and input into the multilayer perceptron, and the feature
vector formula of each record was expressed as shown in
equation (8).

Hj = fh
(
Wh

[
hj.1; hj.2; hj.3; hj.4

])
+ bh (8)

Hj was the implementation of the record encoding func-
tion, Wh, bh were the parameter matrix, [;] represented
the splicing vector, hj.1 represented 4 different vector fea-
tures, and fh represented the linear rectification function.
The activation function can output nonlinear results after lin-
ear changes. The association information between different
records can record important information to determine the
arrangement order of different information.

The attention score of each input was ζj.k, and an
attention vector hattj was generated away from this score.
Equations (9) and (10) were expressed as follows:

ζj.k ∞ exp
(
hTj Wahk

)
(9)

hattj = Wa

hk ;∑
k 6=j

ζj.khk

 (10)

The sigmoid activation function was undertaken as the
activation function of the neuron, and each new feature vector
hcpj can be obtained as follows in equation (11):

hcpj = fsi(h) • hj (11)

fsi is the activation function of the sigmoid neuron; • is the
product of the elements in the corresponding feature vector,
sigmoid(hcpj ) ∈[0,1] n, and Sigmoid neuron activation was

achieved by equation (12):

fsi (x) =
1

1+e-x
(12)

The loss function in Transformer measures the inconsis-
tency between themonthly collateral of themodel and the true
value. Usually, L(Y , f (x)) is used to indicate that the smaller
the loss function is, the better the robustness of the model
(equation (13)).

ω∗ = argmin
ω

1
N

N∑
i=1

L(yi, f (xi;ω)+ λφ(ω) (13)

The former term in the equation is the loss term, and the
latter term is the regular term, which prevents overfitting.

The gradient is not smooth at the point, and it is easy to
skip the minimum point (equation (14)).

MSE =
1
n

∑n

1
(yi− ẏi)2 (14)
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Y is a definite value, taking +1 or −1, and f (x) is a
categorical value.

When f (x) is greater than 1 or less than 1, the classification
result is determined by the classifier, and the loss function loss
is 0. When f (x) ∈(−1,1), the classifier is uncertain about the
classification result, and the loss is not 0.

B. EXPERIMENT
The environment construction uses the deep learning Pytorch
framework. The Pytorch network has high flexibility and
supports dynamic graphs. python scripting language, easy to
extend. 3D convolution is supported. If a network has many
layers and each layer has a similar structure, it can write code
to generate these layers in a loop, which is more concise.
The experimental environment of the model implementation
was given as follows. Ubuntu 16.04 was undertaken as the
operating system, Pytorch= 1.4 for the deep learning frame-
work, Python 3.7was for the language, 128G for thememory,
E5-2680 v4 for the CPU, and Tesla K80 for the GPU model.
The core frequency was 1784 Hz, and the memory frequency
was 8058 MHz.

In terms of the experimental setting, the number of atten-
tion layers, the number of parallel layers of Transformer
multi-layer attention, the output dimension dmodel, the vector
dimension of Q and K (dk), the model optimization training
epoch, the initial learning rate, and the batch were set as 64,
10, 344, 45, 25, 0.15, and 10, respectively.

1) IMAGE SEGMENTATION PROCESS
In the constructed transformer model, the Kaggle public
dataset was used for network training. Kaggle Open Dataset
was a popular data science competition platform that trains
built network models with real data. Variables in the dataset
included tumor size, tumor grade, and degree of tumor impact
on lymph nodes. The ultrasound images of patients were
selected in the dataset, a gold standard image obtained by
segmentationwasmanually selected from the selected sample
images, and the selected image formats were all nii files. The
two-layer ultrasound image was obtained after the 3D image
layered extraction. A total of 11,145 2D ultrasound images
were extracted from the selected patient ultrasound images,
the lesion images were screened out, and 9,574 images with-
out lungs were obtained. After the final screening, a total
of 7636 images in the training set were obtained, and then
5636 images were selected as the validation set, with a size
of 512 ∗ 512. From Figure 3, it can be observed that the
tissue of the lesion was uneven, the grayscale density was
low, and there was no obvious grayscale difference. After
denoising the original data, the image was clearly visible,
and the segmentation result was obtained. After the model
was constructed and processed after segmentation, the edge
features of the lesion were obtained.

A reasonable evaluation of the performance indicators can
effectively evaluate the performance of the algorithm, and
the ultrasound image cross-section was evaluated as a binary
classification. The model prediction category and the real

category were divided into true negative (TN), false positive
(FP), true positive (TP), and false negative (FN).

The equation for calculating the accuracy rate was shown
in equation (15). The higher the classification accuracy was,
the better the performance of the algorithm. Precision refers
to the proportion of true positive samples among all predicted
positive samples, and recall refers to the proportion of posi-
tive samples predicted as positive samples for reagents.When
the recall rate and precision rate (equations (16) and (17))
were both high, the harmonic average was higher. If one of
them was low, the low and average will be pulled down, and
its value will be close to the low number. The Jaccard index
was shown in Equation (18).

Accuracy =
TP+ FN

TP+ FP+ TN + FN
(15)

Precision =
TP

TP+ FP
(16)

Recall =
TP

TP+ FN
(17)

J (A,B) =
|A ∩ B|
|A ∪ B|

=
|A ∩ B|

|A| + |B| − |A ∩ B|
(18)

III. RESULTS
A. INNOVATIONS
There were 3,716 training images selected in the experiment.
The graph softmax converged in 20 iteration steps. T1, T2,
T3, T4, T5, and T6 represent the step sizes of different
iterations, and the values were T1= 50, T2= 100, T3= 150,
T4 = 200, T5 = 250, and T6 = 300. The vertical axis rep-
resents the convergence gap ||xt+1-xt||. As the iteration steps
increased, the model gradually tended to be stable. Themodel
convergence test results were illustrated in Figure 4 below.

B. MODEL EVALUATION
The validation set was employed to evaluate the perplexity
of the model under the action of the conditional replication
mechanism. The model proposed in this work was compared
with the deep neural network (ConvTrans-Net) model com-
pared with the NCP model proposed by Puduppully [27] and
the WS-2017 model proposed by Wiseman [28]. The com-
parison performance results were shown in Figure 5. In the
validation set, the precision of the ConvTrans-Net, NCP, and
WS-2017 models in the validation set was 33.6%, 33.8%,
and 28.1%, respectively, and the recall of the ConvTrans-Net,
NCP, and WS-2017 models in the validation set was 51.2%,
52.9%, and 35.9%, respectively. The Precision and Recall
of the ConvTrans-Net model were significantly higher than
those of the other two models.

As shown in Figure 6, the precisions of the ConvTrans-Net,
NCP andWS-2017 models in the test set were 34.2%, 34.8%,
and 29.5% in the validation set, respectively. The recalls
of the ConvTrans-Net, NCP and WS-2017 models in the
validation set were 51.2%, 52.9%, and 36.2%, respectively.
The Precision and Recall of the ConvTrans-Net model were
significantly higher than those of the other two models. The
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FIGURE 3. Experimental flowchart of image segmentation.

FIGURE 4. Model convergence test results.

intelligent algorithm based on deep learning had high perfor-
mance and can provide a smoother speed for the segmentation
of image features.

Considerable data training was required by image process-
ing with the ViTmodel. The spatial information about images
couldn’t be modeled if the image processing method was
poor. If the model depth was not sufficient, the number of
layers couldn’t be enlarged as the CNN did (1×106, 3×106,
10 × 106, and 100 × 106). ViT model training was analysed
by different data sizes. Figure 7 shows that the BiTmodel had
excellent performance in small datasets. With the growth of
data size, ViT showed very high accuracy, which revealed a
problem that ViT couldn’t show excellent results both in large
and small datasets.

C. IMAGE SEMENTATION RESULT
The size of the segmented image was 512 × 512 pixels, the
red in the figure represents the result of the standard segmen-
tation, and the yellow represents the result of ConvTrans-Net.
It was not difficult to find from the figure that the results of the
two were similar, indicating that the accuracy of the segmen-
tation was relatively high. Figure 7 showed that the WS-2017
model had no obvious effect on image segmentation, and
the segmentation effect of this paper was significantly better

FIGURE 5. Comparison results of different models in the validation set.
Figure A was the comparison result of the Precision of the three models;
Figure B showed the comparison result of the Recall of the three models.

than that of NCP and WS-2017 models. Figure 8 showed the
labelled images of the same target compared with the three
models. It was obvious that the label images in this work were
better than the NCP and WS-2017 models, and the image
imaging was more obvious.

D. COMPARISON OF THE EFFECT OF DIFFERENT
SEMENTATION METHODS
ResU-Net and EfficientNet algorithms were based on CNNs.
A large amount of data needed to be trained, and a huge
amount of data was required to achieve the best result. IGPT,
Deep ViT-L, and T2T-ViT image classification algorithms
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FIGURE 6. Comparison results of different models in the test set. Figure A
was the comparison result of the Precision of the three models; Figure B
showed the comparison result of the Recall of the three models.

FIGURE 7. Influences of data size on models.

were based on Transformer. As a result, the computational
resources needed during network training were dramatically
reduced. As presented in Figure 9, the accuracy of Adaboost
[29], Random Forests [30], ResU-Net [31], EfficientNet [32],
IGPT [33], Deep ViT-L [34], T2T-ViT [35], and ConvTrans-
Net amounted to 77.34%, 80.99%, 76.20%, 83.6%, 69%,
82.00%, 80.70%, and 85.17%, respectively (Figure 10). The
proposed ultrasonic image segmentation method had very
high accuracy.

IV. DISCUSSION
In the field of computer vision, Transformer is applied
increasingly frequently. The self-attention mechanism was
combined with a common CNN architecture in many vision
tasks [36]. However, the shortcomings of Transformer were
very apparent. Its inductive bias capability was poor without

the transitional invariance and local sensitivity of CNN.
In addition, it couldn’t generalize massive data. Second,
it was unable to process high-resolution feature images and
often lost the small targets in images. Third, it usually lost
position information during data input. The local image fea-
tures could hardly be described with a single scale, and local
features couldn’t be effectively captured by Transformer.
In the research, the neighborhood coding insertion method
was improved in Transformer model. CNN and Transformer
drew on each other’s merits to offset their own weakness
and integrated with each other to obtain global or local
information.Multi-scale neighborhood search was adopted to
construct the multiple neighborhoods of the input features of
attention coders to describe the features with different spatial
scales. The classification network constructed by multiple
stacked coders not only focused on a point but also took
local and global network features into account. During the
down-sampling of neighborhood coding, the input resolution
of coders could be effectively reduced [37]. Wang et al.
[38] proposed a novel joint deep learning architecture, which
consisted of two main parts. A transformer encoder that uses
scaled dot product attention to extract dependencies across
distances in time series. Combined with convolutional neural
networks, built to repair the insensitivity of self-attention
mechanisms to local features, new opportunities arise from
the addition of supervised data. Che et al. [39] combined
a CNN and transformer network to extract temporal infor-
mation in ECG signals and was able to perform arrhyth-
mia classification with acceptable accuracy. The model can
help cardiologists assist in the diagnosis of heart disease
and improve the efficiency of medical services. This work
adopted a transformer combinedwith a deep learning network
to explore its segmentation of ultrasound images of lung
diseases, showing good results. Vision Transformer (VIT) can
improve the image feature encoding module and the location
feature encoding module. Dai et al. [40] applied it to the
analysis task of medical images and obtained a good multi-
modal classification task. Dosovitskiy et al. [41] used the VIT
model to introduce a self-attentionmodel in the field of image
classification, and the picture can be divided into 3× 3 small
pictures. After the image is encoded, it is combined with the
position encoding to be input into the self-attention model,
which can achieve a good classification effect. Ahmad et al.
[42] utilized light-weight deep learning model to segment
livers and applied random Gaussian distribution to weight
initialization. The method had good performance on each
benchmark data. Furqan et al. [43] showed that a patch-based
deep belief networkmodel could automatically select features
from image blocks and obtain regions of interest (ROIs) from
CT images. In addition, they applied unsupervised feature
reduction contrast divergence algorithm to weight initializa-
tion and optimized weights layer by layer during supervised
fine-tuning. It possessed a very high accuracy in vertebral
body segmentation.

The Jaccard, precision, and recall of ConvTrans-Net
were 85.21%, 85.17%, and 89.65%, respectively, which
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FIGURE 8. Image segmentation results. (a) original image; (b) manual segmented
image; (c) image segmented by NCP model, (d) image segmented by WS-2017 model,
(e) image segmented by ConvTrans-Net.

FIGURE 9. Example of target sample segmentation. (a) Original image, (b)Standard
labelled image; (c) WS-2017 model; (d) NCP model; (e) Label image of ConvTrans-Net.

were significantly higher than those of EfficientNet and
DeepViT-L, and the differences were significant (P < 0.05).
The convergence performance shows that the built model
is stable. Medical image itself was complex, and there
were differences in size, location, and shape among dif-
ferent images at different positions. The ultrasonic image
features were obtained by combining Transformer model
with deep learning. In addition, more space information was
preserved. There was no significant difference between the
proposed network and U-net. It was possible that the dif-
ference in the effect on simple tasks between them was not
obvious with a deep network. The segmentation of medical

images by Transformer still faces many challenges. Med-
ical image datasets were small, and a certain sample size
was needed to fully exploit its advantage in capturing long
distances. The attention mechanism of Transformer focused
only on image blocks. After image serialization, attention
weights were calculated only between image blocks, while
the internal information of image blocks was ignored. During
the segmentation, identification, or detection of small tar-
gets and tasks with blurred boundaries, the key information
between pixels affected model precision [44]. Image serial-
izationwas necessary for image processingwith Transformer.
Medical images have high resolution and many pixels. The
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FIGURE 10. Comparison of image segmentation methods.

segmentation of high-resolution medical images still leads to
an increased amount of calculation.

V. CONCLUSION
In this work, Transformer model was combined with deep
neural network to segment medical ultrasonic images. Valida-
tion set and test set were verified. The constructed model had
excellent performance, so it could be directly applied in the
extraction of ultrasonic image features to generate coherent
image information. The limitations of this research lie in the
small number of image training sets, which usually cause
overfitting, poor generalization ability, and time-consuming
network training. The simplification of network structure is
also a research trend in the future. It was found that Trans-
former model had great potential and was still a research
focus in the field of computer vision. In the future, there will
be a good developmental trend.
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