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ABSTRACT Sentiment analysis automatically evaluates people’s opinions of products or services. It is an
emerging research area with promising advancements in high-resource languages such as Indo-European
languages (e.g. English). However, the same cannot be said for languages with limited resources. In this
study, we evaluate multilingual sentiment analysis techniques for under-resourced languages and the use
of high-resourced languages to develop resources for low-resource languages. The ultimate goal is to
identify appropriate strategies for future investigations. We report over 35 studies with different languages
demonstrating an interest in developing models for under-resourced languages in a multilingual context.
Furthermore, we illustrate the drawbacks of each strategy used for sentiment analysis. Our focus is to criti-
cally compare methods, employed datasets and identify research gaps. This study contributes to theoretical
literature reviews with complete coverage of multilingual sentiment analysis studies from 2008 to date.
Furthermore, we demonstrate how sentiment analysis studies have grown tremendously. Finally, because
most studies propose methods based on deep learning approaches, we offer a deep learning framework
for multilingual sentiment analysis that does not rely on the machine translation system. According to the
meta-analysis protocol of this literature review, we found that, in general, just over 60% of the studies
have used deep learning frameworks, which significantly improved the sentiment analysis performance.
Therefore, deep learning methods are recommended for the development of multilingual sentiment analysis
for under-resourced languages.

INDEX TERMS Multilingual, sentiment analysis, code-switching, deep learning, cross-lingual, under-
resourced languages, systematic review.

I. INTRODUCTION

Sentiment analysis is an intensive research activity in Natural
Language Processing (NLP). It uses NLP technologies to
analyse textual messages and determine deeper contexts as
they apply to a topic, brand, or theme [1], [2]. It is used
to determine whether comments are subjective or objective
and then classify such texts as positive, negative or neutral
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sentiment. sentiment analysis can be tackled at different
classification levels such as document, sentence, aspect or
feature [3], [4]. It has garnered considerable research atten-
tion, which can be attributed to its numerous essential NLP
applications [5]. In recent years, sentiment analysis has
gained even more interest owing to the rapid use of social
media platforms. Its primary usage has been in businesses and
consumer care services [6], [7].

Social media users have made it a modern-day culture to
use social media platforms to share their feelings or thoughts

VOLUME 11, 2023


https://orcid.org/0000-0002-8058-969X
https://orcid.org/0000-0001-6925-6010
https://orcid.org/0000-0001-6694-7289

K. R. Mabokela et al.: MSA for Under-Resourced Languages: A Systematic Review of the Landscape

IEEE Access

Sentiment analysis: (Worldwide) by Year

Sentiment analysis: (Worldwide)

Year

FIGURE 1. Worldwide interest in sentiment analysis over time on Google
Trends, 2004 - present.

on various subjects [8]. As a result, social media platforms
such as Facebook, Twitter, Instagram, WhatsApp and, most
recently, TikTok, generate a large amount of potentially
“rich” data [9]. Therefore, most sentiment analysis research
studies have used social media data, particularly Twitter [10],
[11], [12]. Notably, it is common for social media data to
be multilingual and multicultural or have many linguistic
variations, including mixed languages [13], [14].

Sentiment analysis is a growing research area with promis-
ing progress in high-resourced languages [15], [16], [17].
However, in another context, the same cannot be said for
under-resourced languages due to a lack of resources to
develop NLP technologies. By under-resourced languages,
we refer mainly to languages with little or no resources avail-
able to create digital language technologies [18]. Our study
reviews multilingual sentiment analysis (MSA) methods for
under-resourced languages. This paper uses the terms ‘under-
resourced languages’ and ‘low-resource languages’.

Research on sentiment analysis has focused predomi-
nantly on single-language texts, mainly for high-resourced
languages such as English [8], [19], [20]. Sentiment anal-
ysis research for high-resourced languages was actively
studied due to the massive availability of resources such
as benchmark datasets, annotated corpora and sentiment
lexicons [14], [21]. In addition, sentiment analysis tech-
nologies developed for single-language tasks increase the
risk of overlooking information in texts written in multiple
languages [6], [22]. Deriu et al. [23] report that sentiment
analysis methods developed for single-language texts could
not be replicated for new or multilingual texts. Therefore,
a concerted effort is necessary to create sentiment analy-
sis models that cater for multiple languages. For example,
some researchers proposed a cross-lingual sentiment analysis
method with the help of a Machine Translation (MT) appli-
cation and then applied Machine Learning (ML) techniques.
The ML techniques such as Support Vector Machine (SVM),
Naive Bayes (NB), and Maximum Entropy (ME) are used for
sentiments classification [24], [25], [26]. This cross-lingual
sentiment analysis method has been successful in languages
such as French, Spanish, Italian, Portuguese, Arabic, and
Chinese [4], [13], [15].
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MSA aims to recognise the sentiment of textual content
written in multiple languages. It attempts to address issues
presented by various languages, including code-switched
comments. The success of monolingual sentiment analy-
sis and MSA technologies mainly depends on the avail-
ability of labelled datasets to train computational language
models [19], [27]. Recently, some resources and methods,
including code-switched datasets, are available on SemEval,
the largest workshop on computational semantic evaluations
for multiple NLP research [28]. Although some of these
MSA methods are already performing well for high-resourced
language datasets, they underperform for under-resourced
languages, with English as the primary language and other
contributing languages [9]. These sentiment analysis methods
can only perform very well if labelled datasets are available
or if methodologies that address the issues of under-resourced
languages can be customised.

Most MS A approaches still rely on MT-based methods [24]
or merging of monolingual datasets from different lan-
guages to build large-scale multilingual datasets [29]. Then
apply ML techniques for sentiment classification. To some
degree, MSA approaches that employ training of monolin-
gual datasets from various languages cannot perform well
for mixed-language texts. Some of the MSA methods are
language-specific and may not be applied across distinct
languages [22], [30]. In addition, supervised ML relies on a
labelled dataset to produce accurate results [22]. Therefore,
previous MSA research used manual data labelling methods,
which is, to date the most labour-intensive and expensive
process [22], [23], [30].

Code-switched texts originate from the most populous,
multicultural societies and culturally diverse countries where
more than one official language is spoken [31]. Given this
reality, social media users are more comfortable express-
ing their views in multiple languages [20], [23], [27].
Under-resourced languages are most commonly mixed with
English [31], [32], [33]. These mixed-language phenomena
pose a significant challenge to existing MSA systems. In this
context, we refer to multilingual data as sentences contain-
ing monolingual texts or code-switched data —texts written
in more than one language. MSA for under-resourced lan-
guages is advancing gradually with progressive application
of Deep Learning (DL) methods [16], [22], [34]. However,
very few generic MSA methods have been developed for
under-resourced languages [14]. In this study, we also exam-
ine MSA methods that considered mixed-language or code-
switched texts intending to address under-resourced language
challenges.

Prior studies on MSA explored the use of MT-based sys-
tems to transfer knowledge from resource-rich languages
to under-resourced languages [18], [24]. These approaches
translate text from an under-resourced language to English or
vice-versa and then apply ML-based techniques to perform
sentiment classification [15], [30]. Moreover, this method
generally presents limitations like loss of meaning, and
poor translation quality [13], [35]. In addition, [25] say
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that MT-based systems should be an obvious baseline sys-
tem for any new MSA method [16]. In reality, the most
recent development in the field of NLP has demonstrated
that the effectiveness of MSA is significantly impacted by
DL techniques [13], [21], [36]. Thus far, researchers have
explored approaches such as Convolutional Neural Net-
works (CNN), Recurrent Neural Networks (RNN), Adver-
sarial Neural Networks (ANN), and Generative Adversarial
Networks (GAN) [21], [37].

The literature has made several attempts to address sen-
timent analysis in multilingual environments [13], [34]
and others have addressed the problem from the per-
spective of creating methodologies that can operate on
small datasets [12], [38]. However, even though there is
a multitude of studies on high-resource languages from the
perspective of MSA [20], [39] but none of them focuses
specifically on under-resourced languages in a multilingual
setting. In this article, we concentrate on analysing the MSA
literature survey from the perspective of under-resourced lan-
guages. Although there have been several literature surveys
for MSA [14], [40], [41], [42], our study is by far the first
to cover a mixture of high-resourced languages and under-
resourced languages in a multilingual setting. We provide a
detailed literature survey, along with the methods, models,
mechanisms and performances, with a special focus on rule-
based, cross-lingual, machine learning and deep learning
techniques. The purpose is to the extent the research field pro-
vides scope for future research on under-resourced languages.
We used the methods presented in Section III as a guideline
to review the relevant studies. We categorised these studies as
multilingual, cross-lingual, or code-switched approaches for
under-resourced languages. Most significantly, we found that
more than 40% of the research presented in this analysis had
not been looked at in earlier literature reviews. The following
contributions are made by our study:

1) To the best of our knowledge, we provide a detailed
systematic review and an overview of MSA techniques
for languages with limited resources in multilingual
environments.

2) We provide the most recent comprehensive review of
the MSA methods and an overview of MSA techniques
for languages with limited resources in a multilingual
environment.

3) We describe the outcomes of using cross-lingual senti-
ment analysis approaches to develop MSA methods for
resource-constrained languages.

4) We further address the research questions raised in our
systematic literature study.

5) Finally, we highlight the areas of research that need
more investigation and offer suggestions for using
MSA techniques in languages with limited resources
in the future.

This paper is organised as follows: Section II presents
the research questions. Section III presents the methodol-
ogy used for this literature study. Section IV offers a sum-
mary of previous state-of-the-art studies. Section V describes

15998

MSA techniques and shortcomings. The evaluation metrics
for MSA will be highlighted in section VI and the results
will be discussed in section VII. Section VII will present the
limitation of the study. In section IX, we will present the
emerging MSA areas. Section X deals with emerging MSA
areas. Lastly, we offer a conclusion and future suggestions.

Il. RESEARCH QUESTIONS

Our research aims to discover the most recent trends in MSA
approaches for under-resourced languages. As a result, the
following research questions guided this systematic literature
review:

1) What are the existing MSA methods used to generate
sentiment classification models, sentiment datasets and
sentiment lexicons in a multilingual context?

2) What are MT system applications suitable for develop-
ing MSA methods and sentiment resources in multilin-
gual environments?

3) What MSA techniques have been applied to sentiment
classification for under-resourced languages in code-
switched texts?

4) What are the DL and pre-trained techniques used to
perform MSA for under-resourced languages?

IlIl. RESEARCH METHODS

This section outlines the methodology utilised to achieve the
purposes of this systematic review and provides a detailed
description of the approaches and datasets used in MSA
research. To prevent bias in our conclusion, we choose to
undertake a thorough systematic literature study using high-
quality peer-reviewed articles from 2008 to 2022 mainly
because of the following reasons: (i) to bridge the gap
between the research methods, which can be relevant and
help address under-resourced language challenges, (ii) to
provide a detailed overview of the most recent trends in
MSA methods and offer an understanding of the research
shift from 2008 to 2022, (iii) to recommend suitable research
methods for future studies on under-resourced languages.
Moreover, we clearly describe the differences across MSA
methodologies and datasets. Furthermore, we examine how
research has shifted from lexicon-based, cross-lingual meth-
ods and statistical ML techniques to more contemporary
DL models, concentrating on low-resource languages and
incorporating aspect-based sentiment analysis research.
Lastly, a meta-analysis of the results from the selected articles
is used to produce different summary tables.

A. SEARCH STRATEGIES FOR RELEVANT STUDIES

The literature search was conducted by following the
Preferred Reporting Items for Systematic Reviews and Meta-
analyses (PRISMA) framework (i.e., Fig. 2). This frame-
work includes the identification phase, screening phase,
exclusion and inclusion phase [43]. Research communities
widely use PRISMA for conducting a systematic literature
review. The PRISMA framework was adopted in this study
because it emphasizes the reporting of studies assessing the
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intervention’s effect. It can be used as a foundation for pub-
lishing systematic reviews with goals other than considering
interventions [43]. We began this literature review study by
identifying the data sources and formulating the search key-
words that eventually led to selecting the most relevant stud-
ies since the start of MSA research. Several peer-reviewed
and published articles relating to sentiment analysis in mul-
tiple languages were used from 2008 to 2022. The method-
ology used in this study is depicted in the schematic diagram
presented in Fig. 2.

Note that the methodology used in this study is the same
one used in the newly released comprehensive literature
review on MSA for deep learning methods [14]. We used
research papers produced from the search keywords as:
“Multilingual Sentiment Analysis” OR *“Cross-lingual AND
sentiment analysis” OR “Multi-language AND NLP” OR
“Multi-language AND sentiment” OR *“ Multi-lingual sen-
timent analysis” OR “Code mixed AND sentiment analysis”
OR “Code-switching AND sentiment analysis” .

B. INCLUSION AND EXCLUSION STRATEGIES

We provide a detailed explanation of our inclusion and exclu-
sion criteria in this section.

1) INCLUSION CRITERIA

In the next step, we selected articles based on their abstracts,
methods, conclusions, and future directions. We included
articles based on MSA studies for under-resourced languages
and studies on multilingual sentiment classification where
the low-resource language is reported. We had relevant arti-
cles that investigated MSA from its infancy to date in the
aspect of low-resourced languages. Peer-reviewed journals,
book series and conference papers are selected because they
are of high quality, and citation counts are also consid-
ered. We needed to read the entire article for some articles
to determine whether they are to be included. We had a
more detailed study version for studies published more than
once. Finally, we selected conference proceedings papers that
reported complete research during the same period.

2) EXCLUSION CRITERIA

There were few articles that are written in languages other
than English. However, this systematic literature is based
on peer-reviewed papers written exclusively in English. This
approach neglects a requirement in a systematic literature
review that discourages language limitations. Excluding these
two articles from our analysis did not constitute a bias. Arti-
cles not published in computer science, decision science,
mathematics and engineering journals and not using the tech-
niques mentioned above were excluded, even if they were
related to MSA studies for low-resource languages. Journal
articles that did not present a complete or significant portion
of their methodology are excluded. We also decided not to
consider research studies that reported conceptual papers,
work-in-progress, preliminary studies, or unfinished work.
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Review articles, survey papers and dissertations are excluded
from this study.

C. DIGITAL SOURCES AND DATA EXTRACTION

In the identification phase, research papers are searched from
the following databases: Elsevier, Scopus, Google Scholar,
Science Direct, IEEEXplore, ACM and Springer Link; the
databases include studies done across the globe, and there-
fore geographical bias was not an issue. Furthermore, pub-
lished books and book chapters are examined. We applied
the filtering criteria to 468 papers. Our focus was on MSA
for low-resource languages and the use of high-resourced
languages to develop low-resource languages from a mul-
tilingual perspective. In the end, 38 primary studies were
reviewed, and 4 of the 38 articles were later included
manually in our research. The primary studies included mod-
els used to evaluate MSA systems, bilingual SA, cross-
lingual sentiment analysis and code-switched SA, where
knowledge/lexicon-based methods, ML-based and DL are
reported to execute MSA tasks. Lastly, we derived the results
and summary tables in the discussion section from the data
extracted from the articles.

We screened and scrutinised the titles, abstracts, keywords,
methods, conclusions, and citations and decided on potential
eligibility. Studies were eligible if they reported on methods
or models related to sentiment analysis in multiple languages.
Studies of bilingual sentiment analysis are also considered.
Studies with the same techniques used by other researchers
were excluded, as well as the sentiment analysis methods
developed for a single language. All data sources gathered
from social media platforms, and other related data sources
are included in the datasets.

This research provides the most relevant and recent system-
atic literature survey for MSA in under-resourced languages.
We aim to set the trend and suggest new approaches for
under-resourced languages that can benefit sentiment analy-
sis in a multilingual framework. While there are prior reported
literature review studies, they paid more attention to senti-
ment analysis in a single language [6], [45]. Furthermore,
several literature reviews that has been reported on the aspect
of MSA [6], [14], [40], [41], [42], [46]. However, very few
studies focused on MSA for under-resourced languages. For
this, we briefly highlight the objectives of each literature
survey and show the significant difference between the avail-
able literature review and our literature study. For example,
the literature survey study presented by [14] only covered
MSA methods for deep learning methods using social media
data from 2017 to 2020. They only highlighted a shift of
research from cross-lingual to code-switching MSA meth-
ods. Abdullah et al. [41] investigated a systematic literature
review from 2010 to 2019 that covered the pre-processing
methods, methods for sentiment analysis, the evaluation mod-
els utilised for MSA and the aspects of common languages
supported in sentiment analysis.

Furthermore, Lo et al. [6] reviewed English-based senti-
ment analysis on social media as well as a few works on MSA
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FIGURE 2. PRISMA process flowchart of the systematic literature survey methodology [44].

for social media from 2010 to 2013. Santwana at al. [40]
focused only on machine learning techniques for MSA in
non-English languages from 2010 to 2018. However, our
literature study covers even the most recent MSA methods
employed from 2008 to 2022 whilst [42] only focused on
the cross-lingual sentiment analysis methods for Chinese
languages from 2004 to 2022. Lastly, Xu et al. [46] inves-
tigated a systematic literature review for sentiment analysis

16000

on social media in single languages from 2018 to 2021.
Comparing [6], [14], and [41] with our literature survey,
there is an overlap from 2010 to 2018 but [6], [41] pro-
vides very little information about recent methods and how
the MSA methods work. However, our literature survey
includes prior work and the most recent year’s work on
African languages. According to the best of our knowledge,
there is currently a lack of systematic literature survey for
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MSA that is published, which covers rule-based/knowledge-
based, cross-lingual with machine translation methods, tra-
ditional machine learning and deep learning models for
under-resourced languages from 2008 to 2022.

D. QUALITY ASSESSMENT
The quality assessment process shown in Fig. 3 was based on
the following predefined questions:

o Are the aims of the study clearly stated with objectives

and answers our research questions?
o Does the study provide new or unique techniques or
contribution in MSA for low-resourced languages?

o Are there any major challenges identified in the study?

We selected several studies after excluding 84 articles.
We assessed the quality of the research they presented.
We used three quality assessment questions defined to evalu-
ate the quality of the study and provide a quantitative com-
parison. To determine the quality assessment, we used the
scoring procedure: Yes = 1, Partially = 0.5 or No = 0.
Each study was given a score between 0 and 3. After the
scoring, the points are summed for all the quality assessment
questions. If the article received a non-integer total score,
it was rounded to the nearest digit. A study is eliminated from
our literature review if it receives a score of zero. Thirty-eight
(38) articles with a score greater than two (2) are kept because
they are considered to meet this study criterion.

IV. STATE-OF-THE-ART STUDIES

Sentiment analysis is an active research field. Previous
research has significantly improved the various tasks that
makeup sentiment analysis systems. Even commercially pro-
duced technologies like Semantria' application programming
interface (API), IBM Watson? and the iFeel tool for SA are
accessible to the general public [16], [25]. Many studies have
approached sentiment analysis research as a binary classi-
fication (i.e., positive or negative) or ternary classification
(i.e., positive, neutral, and negative), and some have even
gone as far as to investigate the fine-grained emotions [25].
For fine-grained emotions, researchers have investigated
whether a text expresses emotions such as joy, happiness,
love, or sadness. Several research studies have examined
whether an objective or subjective sentence is positive
or negative, as well as the subjective detection of that
sentence [18], [47]. Another study for the Persian language
focused on developing lexicon-based sentiment analysis [48]
to evaluate Persian texts using online Persian language
resources [49]. They used available texts from online and
used native speakers to manually annotate the texts into pos-
itive, negative and neutral [48].

As social media platforms have grown in popularity, inter-
est in studying several powerful sentiment analysis meth-
ods has increased. Progress in the field has moved from
lexicon-based methods such as AFINN lexicon [50], Valence

1 https://www.lexalytics.com/semantria
2https://Www.ibm.comfwatson
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Aware Dictionary for Sentiment Reasoning (VADER) [51],
SentiWordNet, SentiStrength [52], and statistical ML [16],
[24] to DL methods like Long Short-Term Memory (LSTM),
Bidirectional-LSTM and Bidirectional Encoder Represen-
tations from Transformers (BERT) [23], [53]. Twitter data
is used mostly for NLP research, especially for sentiment
analysis tasks [3], [10]. There are also platforms such as
Amazon for sales reviews, music reviews, movie reviews and
Twitter, which is the largest source of text datasets so far. The
evolution of social media texts or microblogs (e.g. Twitter)
has presented new opportunities for language technologies,
but it has also posed many new challenges, making it one of
the current prime research areas. Some interesting research
has emerged using the Twitter dataset for multilingual senti-
ment classification in SemEval competitions [28], [38], and
the introduction of code-switching texts has been studied
for SA [54].

V. MULTILINGUAL SENTIMENT ANALYSIS STRATEGIES

Various sentiment analysis methods for multilingual datasets
have been explored [13], [16], [17], [22], [35]. There have
also been proposed ways for classifying sentiment polarities
on a multilingual dataset utilizing lexicon-based techniques
along with MT systems and ML approaches [13], [22], [23],
[24]. Most SA studies paid more attention to highly resourced
languages than those with insufficient resources. However,
because English language resources, such as sentiment lex-
icon, annotated corpora, and benchmark datasets, are easily
accessible, most MSA approaches preferred strongly lever-
aging English language resources [23], [24], [55]. The details
of MSA methods will be discussed in the following sections.

A. MULTILINGUAL SUBJECTIVITY DETECTION

Previous sentiment analysis studies introduced the concept
of subjectivity detection in multilingual sentiment. Subjec-
tivity detection and sentiment analysis focus on identifying
emotional states, such as opinions, emotions, feelings, evalu-
ations, beliefs and speculations [18], [56]. Furthermore, sen-
timent classification further refines the level of granularity by
classifying subjective information as either positive, negative,
or neutral.

Although there has been a lot of research on multilingual
subjectivity detection, there is still a lot of room for future
study in other languages [6], [47]. A lot of the research on
the subjectivity detection task was done in English [57], [58].
As a result, most of the gold standard dataset is primarily
written in English. Therefore, to create methods for detecting
multilingual subjectivity, most studies attempt to use English-
language resources [6], [59]. The lexicon and corpus methods
dominated early research of multilingual subjectivity analy-
sis [59]. They translated OpinionFinder (i.e., the English sub-
jectivity analysis lexicon) to Romanian using a lexicon-based
method and a lemmatized version of the English terminol-
ogy. This research investigated the effects of corpus-based
approaches on Romanian subjectivity-annotated corpora pro-
duced by translating English lexicons into Romanian.
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FIGURE 3. Quality Assessment process.

Using linguistic resources in English, Banea et al. [60]
investigated an MT-based method to conduct a subjec-
tivity analysis of Romanian and Spanish. They used the
Multi-Perspective Question Answering (MPQA) corpus
employed by Balahur and Turchi [15], which contains
English-language news articles annotated for subjectivity
from various sources. The authors showed that even though
the translation system was employed, the results obtained
were promising and comparable to those obtained by man-
ually translating the corpora. Furthermore, Banea et al. [56]
showed that using multilingual information, subjectivity clas-
sification (i.e., objective or subjective) in English could
achieve 83% accuracy.

16002

Banea et al. [61] explored the alignment of sense levels
in different languages to reflect coherent subjectivity. The
researchers claim that it is impossible to map one sense to
another across languages because a particular purpose may
have additional meanings or uses for a specific language.
Additionally, they demonstrated that dual co-occurrence met-
rics could be used to model multilingual feature spaces, offer-
ing a more reliable model when compared to using individual
languages as input. These metrics learn from comparable
sense definitions. As a result of using a simple SVM clas-
sifier trained on multilingual space, the accuracy increased
to 73% and 76% for English and Romanian, respectively.
With an overall accuracy of >73% across all iterations, they
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demonstrated that the multilingual model consistently outper-
formed its cross-lingual counterpart.

Another approach by [57] used a pre-annotated English
corpus (i.e. 10,000 movie reviews) collected and annotated
by Pang and Lee [58]. These reviews were obtained from
the Rotten Tomatoes website’ and IMDB* for subjective
and objective reviews, respectively. They built a model to
handle multilingual corpora annotated with opinion labels.
Their models used Naive Bayes (NB) techniques to classify
reviews. In addition, they developed a method that can be
used between topics and languages with high reliability using
novel annotation methods. Parallel corpora of English and
Arabic reviews are used for model evaluation. The findings
show that the same annotations applied to English sentences
in parallel corpora can also be applied to sentences in other
languages [57].

B. CROSS-LINGUAL METHODS FOR MSA

Several studies have employed MT to build sentiment
analysis corpora for under-resourced languages [24], [25],
[26], [29]. They utilised well-known MT applications such
as Google Translate to translate a dataset existing in a
high-resource language into an under-resourced language.
However, translation quality is often affected by missing con-
text information, cultural differences and lack of parallel cor-
pora [9], [22], [26]. Some researchers proposed cross-lingual
NLP approaches to solve the problem of low-resource lan-
guages by benefiting from high-resource languages like
English [16], [26], [35], [62]. Previous sentiment analysis
methods usually translate the comments from the original
under-resourced language to English. This method allows
the sentiment classification task to be performed on well-
performing models. However, even though this approach was
successful for high-resource languages like Russian, German
and Spanish [63], it was reported in [9] that translation from
English to German, Urdu, and Hindi had a harmful impact
on the sentiment analysis performance. Ghafoor et al. [9]
used Arabic social media comments to investigate the impact
of MT on sentiment analysis performance. They reported
that translation from English into German, Urdu and Hindi
revealed poor sentiment analysis performance. According
to studies on under-resourced languages, with the help of
MT systems, cross-lingual sentiment analysis systems suffer
performance degradation [9], [24]. Cross-lingual sentiment
classification relies on MT approaches in which a source
language is translated into the target language [17]. How-
ever, another challenge with approaches that rely on MT is
that most APIs are not free of charge. Therefore, the task
at hand may be costly when dealing with large text cor-
pora [13]. Several authors have used MT systems to translate
information directly from one language into another. How-
ever, due to differences in linguistic terms and writing styles,
the translated data cannot cover the vital information found in

3 www.rottentomatoes.com

4https://Www.imdb.com/interfaces/
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Original Texts Sentiments

Jaime nager
Ich schwimme gerne
eu odeio nadar

English Translated texts

French

I love to swim Positive

Positive

German 1love to swim

uopelsueiL BulyoEN
sishleuy jusuwipuss

Portuguese I hate to swim

FIGURE 4. Overview of the MT-based approach with a simple example.

the original data [64]. Some cross-lingual MSA approaches
have been developed by training a sentiment polarity clas-
sifier in English and then employing MT, translating text
written in another language into English and then apply-
ing a sentiment classifier. Fig. 4, shows the overview of a
cross-lingual MSA method using MT-based techniques.

One approach uses SentiWordNet, which leverages
English lexical resources to perform sentiment analy-
sis [22], [30]. This approach focuses on extracting senti-
ments in languages other than English and then translating
words into English using a standard MT system. Thus, trans-
lated documents are classified according to their sentiment,
which is either positive or negative. The classification was
performed by searching for sentiment-bearing words, such
as adjectives, using SentiWordNet. The calculated score
determines whether the words are positive or negative. This
approach was investigated in German and English languages.
The problem with this approach is that MT systems are
not always accurate. Moreover, they have many issues,
including data sparseness. The drawbacks of automatic
MT systems have also been reported and further highlighted
in studies [15], [24], [25].

Similarly, [65] proposed a unique way of leveraging
reliable English resources to improve Chinese SA. Using
MT systems, Chinese reviews were converted into English
reviews, and then sentiment polarity in English reviews was
identified by directly using English resources.

Balahur and Turchi [15] proposed an MSA approach that
uses three distinct MT systems: Google Translate,” Bing® and
Moses’ translators. The approach used the English dataset
from NTCIR 8 Multilingual Opinion Analysis (MOAT®).
Three MT systems were employed to translate the gold stan-
dard dataset into French and German and build the training
dataset and some testing datasets. This approach was further
extended by using Yahoo systems to translate the dataset for
testing into English, French, and German languages [24]. The
test dataset translated using Yahoo systems was later cor-
rected and verified by an expert [35]. Sentences containing no
sentiments were omitted from the dataset to retain sentences
with positive and negative sentiments.

SVM sequential minimal optimisation (SMO) was
employed to classify sentiments for all languages to build

5 https://translate.google.com/

6https ://www.bing.com/translator

7https /Iwww.statmt.org/moses/
8http://re:sealrch.nii.ac.jp/ntcir/data/daltal-en.html
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a classification model for these three languages. First, the
SVM SMO classification models for the three languages were
trained separately for each language [24]. Then, the second
experiment was executed by combining all separately trained
models for each of the three languages and employing the
unigram and bigram features extracted from the dataset [6].
The average performance accuracy reported for this approach
is <60% for all three MT systems. However, Balahur and
Turchi [15] observed that translated data increased features,
sparseness and more issues separating positive and negative
sentiments during the training phase. This happened due to
the low quality of the MT’s data, which led to a decrease in
performance accuracy. Moreover, the extracted features had
insufficient information to allow the classifier to learn.

Balahur and Turchi [15] suggest that the quality of the
MT process has implications for the set of features used to
build models. According to Becker et al. [13], MT systems
are costly, and the results are limited because of the quality
of the data translation. In addition, monolingual datasets that
are combined to train MSA classification models have shown
no impact in improving performance accuracy.

C. IMPROVING MT-BASED METHODS

Balahur and Turchi [24] attempted to improve the perfor-
mance of an MT system for MSA to obtain the best possible
results. They employed MT systems and a supervised ML
technique to perform sentiment analysis on a multilingual
dataset (i.e. English, Spanish and French). The MT system
translated training and test data into a single language, and
then a monolingual sentiment classifier was applied. They
concluded that the MT system reached a level of maturity and
obtained good performance for languages other than English.
Although the translated data produced reliable training data,
the approach did not address the drawbacks reported in [13]
and [23]. They also concluded that the gap in classification
performance between the models trained in English and trans-
lated data was somewhat in favour of source language data.
Nonetheless, with MT systems, there is room for translation
errors [15]. Although this technique helps to disambiguate the
use of specific words, it does not eliminate translation errors.
In addition, adopting this approach requires a more reliable
MT system for the accurate performance of MSA models.
However, several attempts have been made to improve MT
for MSA. Becker et al. [13] argue that even if a perfect
MT is readily available, there is always a potential cultural
difference between the source and target languages, which
may have implications for final classification results. Conse-
quently, the approach mentioned above may not be reliable
and will therefore not address the task of MSA, particularly
in under-resourced languages.

Similarly, [66] presented a standalone MSA method for
English using a gold standard dataset and Google Trans-
late system to translate the dataset from English into four
other languages (Italian, Spanish, French and German)
to redesign their sentiment analysis system, which caters
for data in multilingual settings. The approach employs
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a supervised learning method (i.e. SVM SMO) which was
used previously [15], [24] with a linear kernel on unigrams
and bigrams as features. In addition, they used tweet nor-
malisation and MT to obtain high-quality training data for
sentiment analysis in the four languages.

In their study, it was further shown that the joint use of
training data from different languages, especially a closely
related family of languages, can significantly improve the
results of the sentiment analysis system. The authors claim
that their proposed sentiment analysis approach can perform
multilingual sentiment classification with up to 70% perfor-
mance accuracy. The dataset used in their study was suffi-
ciently small for training and testing. A small dataset allows
for easy manual correction of translation errors and elimi-
nates incorrect translations [66]. Furthermore, Balahur and
Turchi [66] claim that this approach can be extended to other
languages using similar dictionaries created in this work.
However, their study focused only on four different languages
in which the dataset was presented in a monolingual setting
to build a multilingual system. Therefore, we can assume that
this method may not be easily adopted for MSA in a mixed-
language context.

D. TRANSLATION WITH ML-BASED METHODS

Prior studies indicate that numerous sentiment analy-
sis strategies have explored different methods, but these
methods usually rely on lexical resources or ML techni-
ques [22], [25]. Many of these existing methods involve
adapting lexical resources without proper comparisons, and
validations [16], [25]. Araujo et al. [25] took a different step
in the field by evaluating 21 methods for English multi-linear
sentence-level SA. These methods are compared with two
language-specific strategies based on nine language-specific
datasets consisting of Arabic, Dutch, French, German, Ital-
ian, Portuguese, Russian, Spanish and Turkish. The two
language-specific strategies were a multi-language version of
SentiStrength (i.e. ML-SentiStrength) and a commercial API
for Semantria.

They investigated these methods to address the problem of
multiple languages in SA. First, they used MT (i.e. Google
translate) to translate texts from a specific language into
English and then employed the existing English-based sen-
timent classification methods [16], [25] to translate texts
from a particular language into English and then employed
the current English-based sentiment classification methods
in Table 1.

These methods were evaluated and compared across all
nine languages [25], [67]. Further details of the classi-
fication classes of these methods are presented by [16]
and [25]. Although the datasets were small, the researchers
concluded that the existing English methods performed
better than the two language-specific approaches. In this
regard, SentiStrength was shown to be the most accurate
method for SA, but language-specific techniques signifi-
cantly impacted MT-based approaches.
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TABLE 1. Overview of MSA methods with classes.

Methods Classes L. ML

AFINN

Emolex

Emoticons

Happiness Index
Opinion Finder (MPQA)
Opinion Lexicon
PANAS-t

Pattern.en

SO-CAL

NRC Hashtag

Stanford Recursive Deep Model
Sentiment140Lexicon
SAsentiment analysis
SentiStrength

Umigon

Vader

AN N N N S NENENENEN

W W WPhk B OAANOKWIN=WWWONNW
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Similarly, Aradjo et al. [16] evaluated the performance
of 16 English-based methods (including Google predic-
tion API) for multilingual sentence-level sentiment analy-
sis across 14 languages. They added five more languages:
Chinese, Greek, Hindi, Czech and Haitian Creole to expand
their previous work. They compared these English methods
with three language-specific methods, including the IBM
Watson API commercial sentiment analysis system devel-
oped by IBM. The sentiment analysis approaches employed
previously [25] were explored. They investigated how the
methods of using MT systems addressed multiple languages
and found that the MT strategy should be used as a baseline
system for new MSA systems [16]. The goal was to evaluate
how effectively non-English texts could be analysed using
English sentiment analysis methods, and MT systems [68].
As a final contribution, they developed iFeel 3.0, a web-based
framework tool for multilingual sentence-level SA [16], [69].
Their methods, datasets and codes of the research work are
freely accessible online to the research community.

E. CO-TRAINING MSA METHODS
Pan et al. [70] investigated a cross-lingual approach that
employed an annotated sentiment corpus in English to pre-
dict the sentiment polarities in the Chinese language. They
used an MT system to create the training dataset. This
approach used the co-training of the two models simultane-
ously and added lexical knowledge to improve model accu-
racy. Co-training is training two or more monolingual models
of the languages involved to build an MSA model [64].
This approach showed that adding lexical knowledge could
improve the accuracy of the sentiment classification model.
In another study by [47] and [72], they used the co-training
method to overcome the problem of cross-lingual SA.
He used the cross-lingual method, which employed a readily
available English corpus for Chinese sentiment classifica-
tion, using the English corpus as training data [47]. He then
exploited a bilingual co-training approach to leverage the
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FIGURE 5. A co-training model for cross-lingual sentiment analysis.

annotated English resources to perform sentiment classifica-
tion in Chinese reviews. An MT system translated English
labelled documents into Chinese, and a similar approach was
used to translate unlabelled Chinese documents into English.
Fig. 5 shows a co-training model used for cross-lingual sen-
timent analysis where English labelled data is transferred
to another language, then apply sentiment classification on
English data. In this work, an SVM-based classifier was
adopted for sentiment classification. The co-training models
are designed to select the high-confidence samples suited
for training data. However, the classifiers in each language
view will increase the probability of adding incorrect labels to
the training set. Furthermore, adding such samples increased
the accuracy of the learning model but gradually decreased
the performance of the initial classifiers. Nevertheless, the
co-training approach can evaluate the different languages
when the datasets are readily available.

Another approach incorporated an ensemble of English
and Chinese sentiment classifications. Peng et al. [4] used an
MT system, conducted an analysis of English and Chinese
reviews, and the results were combined to improve the overall
performance of the sentiment classification system. However,
this approach is not reliable due to the poor results of the
translation system when the domain knowledge is different
from the target language. Furthermore, the technique used for
the Chinese language cannot easily be adopted without mod-
ifying the language models. Thus, a sentiment lexicon in the
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target language is required for this method to work optimally
on other languages and cannot be applied to other languages
with no lexical resources. In addition, the MT system led
to the accumulation of errors and reduced the accuracy of
the translation. Despite the use of the MT system in this
approach, a structural correspondence learning technique was
applied to find a low-dimensional representation shared by
the two languages at the feature level. This technique was
done to reduce translation errors [72].

Although the most apparent solution to multilingual sen-
timent classification is by employing MT and using existing
English methods to deal with multiple languages, which may
not be an easy and reliable solution to MSA referred to in
our study (i.e., mixed-language texts in a sentence). Secondly,
the earlier approaches have studied how sentiment analysis
can be done for languages other than English using MT.
In our view, these methods are ‘“‘short-cut” solutions to
address issues presented by multiple languages. Some of
these methods have explored the MSA task as a 2-class
polarity classification task, while others tackle MS A methods
as a 3-class polarity detection problem (i.e., positive, neutral,
and negative) for mixed-language comments [67]. However,
an extra class is added in some methods to transform the MSA
task into a 3-class polarity detection task.

F. MULTILINGUAL CORPUS-BASED SENTIMENT ANALYSIS
The following section deals with studies focusing on MSA
methods for low-resource languages rather than multilingual
subjectivity analysis in multiple languages. Texts written in
different languages pose a considerable challenge to senti-
ment polarity classification. However, [17] and [29] proposed
a multilingual approach that addresses the problem of senti-
ment polarity classification using Twitter data from different
languages. They employed and compared three techniques in
English and Spanish and used three ML models to address the
issues presented in other languages. As a result, the following
models have been developed [29], [62]:

o Multilingual approach model: This approach is
achieved by training a multilingual dataset that does
not require prior language identification or recogni-
tion phases. To accomplish a multilingual model, they
merged two or more monolingual datasets to train and
develop a single-pass multilingual sentiment classifier.

o Dual monolingual approach models: These two or
more monolingual models know the origin of the text’s
language. Each model is trained and adjusted by using
a monolingual corpus. In this case, the correct monolin-
gual model is executed for sentiment classification once
the language of the text is known.

o Monolingual pipeline with language detection model
(pipe model): This model acts based on the decision pro-
vided by the language identification tool. This approach
identifies a language given unknown text using a lan-
guage identification tool. The training is similar to the
monolingual system, as the language of the texts is
known before using the correct sentiment classifier.
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Vilares et al. [17] evaluated sentiment analysis approaches
using Spanish and English datasets. They created a
Spanish-English multilingual and monolingual English and
Spanish models with language detection tools [29], [62].
They used monolingual corpora from the SemEval 2014
task-B corpus and the TASS 2014 corpus for English and
Spanish, respectively. These monolingual corpora were com-
bined to create a multilingual corpus for training and testing
the classification model. L2-regularised logistic regression
was employed for sentiment classification, which was then
compared with a super-supervised model based on the bag-
of-words. Four features were considered: words, lemmas,
psychometric properties and part of speech tags. The word
features are obtained using a simple statistical model for
counting word frequencies in texts; psychometric properties
refer to emotions such as anger or topics (e.g. job) that
commonly appear in messages [17].

Three approaches are evaluated using monolingual, syn-
thetic multilingual and code-switching corpora of English,
and Spanish tweets [29]. First, code-switching for the test-
ing set was obtained by filtering tweets containing Spanish
and English words. Then, three annotators labelled these
tweets manually using the SentiStrength strategy, which uses
a dual score to indicate positive or negative sentiments [25].
The conclusion was that the multilingual model approach
was the best option when Spanish was the majority lan-
guage. It was due to the high number of English words
in Spanish tweets. Furthermore, monolingual models with
language detection performed well only when English was
the dominant language. Again, this was because of the lower
number of Spanish words in the English corpus. Therefore,
the monolingual approach cannot be used for multilingual
settings. They also reported that the monolingual (pipeline)
model with a language identification tool performed worse
on the code-switching test set for most of the features used.
Finally, the multilingual model approach obtained the best
performance of 59.34%, using features such as lemmas and
psychometrics. The lemmas are simply terms labelled using
set rules to reduce data sparsity. However, in general, the
atomic set of features, such as words, psychometric prop-
erties, or lemmatisation and their combinations, performed
better under the proposed multilingual model approach [17].

The proposed multilingual model approach appears more
robust in environments containing code-switched tweets
and tweets written in multiple languages. However, again,
it was concluded that neither dual monolingual nor multilin-
gual strategies based on language detection are optimal for
addressing code-switching texts. Notably, the performance
accuracy of these systems on the experimented features was
still <70%, even after the improvements reported by [62].
In addition, they felt it would be interesting to explore the
performance of MSA using neural deep network methods.
Finally, the authors suggested that using DL architectures can
help deal with code-switching texts [19], [62].

Tho et al. [73] investigated a code-mixed sentiment anal-
ysis of the Indonesian language and Javanese language using
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a lexicon-based approach. The authors compared two trans-
lated lexicon models such as SentiNetWord and VADER.
They collected 3,963 tweets from two accounts that provide
code-mixed tweets. The results of the manual labelling with
the lexicons mentioned above showed that SentiNetWord
outperformed the VADER lexicon. However, the overall per-
formance showed that the VADER lexicon performed better
than SentiNetWord.

English
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Ed Polarities
Corporain ___ Y
different L2 Machine ?:;;;::t Positive
. > >
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Ln

English
Scoring
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FIGURE 6. Multilingual sentiment analysis approach using RNN
models [26].

G. DEEP LEARNING METHODS FOR MSA

Recently, [26] presented an approach for MSA based on an
RNN framework which aimed to answer the question: “Can
a sentiment analysis model trained on a language be reused
for sentiment analysis in other languages, Russian, Spanish,
Turkish, and Dutch, where the data is more limited?” A sin-
gle multilingual sentiment model utilising English data was
developed for four different languages. The approach was
built by training sentiment models using RNN methods with
English reviews. An MT strategy was employed, translating
Russian, Turkish, Dutch and Spanish studies into English
and then reusing the English-based RNN model to classify
sentiments. Fig. 6 shows an RNN-based structure for the
MSA task where an MT-based system is utilised to translate
the text in non-English language to English and apply deep
learning sentiment classification on English data.

The MSA approach in this study was developed to elim-
inate the need to train language-dependent models and sen-
timent word embeddings in four languages. Can et al. [26]
claim that other languages with low resources can utilise
this multilingual model. In their study, the method was com-
pared with a lexicon-based method that uses SentiWordNet
to obtain positive and negative sentiment scores considerably
better, with an accuracy of >80% for the three languages
and 74% for Turkish. The RNN-based model eliminates
the feature extraction process. Can et al. [26] concluded
that the RNN-based model performed significantly better
than language-specific models in all four languages, despite
the misclassification encountered during translation. Further-
more, their study offers a solution that employs a single
multilingual model, but it does not consider mixed-language
texts.

Previous MSA methods have utilised English methods
for which robust classifiers are readily available [16], [62].
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Another work by [13] proposed an approach for the multi-
lingual sentiment classification of Twitter data (i.e. English,
German, Portuguese and Spanish), namely an efficient
translation-free DL architecture to perform MSA on tweets
in multiple languages. This approach was implemented by
employing cost-effective character-level embeddings and
Adhoc convolutions to learn a different language. The MSA
model could learn hidden features from the four languages
used during the training phase in their study. The authors
compared their work with three different neural network
architectures [74]. Each neural network was trained using
different embedding strategies.

Their study concluded that the proposed multilingual
approach achieved the best performance accuracy with the
LSTM-based model. The LSTM models also performed opti-
mally on all four languages when the Fi-score was evalu-
ated. However, this classification model did not undergo the
pre-processing phase, affecting performance accuracy [13].
The authors claim that these models can be extended to
other languages and handle texts written in multiple lan-
guages. Furthermore, they suggest that employing a fully
supervised CNN model will increase performance accuracy.
However, it is not worth the time manually labelling thou-
sands of tweets; therefore, a different approach can be inves-
tigated. Finally, the authors argued that a multilingual strategy
offers several advantages over a language-specific sentiment
model.

Deriu et al. [23] proposed a novel approach for multilin-
gual sentiment classification of short texts in four languages
(i.e. English, Italian, German and French) to enhance the sys-
tem’s ability to deal with mixed languages. They used weakly
supervised data trained only on a CNN method for up to three
layers. This approach trains multi-layer CNN where word
embeddings (i.e. word2vec) are created on a large corpus of
unlabelled tweets. Word embeddings are generally numeri-
cal representations of words input into DL-based methods.
These are used for language modelling and feature learning
(i.e., Word2Vec, GloVe and FastText) [14], [53].

The CNN model was trained in an unsupervised phase,
where word embeddings are created on a large corpus, a dis-
tantly supervised step trained on the weakly labelled dataset,
and a supervised stage, where the network was fully trained
manually annotated tweets [74]. They evaluated the per-
formance of the sentiment model with different datasets,
including the benchmark sentiment prediction dataset from
SemEval-2016 Task 4. They demonstrated that a single-CNN
model could be trained successfully for MSA tasks rather
than separate classification models for each language. How-
ever, the performance of the model can be improved by
training a large number of convolutional layers. This method
can be easily extended to new languages, and multilingual
texts [23]. Deriu et al. [23] concluded that CNN models
require a large amount of training data for the model to
perform well, as well as the labelled dataset.

Similarly, [75] followed an approach that achieved the
best results in the SemEval 2017 task. Even the system by
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TABLE 2. Summary of the methods, corpus, and techniques for MSA.

Sources Methods Languages Sentiment Corpus
[30] MT, SentiWordNet English, German 2,000 reviews
[56], [60] MT, NB, SVM English, Romanian, Arabic
and Spanish , French, German MPQA
MPQA corpus - 9,700
labelled sentences
[57] NB English and Arabic Movie reviews, news corpora
TED talks corpus - 183,000
manually annotated sentences
[77] SVM, NB, ME English, Dutch, French 2,500 blogs reviews
and news sites.
[471,[71] SVM Chinese, English Amazon product
reviews (8,000)
[18] MT, NB, DT, SVM Chinese, English, Japanese MPQA corpus - 535 for English,
newspaper headlines - 1,200
movie reviews-12K
(objective , subjective)
[15], [24] MT, SVM English, Spanish, French Annotated NTCIR 8
Multilingual Opinion
Analysis Task (MOAT - 6,200)
[35], [66] SVM SMO Italian, Spanish, French, German Annotated NTCIR 8
Multilingual Opinion
Analysis Task (MOAT - 6,200)
[68] AFINN, SentiStrength, Vader Arabic, Dutch, French, Human labelled products,
MPQA, SO-CAL, Opinion Lexicon German, Italian, Portuguese food reviews
SASA, Umigon, Sent140lex Russian, Spanish, Turkish and tweets - 23,000
Emoticons, NRC, Pattern.en
PANAS-t, Opinion Finder, Emolex
Stanford Recursive Deep Model
[16], [25] AFINN, ML-SentiStrength, Vader Arabic, Dutch, French, Human labelled products,

MPQA, SO-CAL, Opinion Lexicon
SASA, Umigon, Sent140lex
Emoticons, NRC, Pattern.en
PANAS-t, Opinion Finder, Emolex
Stanford, Semantria, IBM Watson

German, Italian, Portuguese,
Russian, Spanish, Turkish
English, Croatian, Hindi,

Haitian Creole, Chinese

food reviews
and tweets - 23,000

[17], [29], [63] L2-RLR Spanish and English (mixed) SemEval 2015 Task B
(18,200 tweets)
TASS 2014 - (7,200 tweets)
[78] LSTM and MT Chinese and English NLP& CC 2013
(91,600 unlabelled reviews)
[13] CNN, LSTM English,German
Portuguese, Spanish Annotated tweets
(128,200, subset of 1.6M)
[79] CNN English, French, Greek Labelled restaurant
reviews (62,600)
[23] CNN + word2vec English, Italian, German, French Unlabeled tweets (300M),
weakly-labelled data (40-60M), &
annotated tweets (71,000)
[38] CNN English, Spanish, French, SemEval 2016
Russian, Arabic, Dutch, Task 5 corpus
Turkish, Chinese
[80] CNN English, German, Portuguese, Annotated tweets
Spanish (128,000, subset of 1.6M)
[12] BiLSTM English, Hindi English annotated tweets (114,000)
Hindi-English labelled
Facebook posts (3,800)
[26] MT, RNN Russian, Turkish, Dutch, Yelp Dataset Challenge (8,000),

Spanish

Amazon reviews (8M)
Kaggle competition (68,000)
Restaurant reviews
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TABLE 2. (Continued.) Summary of the methods, corpus, and techniques for MSA.

[81] CNN English, Spanish, Dutch, Movie reviews (12,200 ),
German, Russian, Italian, labeled reviews (20,800,
Czech, Japanese, French TripAdvisor, Amazon Fine Food &
labeled tweets (labelled
[82] LSTM English, French, Greek Labeled restaurant and
hotel reviews (91,800)
[37] GAN + DAN English, Chinese, Arabic Annotated tweets
(48,100) & Weibo posts (53,600)
[34] BiLSTM English, Bengali, Hindi, Labelled Facebook
Kannada (English mixed) comments (22,500)
[19] CNN Bambara & French (mixed) Facebook comments
(17,000, subset of 74,000)
[83] SVM_Linear, SVM_RBF English, Greek (5,300 reviews)
[16] AFINN, SO-CAL Arabic, Dutch, French, German, Human labelled products,
Italian, Portuguese, Russian food reviews and
tweets (23,000)
[84] CNN, Bi-LSTM English, Hindi Facebook posts (3,800)
[20] Double LSTM English & Hindi (mixed) Hindi-English labeled
sentences of Facebook
posts (3,800)
[27] Bi-LSTM English, Hindi, Bengali Annotated tweets: English (9,200),
Bengali-English (5,500)
English-Hindi (18,400)
labeled Facebook posts
English-Hindi (3,800)
[85] mBERT Hindi-English, Hinglish Tweets (14,000),
XLM-RoBERTa Spanish-English, Tanglish - YouTube comments
Tamil-English, (9,600)
Malayalam-English. Spanglish - tweets (12,000)
Malayalam-English YouTube comments (3,900)
[11] XLM-RoBERTa Malayalam-English, 6,740 YouTube comments
Tamil-English comments (15,740)
YouTube Tamil-English
[73] SentiNetWord Indonesian, Javanese (mix) 3,963 tweets
VADER
[86] BERT Persian-English 3,640 labeled tweets
[87] LR, NB, DT, RF, SVM, Tamil-English, 60,000 YouTube comments
BERT, DistilBERT, ALBERT Kannada-English, 44,000 - Tamil-English,
RoBERTa,XLM, XLM-R Malayalam-English 20,000 Malayalam-English
Character BERT
[88], [89] NB, SVM Telugu—English 15,744 YouTube comments
TeluguSentiWordNet
[90] CNN, LSTM, GRU, BiGRU Malayalam— English 7,000 comments (FIRE 2020)

BiLSTM, BiLSTM+CNN, LSTM+CNN
BiGRU+CNN, GRU+CNN, XLM-R

20,000 comments (EACL 2021)

Nguyen and Nguyen [76] that employs deep CNN and
Bi-LSTM has shown that word2vec strategies can signifi-
cantly improve classification accuracy. Additionally, recent
improvements in DL techniques, especially the combination
of CNN and LSTM techniques, have produced greater accu-
racy than per-language models [21], [75].

Medrouk et al. [79] proposed an approach which employs
a deep neural network for sentiment analysis in a multilin-
gual corpus. The deep neural networks used in their study
employed CNNs (i.e. feed-forward). The authors constructed
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their multilingual opinion corpus in three languages (English,
French and Greek). The CNN exploited n-gram level infor-
mation, and the system achieved high accuracy for senti-
ment polarity prediction. They concluded that the model used
for feature extraction was language-independent. Another
study by [84] presented a hybrid architecture for sentiment
analysis of English-Hindi code-mixed data. They trained
sub-word-level representations for sentences using the CNN
model and employed a dual-encoder network consisting
of two Bi-LSTMs. The model combined a network of
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FIGURE 7. A general taxonomy of the MSA for low-resource languages.

orthographic features and word embeddings and achieved the
best results with an accuracy of 83.54%.

Zhou et al. [78] proposed a cross-lingual sentiment classi-
fication approach using attention-based bilingual LSTM net-
works. The attention-based bilingual representation learning
model was used to learn document distributed semantics for
both the source and target languages. This approach was
implemented for languages like Chinese and English. The
authors used Google Translate MT to translate the training
data into the desired target languages and then employed
a bidirectional LSTM network to model the documents for
both the source and target languages. A dataset from the
cross-language sentiment evaluation of NLP&CC 2013 was
used [78]. Reviews are divided into three categories: books,
DVDs and music. On average, the bilingual model yielded an
accuracy of 82.4% across all domains. They concluded that
LSTM could capture the compositional semantics of bilin-
gual texts and that the proposed model achieved promising
results on the dataset used [14], [78]. It also outperformed the
best results in NLP&CC cross-language systems. An interest-
ing part of their study is that the attention model could find the
key sentences in a document, and the sentiment signals were
captured with the help of word-level attention [23], [78].

Another work by [91] proposed a Character-to-Sentence
CNN (CharSCNN) method that exploits characters to
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sentence-level information to perform sentiment analysis of
short texts (i.e. Twitter data). They used the CharSCNN
model with two convolutional layers to extract semantic
information from word and sentence features to improve
the performance of the sentiment analysis system. Irsoy
and Cardie [92] improved sentiment classification accu-
racy using an RNN model on time-series information to
obtain sentence representations. Socher et al. [36] improved
sentiment analysis by using a recursive neural tensor net-
work model, which synthesises the semantics of the syn-
tactic tree of binary sentiment polarity. A good sentiment
classification accuracy was also obtained using a tree-
structured LSTM model with semantic association [93].
Furthermore, Baziotis et al. [94] presented an attention strat-
egy for the LSTM model to achieve good sentiment analysis
results on the SemEval-2017 Task-4 dataset.

H. CODE-SWITCHED MSA METHODS

To some extent, most of the research on the code-mixed text
has focused on the English-Hindi setting [12], [20], [84].
However, Code-mixed challenges can be addressed by
learning the sentiment feature space and preserving the
similarity of the sentences in which the sentiment is por-
trayed [12]. It allows a straightforward measure of the relat-
edness between code-switched content and labelled data from
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a resource-rich corpus. Choudhary et al. [12] demonstrated
this using Siamese Bi-LSTM with tri-gram embeddings and
a fully connected layer. Additionally, they compared the
model, which was trained with a pair of Hindi-English texts,
one with pairs of English sentences and another with code-
mixed texts, yielding a lower F-score by 8.7% to the other
with 75.9%. Their results suggest that adding more resource-
rich data (i.e. the English dataset) is beneficial, as it increases
model performance.

In other cases, most researchers have used DL techniques
to model sentiment analysis for code-switched datasets. For
example, Konate and Du [19] used Facebook comments
of Bambara-French with different DL architectures such as
LSTM, Bi-LSTM, CNN and Bi-LSTM-CNN, together with
embeddings as input at the word or character level. Their
proposed model can learn multilingual embeddings from
input characters and words to mitigate the embeddings from
the language model (Elmo) lack of pre-trained embeddings
in the code-mixed corpus. They obtained the best results
using a single-layer CNN model with an accuracy of >80%.
In addition, they compared LSTM and CNN, where the latter
showed the best results in such a domain.

Furthermore, Kusampudi et al. [89], proposed a senti-
ment analysis in code-mixed Telugu-English text with Unsu-
pervised Data Normalization. They reported accuracy of
an 80.22% on this dataset using novel unsupervised data
normalisation with an MLP model, which is an increase of
2.53% accuracy due to this data normalisation. According
to Saikrishna et al. [88], combining Telugu and English
or Tamil and English in the same sentence is commonly
observed. Saikrishna et al. [88] developed a sentiment anal-
ysis system for Telugu—English code-mixed sentences. They
classified the polarity of the code-mixed sentences collected
from Youtube comments into positive and negative senti-
ments using lexicon-based approaches and ML approaches
such as NB and SVM classifiers. They achieved an accuracy
of 82% and 85%, respectively, outperforming the lexicon-
based method.

I. PRE-TRAINED METHODS FOR MSA

The BERT model has been applied to several NLP
tasks. BERT has demonstrated outstanding performance in
state-of-the-art  text classification, including MSA
tasks [53], [95]. BERT is a Google model created and
reported in [53]. It was created using a significant amount
of plain text data freely available on the Internet, and the
model was trained unsupervised. Before BERT, a few other
pre-trained language models used bidirectional unsupervised
learning.

The ELMo is one such model that focuses on contextu-
alised word representations [96]. It constructs word embed-
dings by utilising LSTM, which separately trains left-to-right
and right-to-left word representations and then concatenates
these embeddings [96]. On the other hand, BERT does not
use LSTM to obtain word context characteristics; instead,
it employs attention-based transformers [53]. These models
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are beneficial for low-resource languages when there is a
large amount of unlabelled data, but not much task-specific
labelled data. Tomohiro et al. [97] presented a novel model
that learns from sentences by labelling them with emojis,
utilising English and Japanese tweets to create the corpus.
The authors validated and evaluated many models based on
attention LSTM, CNN and BERT. In addition, they compared
the BERT model with the standard models CNN, FastText
and attention Bi-LSTM, all of which received good results in
prior studies. Compared to the traditional models, the authors
performed better using the BERT model.

Gupta et al. [85] maintain that their unsupervised model
understood code-switched languages or learnt only their rep-
resentations. They introduced an unsupervised self-training
method as a generic framework and demonstrated its appli-
cability to the specific use of code-switched data. They
exploited the power of pre-trained BERT models to ini-
tialise and fine-tune them using only pseudo-labels generated
via zero-shot transfer. Their study was conducted in four
code-mixed languages: Hinglish (Hindi-English), Spanglish
(Spanish-English), Tanglish (Tamil-English) and Malayalam-
English. They concluded that their unsupervised models out-
performed their supervised counterparts, with performance
ranging from 1% to 7%. Another study by [86] used a
pre-trained multilingual BERT model to learn the polarity
scores of these tweets for code-mixed Persian-English sen-
timent analysis. They collected tweets and employed two
annotators to label the code-mixed tweets. Their Multilingual
BERT (mBERT) model outperformed the baseline models
that use NB and random forest (RF).

Ou and Li [11] proposed a system to identify the sen-
timent polarity of the code-mixed dataset of the Dravid-
ian dataset. They built on a pre-trained multi-language
model such as the Cross-lingual Language Model RoBERTa
(XLM-RoBERTa) [98], and their system employed a
k-folding approach to the ensemble and addressed the sen-
timent analysis problem of multilingual code mixed across
language models. They took part in two code-mixed language
challenges (Malay-English and Tamil-English). Their system
had the highest F-Score of > 0.7 in Malayalam-English and
ranked third in Tamil-English with an F-score > 0.6.

Chakravarthi et al. [87] introduced a code-mixed dataset
of the under-resourced Dravidian languages. They man-
ually annotated a dataset from social media comments
for three under-resourced Dravidian languages. For over
60,000 YouTube comments, the dataset was annotated for
sentiment analysis and identifying offensive language. The
collection includes roughly 20,000 comments in Malayalam
and English, 7,000 comments in Kannada, and 44,000 com-
ments in Tamil [99]. Unpaid volunteers manually annotated
the data, and Krippendorff’s alpha indicates a high level of
inter-annotator agreement. Utilising machine learning and
deep learning techniques, they provided baseline studies to
create benchmarks on the dataset with the highest accuracy of
71% with the XLM technique. Notably, traditional machine
learning methods have suffered low performance.
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Thara et al. [90] investigated two major aspects of the code-
mixed text: offensive language identification and sentiment
analysis for Malayalathe m—-English code-mixed data set.
Their framework utilises different word embedding meth-
ods, such as Word2vec and FastText. They evaluated differ-
ent deep learning methods (CNN, LSTM, Gated Recurrent
Unit (GRU), BiLSTM, and Bidirectional GRU (BiGRU)) on
Forum for Information Retrieval Evaluation (FIRE °) 2020
and European Chapter of the Association for Computational
Linguistics (EACL '%) 2021 dataset. Among the hybrid mod-
els, GRU4+CNN and BiLSTM+CNN turned in the highest
F1-score of 0.9969. The challenge with this study is that the
training dataset for sentiment analysis was minimal. They
obtained the best performance accuracy of 99% using the
transformer-based model XLM-R. Next, we will outline the
evaluation metrics for MSA.

VI. EVALUATION METRICS FOR MSA

In addition, we looked at evaluation measures for senti-
ment classification model performance. Several evaluation
metrics have been identified from the systematic literature
review [19], [23], [100]. These are reported in the SemEval
2016 challenge [38], averaging the macro Fl-score of the
positive and negative classes. The confusion matrix is also
used as evaluationon parameter to measure sentiment analysis
performance [13], [14], [23]. Researchers use four metrics
such as: True positive, True negative, False negative and False
positive. These metrics are described as in [13] and [23].
Metrics such as accuracy, precision, recall and F-score are
generally used to evaluate the performance of the sentiment
analysis classifiers [13], [25].

VIl. RESULTS AND DISCUSSION
In this section, we describe the results and then further discuss
them.

A. RESULTS

We explore how we answer our research questions as we
present the findings. Research question 1 aims to identify
MSA datasets and resources for under-resourced languages.
Research question 2 aims to determine if MT methods are
suitable for building MSA systems. To achieve this, we used
the information from the literature review. A summary of the
methods from the selected studies is presented in Table 2.
Additionally, Table 3 shows a quantitative summary of the
results of our research questions 1 to 4. Our results show that
DL methods at 61% were the most common MSA techniques
for multiples languages, followed by ML methods at 40%
and lexicon methods at 37%. Lastly, 29% of these studies
used MT systems to help build their MSA resources. From
the results in Table 3, we can conclude that DL methods are
the leading techniques for MSA, including those where the
English language is mixed with other languages, followed

9https://draviclian—codemix. github.i0/2020/
101'1ttps://competitions.codalab.org/competitions/27654
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by ML and lexicon methods. In this case, lexicon-based,
ML and MT methods were almost equally adopted by some
of the studies presented in Table 2. Additionally, our research
reveals that 63% of the publications studied ternary classifica-
tion, while 37% and 13% looked into binary and five-category
classification. Furthermore, only 31% of the DL methods
have explored the binary classification, while 45% of the DL
methods have concentrated on ternary classification.

Furthermore, we identified languages studied for MSA and
the methods focused on mixed languages. Table 5 presents
a summary of results for the languages involved. 42% of
the selected studies used two languages in their proposed
methods, 18% of the selected studies used three languages,
and about 21% used four languages. Four studies with 3%
used five, six, eight and fourteen languages in their studies,
34% of these studies have focused on code-switched datasets
and only 8% used nine languages. Moreover, 63% of these
studies have tackled MSA as a 3-class problem followed by
a 2-class problem at 37%. Furthermore, out of the 34% of the
studies which focused on a mixed-language dataset, English
is the most commonly mixed language except for studies
where the French language was mixed with the Bambara
language, and Indonesian was combined with the Javanese
language. Furthermore, we have noticed that the Persian lan-
guage is mixed with English. In table 4, we presented our top
thirty-five articles, which are highly cited. We also indicate
their FWCI score which shows how well cited the article is
compared to other similar articles. It is suggested that a value
greater than 1.00 means the document is more cited than
expected according to the average as in Table 4. Although
some studies used a mixture of English, French, Hindi, and
Bambara, their classification techniques are mainly based on
DL methods.

B. DISCUSSION

Table 2 and Table 3 are the summarised versions of the
different methods and techniques used for sentiment anal-
ysis in multiple languages. Although most of the research
studies utilised English methods, it is still a challenge for
languages that do not have sufficient resources. Even methods
that use MT systems are unreliable in tackling the task of
MSA, owing to the limitations of MT systems [24], [35],
[66]. Furthermore, many state-of-the-art sentiment analysis
classification methods are based primarily on supervised
learning algorithms. This means that a large amount of man-
ually labelled data is required. Therefore, there is currently
an immense need for techniques that require less human
intervention [13], [23], [104] and even for data annotation of
mixed-language texts. In this study, we found that research
on MSA has shifted from lexicon or corpus-based and MT-
based methods to a multilingual approach using DL tech-
niques, which currently show incredibly encouraging results.
Research on low-resource languages is gradually gaining
momentum, and studies are paying more attention to code-
mixed, and code-switched texts [27], [85]. It can also be noted
from Table 2 that over 30% of the MSA studies preferred
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TABLE 3. Summary of the methods and techniques for MSA with their classification categories where L = lexicon, B = binary, T = ternary, F = five

categories.
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to use data collected from the Twitter platform. Moreover,
most of these datasets were hand labelled by hand annotators
despite efforts to build auto-labelling methods [52].

We are guided by the methods in the systematic literature
survey to draw a general taxonomy of MSA for low-resource
languages, as shown in Fig 7. In Table 5, we can deduce
that the number of languages studied increases yearly. The
selected studies show that an increasing number of languages
are gaining traction in the context of MSA. Several studies
have used Twitter to develop sentiment analysis datasets. The
fact that more languages are studied means that there are
still more under-resourced languages to consider since many
different languages are used in social media. Additionally,
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although researchers are using M T-based methods to generate
language resources for under-resourced languages, the uni-
versal approach to cater for many languages is still far from
being achieved. Therefore, there is an excellent opportunity
for future sentiment analysis studies to focus on developing
versatile techniques [14].

We noticed a shift in how MT systems were used for
MSA research in languages with limited resources. Many
studies used the monolingual dataset to address the issues
of multiple languages [105]. In contrast, other studies looked
at utilising a cross-lingual approach using MT systems [81].
The evidence is presented in Table 2, which demonstrates
that DL methods account for 62% of all methods employed,
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TABLE 4. Top 35 and leading articles for MSA studies with citations and field-weighted citation impact (FWCI).

No. Sources Year No.of Languages No. of Citations FWCI

1 [30] 2008 2 233 7.82

2 [47] 2009 2 356 11.4

3 [77] 2009 3 291 5

4 [56] 2010 4 96 7.01

5 [18] 2011 3 175 14.42

6 [70] 2011 2 29 3.19

7 [35] 2014 4 123 7.94

8 [66] 2013 4 24 3.12

9 [17] 2015 2 36 1.17

10 [79] 2016 2 166 14.74

11 [101] 2016 2 100 3.44

12 [22] 2016 2 131 5.18

13 [38] 2016 8 54 7.45

14 [25] 2016 9 42 3.46

15 [29] 2016 2 21 2.13

16 [83] 2017 2 194 15.58

17 [6] 2017 3 106 12.67

18 [23] 2017 4 124 9.8

19 [62] 2017 2 48 4.14

20 [79] 2017 3 16 3.18

21 [34] 2017 5 17 2.53

22 [13] 2017 4 12 1.2

23 [12] 2018 2 33 4.75

24 [26] 2018 4 31 2.12

25 [19] 2018 2 15 0.69

26 [102] 2018 4 14 1.16

27 [84] 2019 2 28 4.6

28 [103] 2019 9 17 4.51

29 [20] 2019 2 5 1.88

30 [16] 2020 14 32 4.75

31 [86] 2021 2 4 -

34 [89] 2021 2 6 -

32 [87] 2022 4 24 3.94

33 [88] 2022 2 - -

35 [90] 2022 2 - -

TABLE 5. Number of languages used for MSA models including mixed languages.
No. No. of Languages Studies Total %
1 2 [17], [22], [47], [78], [83], [84], [101]
[12], [19], [30], [57], [70], [83], [86], [88], [90] 16 42 %

2 3 [11], [18], [27], [37], [77], [79], [82] 7 18%
3 4 [13], [23], [26], [34], [66], [82], [87], [102] 8 21%
4 5 [85], 1 3%
5 6 [56] 1 3%
6 8 [38] 1 3%
7 9 [25], [69], [103] 3 8%
8 14 [16] 1 3%
9 Mixed [11], [13], [19], [23], [27], [29], [34], [62], [85] [88],[90] 13 34%

followed by ML-based methods at 41%, lexicon-based
methods (38%), and MT methods (35%). The MT-based
techniques are used mainly because of their advantage
of reproducing the language resources from English to
other languages where MT APIs are supported. It is,
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therefore, difficult for languages with limited resources
and not supported by various MT APIs. It is also clear
that only a few studies have utilised pre-trained mod-
els to fine-tune the MSA task in low-resource languages,
although there is a significant increase in DL methods.
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This is mainly because the methods are still new in
the NLP community. In addition, pre-trained models for
low-resource languages still need to be explored. Annotated
dataset remains a challenge for low-resource languages. For
this, another approach used BERT methods to fine-tune
the downstream tasks for low-resource languages [53],
but these have been unable to outperform the existing
DL methods [14].

Furthermore, multilingual aspect-based sentiment anal-
ysis is still in its infancy [106]. Despite its first study
in SemEval 2016 Task 5, it produced the highest accu-
racy of 88.13% for English and the lowest of 73.35% for
Chinese [38]. Efforts were devoted to compare DL-based
methods such as CNN, LSTM, or Bi-LSTM performance
and improving performance by adding attention mechanisms.
However, few methods focus on self-learning sentiment
analysis classification, with less attention paid to multi-
lingual contexts. Recently, a study by [5] used Twitter to
develop NaijaSenti corpus (i.e. languages such as Hausa,
Igbo, Pidgin, and Yorubd), and they evaluated their corpus
using mBERT, XLM-R and Roberta. This study demon-
strated that model fine-tuning on pre-trained models performs
well.

On a different note, while conducting this research study,
we were able to identify several challenges with some MSA
studies: (i) some of the research methodologies applied are
difficult to follow to build baseline studies, (ii) some research
cannot be easily replicated to obtain the exact results reported
in the published research papers [6], (iii) some of the MSA
research studies have not yet been released or published their
datasets, tools and other resources for easy rebuilding or
reproduction, (iv) although some studies provided Internet
links for their resources used, some were not available for
use or were not updated, and some resources and datasets are
available only on request [16], [25].

The practical implications of this research are to iden-
tify the gaps that can be filled in the future and to set
the trend of research shift concerning sentiment analysis of
under-resourced languages. For diverse MSA datasets, our
systematic literature review offers a variety of tools and
techniques. This systematic literature review aims to provide
several contributions, covering different application methods
used for MSA for under-resourced languages. We focused
on illustrating the contributions of each research work and
observing the type of language-specific methods, transfer
learning methods with MT systems, machine learning and
deep learning algorithms used. Our investigations also focus
on identifying the type of dataset used, how it was gathered,
and how these datasets were annotated. Additionally, they
used the environment and the performance measures covered
in each study, evaluating them and concluding with appar-
ent research gaps and obstacles, which aids in identifying
the non-saturated applications for which the MSA is most
required in future research. For instance, aspect-based MSA
deep learning systems need more sophisticated learning algo-
rithms to produce better results.
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Our findings indicate that deep learning methods are used
in more than 60% of the studies, which is where significant
research innovation can occur. This comprehensive literature
review results bring alternative study directions for languages
with limited resources and shed insight into current MSA
research trends. Last but not least, this research will assist in
identifying current, significant challenges in MSA for low-
resource languages. Using computational models created for
English or other rich languages with plenty of resources by
many NLP systems puts technology developed for languages
with limited resources at risk. It is beneficial to develop strate-
gies that support languages with limited resources. We also
support the development of platforms from languages with
few resources accessible to everyone in other societies and
using new NLP technologies for under-resourced languages.
This comprehensive literature review, which examines MSA
studies from the past and recent years, is anticipated to be
helpful to other researchers in the future. The most popular
datasets for MSA study are provided in Table 2. Next, we will
describe our research methods and limitations.

VIIl. STUDY LIMITATIONS

The systematic literature study may have a few limitations.
There may have been published papers we missed due to our
selection criteria or search keywords, even though those stud-
ies examined the MSA approaches per the period specified in
the methodology section. The review was conducted by only
a few researchers, meaning there may be bias in selecting
studies for comparison. Only original and unique studies
published from 2008 to 2022 were included, with MSA stud-
ies with knowledge-based/lexicon techniques, multilingual
subjectivity and MT-based methods for optimal comparison.
The intention is to provide a complete picture of the origin
of the MSA methods and the direction of progress, including
ML and DL methods. Comparing techniques that appear to
be out-of-date may also be a drawback. However, we believe
they could help develop baseline systems for other languages
and dialects.

IX. EMERGING MSA AREAS

The findings from this research are discussed in this part,
along with some recent development in the field that may
necessitate further investigation.

A. TEXTUAL REPRESENTATIONS STRATEGIES

Text representation methods have been explored for low-
research languages [96]. Research is still needed, espe-
cially for mixed-language contexts, on the desire to progress
the text representation problem for under-resourced lan-
guages. Word2vec has known limitations in handling sim-
ilar words. The ELMo approach was used to lessen these
limitations [96]. ELMo extracts context-based word repre-
sentations. For mixed languages, research on cross-lingual
word embedding has drawn considerable attention. Cross-
lingual word embeddings are vector representations of words
from multiple languages in the same vector space, allowing
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words with the same meaning but different languages to have
the same vector representation. However, this technique is
determined by the nature of the data requirements rather than
the structure of the model. Despite these efforts, the question
of which type of embedding captures better text features in
the MSA task remains unanswered.

Recent research to address word representation in multi-
lingual texts will increase as researchers are trying to study
the effect of different languages and closely related language
families. An interest in using DL models and pre-trained lan-
guage models in under-resourced languages has grown in the
most recent MSA models. However, many under-resourced
languages continue to struggle with annotated datasets.
Despite the advances in NLP, many under-resourced lan-
guages are still not covered by pre-trained models like BERT,
RoBERTa, and XLM-RoBERTa. The use of fine-tuning lan-
guage models is one strategy for addressing this problem [5].

B. MSA FOR PRE-TRAINED MODELS

The use of transformer-based models like BERT, RoBERTa,
and mBERT allows researchers to focus on fine-tuning mod-
els for downstream tasks rather than training models from
scratch. The recent interest in using pre-trained models for
MSA tasks has become more useful for under-resourced
languages with promising results for high-resourced lan-
guages [11], [53]. The research work of [39] presents extra
language-specific pre-training for multilingual contextual
word representations in a low-resource situation before usage
in a downstream task. They enhanced the current vocabu-
lary with frequent tokens from the low-resourced language
(i.e. Irish, Maltese, Vietnamese, and Singlish (Singapore-
English) and mimicked better language-specific phrases [39].
Chau et al. [39] suggests that we can improve the perfor-
mance of the multilingual models on low-resourced lan-
guage variations similarly by applying additional pre-training
on language-specific corpora. They examined dependency
parsing in four topologically varied low-resource lan-
guage varieties with varying degrees of similarity to the
pre-training data of a multilingual model. According to
their findings, these methods consistently improve perfor-
mance for each target variety, especially in low-resource
conditions.

C. MULTILINGUAL ASPECT-BASED SENTIMENT ANALYSIS
Although there is an interest in continuing research on mul-
tilingual aspect-based sentiment analysis, there is a need to
standardise the approach to this issue [38]. It is quite clear
that this problem has not been widely addressed, especially
with using DL-based architectures and considering under-
resourced languages. Research on this topic suggests that the
use of attention mechanisms and aspect-based embedding
may significantly help resolve this problem. Perhaps MSA
in an aspect-based context should be adopted for the methods
that handle code-switched setups. It is essential to evaluate
whether the coupling of processes will impact word embed-
dings and sentiment analysis classification.
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D. UNDER-RESOURCED LANGUAGES

High-resource languages from different language families
have been studied extensively [34], [81]. Despite steady
interest in under-resourced languages, code-switching and
code-mixing remain challenging within multilingual com-
munities, preferably mixing languages with high resources.
A general approach to address these challenges is lack-
ing. Although there is promising progress in some Indian
languages like Tamil, Urdu [107], [108] and Telugu [109]
and Iranian languages like Persian [86], [110], much is still
required to develop models that employ deep learning tech-
niques [111]. Also, they attempted to address challenges
in the Persian language by applying DL methods which
only achieved the f-score of 55.5%. Ghasemi et al. [112]
developed a sentiment analysis task in Persian language by
proposing a cross-lingual deep learning framework to ben-
efit from available training data of the English language.
Deep learning models such as CNN and LSTM and their
combinations were experimented with to achieve the f-score
of 91.8% on LSTM-CNN. Recent work by [113] explored
a cross-lingual sentiment analysis approach in the Bengali
language. Cross-lingual sentiment classification is another
process to handle low-resource language issues. Bengali is
considered a low-resourced language due to the scarcity of
annotated data and the lack of text processing tools. They cre-
ated and annotated a comprehensive corpus of around 12,000
Bengali reviews using the MT system and prior sentiment
information to generate accurate pseudo-labels from English-
based lexicons. The best F1 score of 0.897 is achieved by
integrating LR and SVM classifiers as a hybrid method. For
the SVM, the best accuracy of 91.5% was achieved. The Deci-
sion Tree (DT) based methods, RF and Extra Trees Classifier
(ET), achieved the lowest F1 scores. sentiment analysis for
monolingual, code-switched and multilingual comments in
under-resourced languages has been studied only for a few
African languages, e.g. several Nigerian languages [5], [100],
Swahili [114] and Bambara [19]. Annotated datasets for MSA
are lacking. A concerted effort to build datasets for sentiment
analysis is required, especially for under-resourced languages
such as African languages [100], including the languages in
South Africa [115].

A study by [5] investigated the development of
NaijaSenti—an introduction of the first African large-scale
human-annotated dataset for sentiment analysis in Nigerian
languages (i.e. Igbo, Yoruba, Hausa and Nigerian-Pidgin).
The authors evaluated their methods on several pre-trained
models such as mBERT [53], XLM-R [98], mDeBERTaV3,
mDeBERTaV3 and AfriBERTa [116]. They further evaluated
their dataset using language-adaptive fine-tuning methods.
To address this under-representation, AfriBERTa was devel-
oped —an African version of BERT trained from scratch to
accommodate some of the African languages [116]. AfriB-
ERTa has been trained in 11 languages: Afaan Oromoo (also
known as Oromo), Amharic, Gahuza (i.e. a hybrid language
that includes Kinyarwanda and Kirundi), Hausa, Igbo, Nige-
rian Pidgin, Somali, Swahili, Tigrinya, and Yoruba [5], [116].
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AfriBERTa was tested for named entity recognition and
text categorisation in ten languages. In numerous languages,
it outperformed mBERT and the Cross-lingual Language
Model with RoBERTa (XLM-R) [11], [98], and it was
reported to be a competitive model.

Some of the NLP models derived from BERT, such as
mBERT [53], RoBERTa [117] or XLM-RoBERTa [98],
were trained with many languages and can classify com-
ments straight-forward from those languages. Unfortunately,
XLM-RoBERTa [98] and mBERT are not trained with any
data containing South African languages [118]. Most of these
PLMs models cover 50 to 110 languages with only a few
African languages, which are represented due to a lack of
large monolingual corpora [116]. AfriBERTa, RoBERTa and
XLM-R have not yet been evaluated with any South African
languages from the sentiment analysis perspective. IsiZulu,
Sesotho and IsiXhosa are only now represented and assessed
using a multilingual adaptive fine-tuning model [100] trained
on XLM-RoBERTa, and AfriBERTa [100], [116] but for a
different NLP task.

In the context of South Africa, a concerted effort is required
to create resources for South African under-resourced lan-
guages. The research could start by curating the SAfriSenti
corpus—a multilingual sentiment corpus for South African
languages and then expand to other African languages
such as Lingala, Shona and Swabhili and other African lan-
guages. In South Africa, there are 11 official languages.
Languages like Sepedi (i.e. Northern Sotho), isiZulu, isiX-
hosa, Setswana, siSwati, Tshivenda, Xitsonga, and Sesotho
(i.e. Southern Sotho) and their dialects are spoken by large
populations. In addition, the lack of NLP resources for
under-resourced languages makes it difficult to develop dig-
ital language technologies. Therefore, it is for these reasons
that a massive data collection for under-resourced languages,
in general, is necessary to address the under-resourced lan-
guage challenges. Another exciting area for future research
is code-switching between English and under-resourced
languages.

E. AUTOMATIC DATA ANNOTATION

Supervised algorithms rely on the labelled dataset. Recent
studies have investigated models which can be used to reduce
human effort during data annotation [119]. For example,
Kranjc et al. [104] developed active learning methods using
pre-trained BERT language models. These techniques appear
to be effective for text labelling vast amounts of data. Another
emerging area for further research is the investigation of
multi-class sentiment classification using active learning
methods [119].

X. CONCLUSION

As many MSA strategies have been proposed and experi-
mented with, many studies have evaluated and contrasted
the performances of different statistical ML models and
DL-based methods using MT strategies for MSA over the
years. However, there is currently no method identified as the
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best-performing model. In this study, we reviewed the most
used methods for MSA that apply traditional ML and DL
models, together with those that employ MT-based methods.
The performances of the MT-based methods and statistical
ML and DL models reported in the literature were com-
pared. Although some studies suggest that MT-based meth-
ods should be a baseline system for newly proposed MSA sys-
tems, these methods are still not proven for under-resourced
languages. The literature results show that most DL archi-
tectures have recently spiked research attention compared
to traditional ML-based classifiers, including even methods
that rely on MT-based systems. Furthermore, the literature
has proven that a combination of DL models such as CNN,
Bi-LSTM and LSTM can significantly improve the perfor-
mance of the MSA system. This study also highlighted the
limitations of the use of MT-based methods. Furthermore,
we propose a DL learning framework for MSA without using
an MT-based system. We have also stressed that the BERT
or XLM-RoBERTa model can play a pivotal role in the
performance of MSA models if it is fine-tuned to handle the
downstream task.

Future studies on sentiment analysis must focus more
on developing gold-standard datasets suitable for sentiment
analysis of multiple languages. Researchers should focus
more on developing sentiment lexicons for low-resourced
languages so that, in future, they can concentrate on develop-
ing advanced models. Investigation of how much sentiment
is lost in translation, for instance, when moving between
multilingual and a single language versus the sentiment of
the original text, should be studied to report MT challenges.
This study did not consider single-language sentiment anal-
ysis evaluation; future research should focus on multilingual
SA, particularly in under-resourced languages. Furthermore,
future research should focus more on developing DL MSA
models for multiple languages or robust languages with inde-
pendent MSA techniques that can be used to analyse mono-
lingual, numerous and mixed languages. An exciting research
direction is to focus on methods that address code-switching
sentiment analysis and multilingual aspect-based sentiment
analysis in a multilingual setting. In addition, the significant
challenges and current research gaps in MSA were reviewed.
Finally, future directions for research in MSA will be
investigated.
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