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ABSTRACT The dramatic increase in the volume of users and services makes scheduling network
resources for smart grids a key challenge. Network slicing is an important technology to solve this problem.
We introduce edge computing networks into the smart grid to intelligently allocate resources based on
users’ quality of service (QoS) and available resources. However, existing heuristic resource scheduling
algorithms often lead to resource fragmentation and thus fall into local optima. To this end, we propose
a deep reinforcement learning (DRL)-based virtual network embedding algorithm to optimize the resource
allocation strategy of smart grids from a network virtualization perspective.We extract the network properties
of the smart grid to construct a policy network as a training environment for DRL agents. Finally, DRL derives
the probability of each node being embedded based on the extracted attributes of edge computing nodes and
completes user request (UR) embedding based on this probability. The experimental results show that the
algorithm proposed in this paper has excellent performance with guaranteed low latency, 21% improvement
in long-term revenue and 5.6% improvement in UR success rate compared with the other two algorithms.

INDEX TERMS Deep reinforcement learning, delay sensitive, edge computing network, resource allocation,
smart grid, user request.

NOMENCLATURE
m, n Index of the physical nodes.
u, v Index of the virtual node.
LSi The ith edge link.
BW (LSi ) Bandwidth resources owned by link LSi ).
CPU (N S

m) CPU resources owned by the mth edge node.
CPUr (N S

m) Current remaining CPU resources of the mth

edge node.
D(N S

m) Delay attribute of the mth edge node.
M (N S

m) Memory resources owned by the mth edge
node.

The associate editor coordinating the review of this manuscript and

approving it for publication was Gab-Su Seo .

P(CPU ) Unit price of CPU resources.
hop(Lri ) Number of hops of link Lri .
num(GRsucc) Number of successfully embedded user

requests.
γ Discount on awards received by the agent.
GRk The k th user request.
Ok Available resource vector of the kth edge

node.
vk Feature vector of the kth node.

I. INTRODUCTION
Smart grids are a potential solution to the growing con-
flict between greenhouse gas emissions and growing energy
demand. The smart grid uses modern information and
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communication technology to achieve a secure, coordinated,
clean, and intelligent development of the grid and to provide
reliable power security for society [1]. In the process of
transforming the traditional power grid to the smart grid, the
power grid business develops in the direction of distributed
automation, power internet of things, artificial intelligence,
and the number of power grid business and user terminals
is increasing [2]. It is a great challenge to meet the diverse
service demands in the smart grid. Edge computing is an
effective way to solve this problem, which can offload mas-
sive computing tasks to edge servers for efficient execution.

Edge computing is different from cloud computing [3]. Its
computing power is deployed near the device side, so the
device request can be responded with low delay. At the same
time, the data acquisition terminal of edge computing can also
reduce the impact of site bandwidth limitation. The emer-
gence of edge computing technology alleviates the pressure
of core network. Storage, computing and other services can
be distributed to the edge network [4], [5]. The core network
can be divided into several domains. The services of different
domains can be distributed to the same edge network [6]. The
nodes of edge computing are responsible for managing the
transactions in the domain. By unified management of all
nodes, the interconnection between various domains can be
realized.

In the future, the network will have more stringent require-
ments for the storage of massive data, and will have higher
and higher requirements for cost, bandwidth and delay [7].
Traditional heuristic algorithms are prone to fall into local
optimal solutions when the data volume is large and cannot
meet the requirements for differentiated quality of service in
edge network-based smart grids [8], [9]. With the improve-
ment of computer computing power, deep reinforcement
learning (DRL) shows excellent performance in solving
high-dimensional spatial problems. For this reason, many
researchers have devoted themselves to finding the opti-
mal resource allocation scheme with DRL. Using unmanned
aerial vehicle (UAV)-assisted task offloading, the authors of
literature [10] proposed a DRL-based collaborative compu-
tational offloading solution for UAVs to precisely match the
service requirements of ground power devices. Considering
the dynamic and continuous nature of computational tasks,
a DRL-based dynamic resource management algorithm is
proposed in literature [11], which effectively reduces the
long-term average delay. Literature [12] and [13] explored
the dynamic nature of mobile edge computing networks,
using DRLs to solve the computational task offloading and
resource allocation problem. To reduce energy consumption,
literature [14] proposed a DRL-based online algorithm for
time-varying channel scenarios to find a near-optimal task
offloading scheme. However, for smart grid scenarios, exist-
ing edge computing technologies are difficult to satisfy the
differentiated quality of service (QoS) requirements of mas-
sive devices.

To cope with the differentiated QoS requirements of users,
resource allocation based on network slicing has become a

FIGURE 1. Network resource allocation in smart grid aided by edge
computing networks.

popular research topic [15]. A network slice is a collection of
logical network functions that provides end-to-end connectiv-
ity for a specific service by virtually slicing the physical net-
work [16], [17]. As shown in Figure 1, edge service providers
divide different types of access network slices according to
the characteristics and requirements of application scenarios.
For example, delay slicing is used to provide services for
users with strict requirements on delay, which can provide
user terminals with fast content access and retrieval functions
and reduce content delivery latency and network transmission
load [18]. The core issue of network slicing is virtual network
embedding (VNE), which is essentially the orchestration of
network resources. Therefore, the resource allocation prob-
lem of the smart grid can be converted into the study of the
VNE algorithm.

For the appeal problem, we design a DRL-based edge
network resource scheduling scheme for smart grid scenarios.
The specific contributions of this paper can be summarized as
follows:

1) To address the differentiated QoS requirements of
users, we introduce edge computing and network
slicing into the smart grid, and model the edge
computing-assisted smart grid as a multi-domain vir-
tual network model to solve the smart grid resource
allocation problem from the perspective of virtual net-
work embedding.

2) We describe the virtual network embedding as a
Markov decision process (MDP), use the self-built pol-
icy network as an agent, extract the network resource
attributes to construct the feature matrix, and derive the
embedding probabilities of the nodes to complete the
whole VNE algorithm.

3) We experimentally validate the performance of the
proposed algorithm, and the experimental results show
that the algorithm performs well in terms of long-term
average revenue and user request (UR) success rate.

The reminder of this article is arranged as follows. In the
second section, the research status of edge computing net-
works, multi-domain virtual networks and resource allocation
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algorithms based onmachine learning are reviewed. The third
section introduces themodel of the system, including network
model and user request model. The fourth section introduces
the reinforcement learning model based on policy network
and its algorithm implementation. In the fifth section, the
performance of the algorithm is evaluated and the results are
analyzed. The sixth section summarizes the full text.

II. RELATED WORK
Since the concept of edge computing was put forward, it has
attracted extensive scholars’ attention [19]. Edge computing
can be integrated with many fields, such as Internet of Thing
(IoT), cloud computing, blockchain [20], etc. Integrating
edge computing with other fields for resource allocation has
always been a hot topic.

A. EDGE COMPUTING NETWORK
As the number of QoS-critical applications grows, edge
computing faces a shortage of infrastructure resources.
If additional infrastructure resources are needed to ensure
QoS, further optimization of infrastructure management and
resource management solutions is required. In the litera-
ture [21], to alleviate the high latency and network congestion
problems in IoT, a method is proposed to periodically
distribute incoming tasks in an edge computing network,
increasing the upper limit of the number of tasks that can be
processed simultaneously. In the literature [22], the authors
proposed a resource allocation and task scheduling scheme
based on service urgency priority to prioritize high-priority
tasks and reduce task processing delays. In literature [23],
a model for allocating computing resources in edge com-
puting platform is proposed, which can ensure the quality
of service and has high efficiency. The authors of the liter-
ature [24] proposed a power migration scaling algorithm that
assigns user requests to the optimal server, which can better
handle the dynamic load of the server while reducing energy
consumption. The authors of the literature [25] proposed an
analytical model for cloud-only, edge-only, and hybrid edge
cloud processing. By using this model on edge hardware,
web services can avoid geographic constraints and improve
resource utilization.

B. VIRTUAL NETWORK EMBEDDING
With the development of virtual network technology,
researchers have studied proposed virtual network embed-
ding algorithms for resource allocation. Multi-domain virtual
networks (VNs) need to span multiple infrastructure domains
and the embedding cost is expensive. The literature [26]
proposed a centralized virtual network embedding architec-
ture for dynamically managing the network resources of
each autonomous region, which can improve the division
efficiency and reduce the embedding cost of the network.
Literature [27] proposed a multi-controller-based multi-
domain virtual network embedding algorithm that applies
a particle swarm optimization algorithm to divide virtual
network requests, which has a great advantage in reducing

embedding cost. The authors of the literature [28] pro-
posed amachine learning-based algorithm for virtual network
functional resource demand prediction, which effectively
improves the utilization of network resources. Literature [29]
proposed a heuristic and machine learning-based approach to
virtual machine allocation that offers significant advantages
in terms of reduced energy consumption and execution time.

C. MACHINE LEARNING
Machine learning has a wide range of application scenar-
ios [30]. The resource allocation between devices in cellu-
lar networks is studied in literature [31]. A joint resource
allocation and power control algorithm based on Q-Learning
is proposed in literature [32], which has good results in
improving throughput. The authors of papers [33] and [34]
integrate blockchain with network slicing techniques to
ensure the security of network resource sharing. In addition,
deep reinforcement learning methods are used to find the
optimal resource pricing strategy to ensure the fairness of
resource sharing. In the literature [35], the authors use rein-
forcement learning to allocate dynamic channel resources to
address the vehicle communication delay problem.

We summarize the results obtained from the above research
and make innovations. We model the edge computing
network-assisted smart grid as a multi-domain virtual net-
work model to address the resource allocation problem from
a virtual network embedding perspective. The goal is to be
able tomeet the differentiated user requirements for QoS such
as latency and bandwidth while improving internet service
provider (ISP) revenue and user request success rates.

III. SYSTEM MODEL
In this part, we introduce the edge computing aided smart
grid model, user request model and algorithmmodel in detail.
In addition, the constraint conditions and evaluation metrics
of the network resource allocation problem are presented.

A. EDGE COMPUTING NETWORK MODEL
A large number of edge computing servers are deployed in
the network, forming an ‘‘edge’’ layer to provide nearest-end
services to users. In addition, in the edge layer, resources
such as computational resources, storage resources, and
network bandwidth must be allocated for distributed data
processing. To this end, we model the edge computing
network as a weighted undirected graphGS =

{
N S ,LS ,AS

}
.

N S denotes the set of edge computing nodes, LS denotes
the set of links between nodes. In addition, it is worth
noting that the node set N S

= {N S
G,N

S
U } contains

two different types nodes, N S
G and N S

U represent power
grid nodes and remote user nodes respectively, and the
two types of nodes have different characteristics. AS =
{CPU (N S ),M (N S ),D(N S ),BW (LS ),P} denotes the set of
attributes of the edge computing network, where CPU (N S )
denotes the computing resources of nodes, M (N S ) denotes
the storage resources of nodes,D(N S ) denotes the processing
delay of nodes, BW (LS ) denotes the bandwidth resources
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FIGURE 2. Example of an edge computing network and three user
requests.

of links, and P represents the set of corresponding resource
unit prices. P = {P(CPU ),P(M ),P(BW )}, P(CPU ), P(M )
and P(BW ) represent the unit price of CPU, memory, and
bandwidth, respectively.

B. USER REQUEST MODEL
The edge network can accept service requests sent bymultiple
users at the same time. There is a communication relationship
between different user requests, thus forming a user request
network. Consequently, we model the user request network
as a weighted undirected graph GR =

{
NR,LR,AR

}
. NR rep-

resents the device node in the user request, and LR represents
the link set between the device nodes in the user request.
AR = {CPU (NR),M (NR),D(NR),BW (LR)} represents the
attribute set requested by users, where CPU (NR) repre-
sents the computing resources required by nodes, M (NR)
represents the storage resources required by nodes, D(NR)
represents the maximum acceptable delay of nodes, and
BW (LS ) represents the bandwidth resources required by
links. Figure 2 shows three user requests with the different
numbers of nodes and their embedding schemes.

C. MDP MODEL
We model the resource allocation problem as an MDP. In an
MDP, the future state depends only on its current state and the
action taken, independent of the previous state. We denote the
MDP by the five-tuple {S,A,P,R, γ }.

1) STATE SPACE S
State (s ∈ S) represents the state space observable by the
agent, including the usage of physical network compute,
storage, and bandwidth resources, the network resources and
performance limits required by current user requests, and the
mapping relationships between deployed user requests and
the physical network. The state st ∈ S at moment t can be
denoted as

St =< CPUt (N S
m),Mt (N S

m),Dt (N
S
m),

BWt (LSi ),P(R),G
R
↑ GS > . (1)

In Equation (1), the network resource states of nodes N S
m ∈

N S and links LSi ∈ L
S change dynamically with time.

2) ACTION SPACE A
A indicates that the agent can select the action space. Action a
(a ∈ A) indicates that the agent selects a physical node in the
physical network that satisfies the constraints to deploy the
next UR node according to a specific policy, thus completing
the UR embedding. The action at ∈ A at moment t can be
denoted as

at = < Acpum,u,A
mem
m,u ,A

delay
m,u ,A

bw
lSi ,(u,v)

>

m ∈ N S , u ∈ NR, lSi ∈ L
S , (u, v) ∈ LR. (2)

In Equation (2), Arm,u denotes the action of deploying UR
nodes in the edge computing network by consuming the cor-
responding resources r ∈ CPU ,M ,BW , and Adelaym,u indicates
the edge computing node that processes the computational
tasks of the UR nodes and generates delay.

3) REWARD FUNCTION R
Rewards (r ∈ R) represent the benefits obtained after com-
pleting one UR embedding. DRL agent aims to obtain the
maximum cumulative reward R. The maximum cumulative
reward is calculated by the following formula.

R =
|UR|∑
i=1

T∑
t=1

γ · rt (st , at ), (3)

where γ represents a reward discount. This paper describes
the reward function with the cost of resources.

The agent interacts with the network environment to com-
plete the UR embedding. After getting the state space of the
environment, the agent takes an action to complete the UR
node embedding, and then returns the action taken to the
environment and receives the corresponding reward. After
getting the action from the agent, the environment updates
the network resources to the next state and then passes the
next state back to the agent.

D. CONSTRAINT CONDITIONS
Due to the limited network resources, the completion of
user requests needs to satisfy certain resource constraints
and performance constraints. In the edge network, physical
nodes need to provide sufficient computational and storage
resources. The resource constraints of UR embedding are
expressed as follows.

CPU (NR
u ) < CPUr (N S

m) NR
u ∈ N

R,N S
m ∈ N

S , (4)

where CPUr (N S
m) denotes the current available comput-

ing resources of edge computing node N S
m. Equation (4)

is the computational resource constraint, the computational
resources required by the UR cannot exceed the computa-
tional resources of the edge nodes, otherwise, the processing
will fail.

M (NR
u ) < Mr (N S

m) NR
u ∈ N

R,N S
m ∈ N

S , (5)

where Mr (N S
m) denotes the current available memory

resources of edge computing node N S
m. Equation (5) is the

6544 VOLUME 11, 2023



Y. Chi et al.: DRL Based Edge Computing Network Aided Resource Allocation Algorithm for Smart Grid

memory resource constraint of the node, the amount of data
of the UR cannot exceed the memory space of the edge node
to ensure that the UR can be processed. In addition to the
network resources, the delay performance of the nodes is
also conditionally constrained. Equation (6) shows the delay
constraints of the nodes.

|N S
|∑

i=1

D(N S ) < D(NR) NR
u ∈ N

R,N S
m ∈ N

S . (6)

To guarantee the delay, we set the delay attribute for the
node. The total time consumed by the edge node for process-
ing computational tasks is less than themaximumdelay that is
acceptable for user requests. If the node latency cannot meet
the QoS requirements, the node cannot be used for processing
user requests.

In addition to the nodes, the links similarly require meeting
the corresponding bandwidth resource constraints.

BW (LR(u,v)) < BWr (LSi ) LR(u,v) ∈ L
R,LSi ∈ L

S , (7)

where BWr (LSi ) denotes the current available bandwidth
resources of the edge network link LSi . The edge network link
LSi needs to allocate sufficient bandwidth resources for the
user request link LS(u,v).

E. EVALUATION INDICATORS
The goal of an ISP in providing services to its subscribers is
to generate as much revenue as possible. We use Equation (8)
to calculate the revenue earned by ISPs after processing user
requests.

Re(GRk ) =
|LR|∑
i=1

BW (LVi ) · P(BW )

+

|NR
|∑

i=1

[CPU (N S
i )·P(CPU )+M (N S

i )·P(M )]. (8)

The above equation shows that the total revenue earned
by the ISP is determined by the network resources consumed
and the corresponding unit price of the resources.

Accordingly, the cost to the ISP is positively related to the
resources allocated to the user request. The cost is calculated
by the following equation.

Cost(GRk ) =
∑

N r
i ∈N

R

[CPU (N r
i )+M (N r

i )]

+

∑
Lri ∈L

R

BW (Lri )·hops(L
r
i ), N

R
⊂GRk ,L

R
⊂GRk ,

(9)

where hops(Lri ) denotes the hop count of link L
r
i . The increase

in the number of hops passed by the link will lead to the
consumption of more bandwidth resources.

Increasing the success rate of user request embedding
can bring more revenue. The user request success rate is

calculated using the following equation.

SR = lim
T→∞

T∑
t=0

num(GRsucc)

T∑
t=0

num(GR)

, (10)

where GRsucc denotes the successfully embedded UR.
The long-term average revenue-cost ratio indicates the

merits of the network resource allocation scheme, and we
calculate it using the following formula. The Equation (11)
is derived from Equation (8) and (9).

LRC = lim
T→∞

T∑
t=0

Re(GRk )

T∑
t=0

Cost(GRk )

. (11)

Delay =
∑

Nu∈NR

CPU (N S
m)− CPUr (N

S
m)

CPUr (N S
m)

· D(N S
m). (12)

Equation (12) illustrates the delay to complete a UR,
and the edge computing node N S

m is used to host the UR
node Nu. Node delay will be affected by CPU utilization,
and CPUr (N S

m) will change dynamically with the number
of embedded nodes. Therefore, the allocation of the latest
arriving URs will affect the already embedded URs.

IV. INTELLIGENT EDGE NETWORK
RESOURCES ALLOCATION BASED ON
REINFORCEMENT LEARNING
In this section, We will detail model of the intelligent edge
network resources allocation algorithm based on reinforce-
ment learning, which is based on a policy network. The agent
extracts a feature matrix from the substrate network which we
use it as the input of the policy network, and the output of the
policy network is the probability that the node is embedded
to the substrate network.

A. FEATURE MATRIX
Network nodes have many properties from which we wish
to extract feature matrices as the training environment for
the agent. Each node has attributes such as CPU, the total
bandwidth of adjacent links, etc. To select higher-quality
nodes, we need to extract the attributes of each edge node
to construct a feature matrix.

We extract four attributes from the edge network:
(1) CPU : CPU resources for each substrate network node.

Large CPU resources mean more user request nodes can be
hosted.

(2) BW : The total bandwidth of all links connected to each
node of the substrate network. Large bandwidth means more
embedded links can be carried.

(3)DL: The sum of the delays of all links connected to each
node of the substrate network. The larger the delay we have,
the greater the probability of the embedded node.
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(4) DIS: Average distance from each node to other nodes
in the substrate network. A small average distance means that
the distance between the node and other nodes is short, which
will allow us to reduce our overhead when embedding nodes.

There are many features that can be extracted from nodes.
The more feature attributes are extracted, the closer the train-
ing environment is to the real application scene. However,
extracting too many features from the network increases
computational complexity. Therefore, we only extract the
above four important attributes. We need to normalize the
feature matrix for better learning and faster convergence.
After extracting the attributes of nodes, we normalize them
and form the feature vector Vi:

Vi = (CPUi,BWi,DLi,DISi) (13)

We combine the feature vectors of all nodes to form the
feature matrixM :

M =


CPU1 BW1 DL1 DIS1
CPU2 BW2 DL2 DIS2
. . . . . . . . . . . .

CPUk BWk DLk DISk

 . (14)

Each row inM represents the feature vector corresponding to
a node. The feature matrix is used as input to the DRL agent
and is updated as the edge computing network changes.

B. DEEP REINFORCEMENT LEARNING
We use a self-built artificial neural network called a policy
network as a deep reinforcement learning agent. As shown
in Figure 3, the policy network consists of an input layer,
a convolutional layer, a softmax layer, and an output layer.
The input to the policy network is a feature matrix and the
output is the probability of the edge nodes being embedded.
We train the policy network using historical user request data.

At the input layer, we compute the feature matrix and pass
it to the policy network. Then, the policy network passes the
feature matrix to the convolutional layer with one convolution
kernel, where the policy network evaluates the resources of
each substrate node:

Ok = ω · vk + b, (15)

where Ok is the k th output of the convolutional layer, ω is the
convolution kernel weight vector, vk is the k th input of the
convolutional layer, and b is the bias.
Then the vector is passed to the softmax layer in order to

produce the probability of each node. The softmax layer is
only used in the last layer to normalize the values, so we have:

pk =
eOk∑|N S |
k=1 e

Ok
, (16)

where pk denotes the probability that the k th node is success-
fully embedded, and γ ik is the resource contained in the k th

node. Finally, the output layer outputs the probability of each
node being embedded.

FIGURE 3. Composition of the neural network structure of the agent.

TABLE 1. Network Properties.

V. PERFORMANCE EVALUATION
In this section, we have conducted some simulation experi-
ments to prove the performance of the algorithm proposed in
this paper, and compared it with other algorithms.

A. SIMULATION ENVIRONMENT AND PARAMETERS
We use Tensorflow [36] to build the policy network, and the
computer used in the simulation is 64-bit win10 operating
system. To evaluate our proposal, we used GT-ITM [37]
to generate topologies of the physical network and the
user request network. All experimental parameter settings
are shown in Table 1. We generate physical network with
80 nodes and about 500 links. And the bandwidth of substrate
network links are uniformly distributed between 30 and 100.
Not only the substrate network but also the user request
network were generated on a 250 × 250 grid. For the user
request network, we generated 2000 URs with 2 to 7 nodes
per UR. The bandwidth requirement of every requested link
follows a uniform distribution between 1 and 50. We set the
arrival of URs to follow a Poisson distributionwith an average
of 5 URs in 100 time units. The duration of each UR follows
an exponential distribution with an average of 1000 time
units. In addition, we divide UR into training set and test
set on average. The training set is used for model training
to aggregate the model. The test set is used to evaluate the
performance of the trained model.

B. POLICY NETWORK TRAINING RESULTS
We transform the resource allocation problem of edge net-
works into a multi-domain virtual network mapping problem.
Virtual network resource allocation includes node embedding
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FIGURE 4. Training process.

FIGURE 5. Long-term average revenue comparison.

and link embedding. We use machine learning to perform
node embedding.

To improve the quality of the selected nodes, we train the
DRL agent on a training network set containing 1000 URs.
We performed 100 rounds of training on the training set
and observed the performance in terms of long-term average
revenue, UR success rate, and long-term revenue-cost ratio.
Figure 4 shows the changes in the above three indicators
during the 120 rounds of training. As can be seen from the
figure, the values of the three indicators gradually increased
with the number of training rounds and finally leveled off in
an interval.

At the beginning of the training phase, since each param-
eter has just been initialized, the agent has no experience
in executing UR embedding. Agent embeds UR randomly,
so the performance of the three indicators is general and
unstable. Then, the agent continuously adjusts the parameter
weight according to the reward obtained after completing
the UR embedding. When the agent receives a large reward,
similar actions will be taken to accumulate more rewards
after adopting the UR embedding strategy. Therefore, the
performance of the algorithm is gradually improved. At the
later stage of training, the algorithm converges gradually and
the three evaluation indexes tend to be stable.

FIGURE 6. Percentage of completed URs.

C. TEST RESULTS
We use another 1000 user requests as a test set for test-
ing the performance of the trained algorithm. To validate
the performance of our proposed DRL-based edge network
resource allocation (DRL-ENRA) algorithm, we test both
RL-VNE proposed in literature [38], the SA-RL-VNE algo-
rithm proposed in the literature [39] and GRC-VNE proposed
in literature [40] as comparison algorithms. Both RL-VNE
and SA-RL-VNE are reinforcement learning-based network
resource allocation algorithms that use gradient descent
to achieve automatic optimization of resource allocation.
GRC-VNE is a heuristic algorithm which makes embedding
selection according to the global resource capacity of nodes
to maximize the revenue of Infrastructure providers. Unlike
the above two algorithms, we consider the delay factor in
the process of UR and use DRL to optimize the algorithm
to prevent the algorithm from falling into the local optimum.

As shown in Figure 5, we compare the performance of the
four algorithms in terms of long-term average revenue. At the
early stage of algorithm operation, the network resources are
abundant, the conditions for processing URs are satisfied,
and large revenues can be obtained. With the arrival of URs,
the network resources are quickly occupied, some of the
URs cannot be embedded, and the average revenue rapidly
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decreases and remains at a certain level. The DRL-ENRA
algorithm extracts multiple network resource attributes to
form a training environment and continuously optimizes the
resource allocation strategy by considering the revenue and
delay factors, thus obtaining higher revenue. RL-VNE only
considers the revenue-cost ratio when setting the agent’s
reward function and does not fully consider the alloca-
tion of multiple resources, resulting in a higher decrease in
the long-term average revenue. The SA-RL-VNE algorithm
mainly focuses on security with respect to network resource
allocation, and therefore performs poorly when a delay con-
straint is introduced. GRC-VNE preferentially embeds user
nodes to nodes with more global capacity resources, which
leads to resource fragmentation and thus performs worse than
the other two algorithms.

Figure 6 shows the comparison of four algorithms in UR
success rate. Similar to the trend of long-term average rev-
enue, the UR success rates of the four algorithms gradually
decreased and stabilized at a certain level. The success rate of
UR embedding is related to the number of network resources.
The reason for the gradual decline in the success rate of UR is
that UR continues to occupy edge network resources, and the
available network resources continue to decrease, which can-
notmeetmoreURneeds. Our algorithm trains the cooperative
allocation of multiple network resources and continuously
optimizes the resource allocation strategy. Therefore, our
algorithm has a high UR success rate.

Based on the analysis of the above experimental results, our
algorithm has good performance in terms of revenue and UR
success rate and can provide multi-objective edge network
resource allocation with excellent performance.

VI. CONCLUSION
Edge computing makes it more convenient for smart grids
to provide services to users. In this paper, we propose a
DRL-based edge computing network-assisted smart grid net-
work resource allocation algorithm to achievemulti-objective
optimization based on user QoS requirements. We use the
DRL approach to extract the feature attributes of the underly-
ing network to construct a policy network to train the model,
which can be more adaptable to the dynamically changing
resource environment of the smart grid. The experimental
results show that our proposed algorithm has excellent perfor-
mance in terms of long-term average revenue and UR success
rate.

In future work, we will extract more network features and
build a more realistic training environment to enhance the
capability of the DRL agent. Meanwhile, we will work on
increasing the number of layers of the policy network to
improve the learning ability of the DRL agent. In addition,
we will investigate how to automatically predict and classify
the QoS requirements of users.
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