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Abstract—Data as a Service (DaaS) offers an effective provisioning model able to exploit the advantages of cloud computing in terms

of accessibility and scalability when data providers need to make their data available to different data consumers. Nevertheless, in

settings where data are generated at the edge and they need to be propagated (e.g., Industry 4.0, Smart Cities), DaaS model suffers of

some limitations: data transfer from the edge to the cloud – and viceversa – could require a significant time and privacy issues could

hamper the possibility to move the data. Goal of this article is to propose a DaaS model based on the Fog Computing paradigm, which

combines the advantages of both cloud and edge computing. The proposed solution implements an adaptive multi-agent system where

each agent autonomously manages the placement of data in the most convenient location considering the quality of service

requirements of the user that it is serving. To guarantee the collaboration of the agents without imposing a centralized control, a

reinforcement learning algorithm will be enacted to balance between the local optimum for the single data consumers and the

satisfaction of the global requirements of all consumers.

Index Terms—Fog computing, adaptive information systems, distributed decision system, data management, Data as a Service

Ç

1 INTRODUCTION

ADATA as a Service (DaaS) provisioning model combines
data management functions with the advantages of

cloud computing especially in terms of accessibility, scalabil-
ity, and capabilities. Instead of taking care of the whole data
management life cycle, data providers can leave to the DaaS
the burden of optimizing the storage even when the amount
of data becomes significant, making the data accessible
regardless of the location, and enacting redundancy policies
to minimize security risks. As in many scenarios data are
usually generated at the edge of the network (e.g., Industry
4.0, Smart Cities), the ability to manage the data according to
the DaaS model poses new challenges: the movement from
the edge to the cloud of massive data could require a long
time which also delays the data processing, privacy policies
could affect the possibility to move to the cloud sensitive
data if the destination is outside the country borders, storage
technologies adopted on the cloud could require complex
data transformationwhich results in significant overhead.

To deal with these challenges, Fog Computing is emerg-
ing as a paradigm able to extend the Cloud Computing
towards the edge of the network. In this way, the main char-
acteristics of the Cloud, i.e, on-demand self-service, broad
network access, resource pooling, rapid elasticity, and mea-
sured service [23], are offered considering resources distrib-
uted along the whole continuum including managed data
centers, on premises infrastructures, as well as networking

facilities [12]. One of the main advantages of adopting such
a paradigm relies on the possibility to balance between the
high availability and scalability of resources offered by the
cloud and the reduced latency when accessing to the resour-
ces on the edge. From a data perspective, data and applica-
tions should be managed to place the application closer to
where the interested data is generated.

The problem of adopting the Fog Computing paradigm
when it comes to the DaaS context [5] relies on the discrep-
ancy between a full knowledge about the data and a limited
knowledge about the application which will process those
data. Data providers expose the data without any prior
knowledge of the type of analysis that the different data
consumers will perform through a set of custom applica-
tions1. Some applications run on the cloud, some other
applications are required to run on the edge. Some applica-
tions could migrate to a place closer to the data, some others
could be constrained in a given environment so that data
are the element that must migrate.

This paper proposes a novel approach to DaaS in a fog
environment where the placement of data is not driven by
pre-defined data provisioning models set by the data pro-
vider, but by the specific, customizable, and sometimes con-
flicting requirements of the data consumers. Goal of this
paper is to propose an approach able to intertwine compu-
tation and storage resources in a fog environment and to
react in case the consumers’ requirements are not satisfied
taking into account the needs of a dynamic set of consumers
where actors can join and leave, and their needs could
change over time. More specifically, the main contributions
of the paper are:

� The authors are with DEIB Department, Politecnico di Milano, 20133 Milan,
Italy. E-mail: giulia.mangiaracina@mail.polimi.it, {pierluigi.plebani, mattia.
salnitri, monica.vitali}@polimi.it.

Manuscript received 5 November 2021; revised 2 November 2022; accepted 4
November 2022. Date of publication 9 November 2022; date of current version
6 September 2023.
(Corresponding author: Mattia Salnitri.)
Recommended for acceptance by S. Guo.
Digital Object Identifier no. 10.1109/TCC.2022.3220811

1. Security and privacy implications concerning the data access are
not directly considered in this paper, albeit meaningful, because protec-
tion mechanisms can be added to the proposed solution without affect-
ing the relevance of the results.
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� The definition of a framework enabling the adoption
of Fog Computing to provide efficient data access
through the DaaS provisioning model based on a bal-
anced distribution of data storage and data process-
ing capabilities between cloud and edge resources.

� A reactive system based on reinforcement learning
that is able to adapt when data are placed on the fog
environment. The adaptation is required whenever
the data consumers’ requirements are not satisfied
due to a change in the consumers population or the
network influence.

� A container-based platform implementing the pro-
posed system used to demonstrate the feasibility of
the solution and the convergence of the proposed
algorithm.

The rest of the paper is organized as follows. Section 2
introduces the motivation of the proposed work, defining the
application context. Section 3 introduces the main components
of the proposed Data as a Service approach. Section 4 formal-
izes the main concepts on which the framework is built, while
Section 5 defines in details the distributed decision system. A
validation of the approach is reported in Section 6. Finally, a
review of the related work is provided in Section 7 and conclu-
sions are given in Section 8.

2 MOTIVATING SCENARIO

The recent pandemic has demonstrated the importance of
data sharing among organizations. For example, hospitals
need to efficiently track who goes to the emergency room,
what symptoms they have, how many people have been
hospitalized, and how many sent home. These data are
required by decision makers, which could belong to exter-
nal organizations (e.g., governments), that need to have
access to fine-grained data about the numbers of contagions
and hospitalization, and the severity of the patients.
Another class of interested users are medical researchers
that need to have additional information about the vital
signs of the patients and their symptoms before and after
applying some treatments. On this basis, to adopt the so-
called evidence based medicine [33], the more organizations
are involved, the more data are produced and the more
analysis can be done. From a technical perspective, whether
they produce or consume clinical data, organizations can be
placed in different areas of different countries and managed
data could have different formats (e.g., structured data-
bases, files, images) and could be differently updated (e.g.,
hourly, daily, weekly).

In this scenario, the adoption of a DaaS provisioning
model can be beneficial for both data providers and con-
sumers. In particular, as shown in Fig. 1, we consider an
Italian hospital named IT-H (black pinpoint) as a data pro-
vider whose data are requested by many consumers (white
pinpoints) located in different research centers around the
world: i.e., ARG-R, AU-R, CN-R, EU-R, US-R.

A typical solution could imply the usage of a cloud plat-
form, for instance based in a European Region (see black
data center icon), where the data are transferred once they
are generated and where DaaS is running to offer an access
to these data from the other locations. In fact, cloud storage
is theoretically unlimited and the needed storage capacity is

available on-demand. This ensures the accessibility of the
data stored on the cloud by every organization that has an
internet connection. In this way, supporting the evidence-
based medicine approach, IT-H allows a potential unlimited
set of other hospitals and organizations around the world to
query the offered data. As the query requires some compu-
tation, IT-H could also buy cloud computational resources,
which can be easily scaled according to the workload, sup-
porting the DaaS with the needed infrastructure to effi-
ciently analyse the data.

Albeit relying on a cloud platform can be efficient in
terms of maintainability, scalability, and cost-reduction
with respect to a solution in which data are stored on the
premises of IT-H, there are some drawbacks mainly related
to the effects of the latency [32] that a researcher (i.e., ARG-
R, AU-R, CN-R, EU-R, US-R) may experience when access-
ing to the exposed data. The effect of latency depends on a
combination of two main aspects:2:

� Cloud-to-Edge traffic between cloud sites where the
DaaS is running and (i) the on-premise resources of
IT-H which populate the DaaS (link from IT-H and
Europe-Region), (ii) the resources used by EU-
R connected to the same cloud provider (link from
Europe-Region and EU node), and (iii) the resources
used by a researcher connected to another cloud pro-
vider (e.g., link from CN-R and AU-R nodes with the
Far-East region). Here the latency depends on the
technology used to store the data (e.g., having data
on SSD or HDD could reduce the latency of a couple
of order of magnitude) and the characteristics of the
network link (e.g., FTTH rather than FTTC) to the
respective cloud provider.

� Cloud-to-Cloud network latency affecting the traffic
between cloud sites. Concerning this aspect, if both
the data centers are managed by the same cloud pro-
vider the latency is usually lower thanwhen data cen-
ters are managed by different cloud providers [37].

It is possible to assume that performances can increase if
data are processed closer to where they are stored [30].While
the effects of the latency can be controlled when all the
resources are managed by the same authority, the scenario
becomes more complex when considering a DaaS context.
According to the service oriented architecture principles, a

Fig. 1. A DaaS for sharing COVID-19 related data.

2. For the sake of completeness, when it comes to latency in data
centers, the literature also consider the so-called East-West traffic, i.e.,
the data movement between resources belonging to the same data cen-
ter. As this case considers the internal organization of a single node, it
is out our scope of investigation.
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data provider designs the service with a limited knowledge
about the data consumers. As a consequence, from a data
provider perspective, data latency can be reduced by select-
ing a cloud provider with resources closer to the IT-
H premises and ensuring a good backbone infrastructure
with the other regions managed around the world (to miti-
gate the latency of Cloud-to-Cloud traffic). Nevertheless, the
effect of selecting a cloud provider able to mitigate the
latency from the provider’s perspective can be vanished by
the infrastructure at the consumer side which could have
outdated on-premise resources or rely on a cloud provider
which does not have good performances when communicat-
ingwith the provider’s one.

While in some scenarios solutions based on Content
Delivery Networks (CDNs) [27] can mitigate the effects of
the latency, the amount of data, the different types of
requirements, and the different computation which can be
performed by the users require a high degree of flexibility
that typical approaches are not able to support. In fact, in
addition to the just mentioned infrastructural aspects, appli-
cation-related aspects need to be taken into account when
considering a DaaS. A DaaS exposes a set of methods which
are not specifically designed for a given user but, rather, for
a class of users. This means that each user, according to his/
her needs, is more interested on some methods rather than
other. Thus, the data to be delivered depends on the final
user so that data distribution to the edge of the network
needs to be user-specific and could change during the time.
Moreover, latency becomes one of the requirements and it
must be balanced with other aspects such as the quality of
the data exposed and the availability of the nodes where the
data are published.

In this context, Fog computing offers a paradigm exploit-
ing all the resources available on the cloud and on the edge
at both the provider and consumer side. Applied to our
DaaS scenario and based on the location in which the final
users want to perform the analysis of the data exposed by
the DaaS, the main challenge is to find the right data distri-
bution that can satisfy the different needs of all the final
users, both in terms of performance and data quality.

3 FOG ENABLED DAAS FRAMEWORK

To achieve the aforementioned objectives, in this paper we
aim to improve the data management in a DaaS environ-
ment by exploiting the Fog Computing paradigm. The
adopted paradigm allows to balance between the advan-
tages offered by an on-premise infrastructure (e.g., in term
of latency) and the advantages offered by a cloud deploy-
ment (e.g., in terms of scalability and availability). The envi-
ronment will adapt by deciding if and where to move or
(partially) copy data among the fog resources to which the
data consumers are connected.

Fig. 2 shows the logical view of the proposed framework.
The data provider is in charge of offering a data set that will
be processed by the applications at the consumers’ side3. In
the middle between the data provider and the data

consumers, the proposed framework, that implements an
innovative DaaS, can leverage fog resources that may be
owned by the provider or consumers and that may be
located on their premises or rented on some cloud sites.

Depending on the configuration, the DaaS can rely on
one or more fog resources where Data Manager Nodes
(DMNs) and Data Access Agents (DAAs) will be deployed
to enable the proposed approach. To this aim, we assume
that the DaaS offers a configuration function which allows
the provider and the consumers to specify the fog resources
they made available4. As DMNs and DAAs are container-
based modules, their deployment only requires the pres-
ence of a container runtime (e.g., containerd or dockerd) in
the available fog resources.

3.1 Data Manager Node

The DMN is the component which hosts a full or partial rep-
lica of the data set offered by the cloud provider. The DaaS
environment could have one or more DMNs. We assume
that in the initial setting, a single DMN is present, then
depending on the location of the data consumers, additional
DMNs could be deployed in fog resources which locations
are the more convenient to satisfy the consumers’ require-
ments. Similarly, when the number of data consumers
decreases, the numer of DMN could be requested to
decrease accordingly. Having each DMN a replica of the
provider’s data set, such replicas are kept aligned exploiting
the facilities offered by the data source technology. Thus, we
assume that the adopted data source technology to host the
data set supports this feature. While a full replica manage-
ment is supported by many DBMS (e.g., MySQL, Mon-
goDB), the management of partial replicas could require
specific middleware (e.g., SymmetricDS) or dedicated
solutions [6].

Fig. 2. Logical view of the proposed framework.

3. It is worth noticing that in this paper it is not relevant what a con-
sumer does with the data set. For this reason, all the discussion con-
cerns how to improve the access to those data and to respect the
requirements which could be customized by all the consumers.

4. Albeit this resource sharing requires a proper credential and isola-
tion management to avoid improper data leak or resource misuse by
the DaaS, the analysis of this aspect is out of the scope of this paper.
Anyway, solutions based on containers are good candidate to address
all these aspects.
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Internally, a DMN is composed of a Data access interface
(e.g., REST API), which hides the technological aspects
about the data set with a service layer offering to the data
consumers a standard interface as typically done in DaaS
settings. The DMN is completed with a Node management
interface which offers to the DAAs – as discussed in the next
paragaph – a set of functions to redeploy a DMN on a differ-
ent fog resource or to duplicate the DMN in another fog
resource. The actual implementation of these functions are
provided by the Data transfer module which creates a new
DMN and manages the data copy or movement from the
old DMN to the new one.

3.2 Data Access Agent

A DAA exists for each consumer and it is placed between
the application which needs the data set and the assigned
DMN, a.k.a. reference DMN. As at least one DMN is created
in the initial setting, all the DAA will have that as reference
DMN. Based on the evolution of the system, which is gov-
erned by the approach defined in this paper, the number of
DMN could increase (or decrease) and the reference DMN
for the DAA could be changed. In this paper, we are not
going to discuss in details how the match between a DAA
and a DMN is performed and how the DAA is deployed.
More details on this can be found in [29]. Generally speak-
ing, each DAA is connected to one DMN and a DMN can be
shared among different DAAs (e.g., as shown in Fig. 2
where the applications of two consumers share the same
DMN). The DAA is configured with the specific requirements
of a data consumer concerning the performance of the data
flow which could include, for instance, constraints on
latency, minimum availability, amount of free memory. In
case the consumer is not interested in the whole data set
offered by the data provider, the requirements also specify
which is the relevant subset of data to drive the creation of
partial replicas among different DMNs. Based on these
requirements, the Monitoring module inspects the data flow
to detect possible violations and to decide, in case of viola-
tion, whether to enact an adaptation action based on evalua-
tion done by the Decision System module. These actions aim
to improve the consumer experience when accessing to the
data set managed by the connected DMN and they are:

� Data Duplication: the DAA asks the connected DMN
to create a copy of itself in another fog resource
available to the DaaS and to place there a replica of

the stored data set. An example of the first adapta-
tion action is shown in Fig. 3a where the DAA, cur-
rently connected to a DMN deployed in a fog
resource controller by the data provider, decides,
based on the monitored performance, to create a
new DMN in a fog node located under the realm of
the data consumer to which the DAA refers. This
could be the case of a researcher located in the US
West coast, i.e., US-R that has some resources on
the cloud (on a site in the US East coast) and wants
to massively access to the data offered by the IT-
H which is located in Europe. To achieve this goal,
three main steps are required: (1) the decision sys-
tem module informs the node to which it is cur-
rently connected about the need to create a replica
along with the endpoint and the credential to access
to the facilities where to deploy the new replica; (2)
the data transfer module creates the new node and
the replica of the data set by leveraging on the func-
tions offered by the data source technology; (3) the
traffic initially directed to the node deployed at the
provider side is re-routed to the new node exploit-
ing, for instance, the URL redirection supported by
the HTTP protocol.

� Data Movement: the DAA asks the DMN to move
itself, and the data it manages, to another fog
resource available to the DaaS. For instance, consid-
ering the configuration shown in Fig. 3b where two
applications of US-R, located in the West Coast, are
connected to the same node which is in a cloud site
located in the East Coast. Assuming that the distance
between the application and where the data are
stored affects the performance of the second applica-
tion, the related DAA decides to move the connected
DMN to the fog resources made available on the
premises of the US-R. To achieve this goal, the same
steps composing the node duplication are executed
considering that the URL redirection in the third
step is applied to all the connections to the node that
has been moved.

� Change Reference Copy: a DAA decides to change the
reference DMN without changing any of the existing
nodes. In this case, assuming that more than one
DMN exists, the DAA selects the most convenient
DMN and operates an URL redirection to call the
selected one.

Fig. 3. Reconfiguration in case of node duplication (a) and movement (b).
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A fourth adaptation action called null is also considered.
This applies when a violation of the user’s requirements is
detected, but the DAA’s decision system doesn’t take any
action since none of the available ones is considered
beneficial.

At this stage, we assume that an adaptation action can be
enacted before or after the completion of the data transfer.
This is particularly relevant in case of a massive data trans-
fer which cannot be interrupted to change, for instance, the
location of the data set currently accessed.

3.3 Motivations for a Distributed Approach

These adaptation actions, whose technical details are dis-
cussed in Section 4, allow our framework to implement a
dynamic DaaS. From a logical view, the DaaS remains
under the control of the data provider as it is in charge of
creating the first DMN and of defining the policies to
move/duplicate the node in other locations. At the same
time, the ability of the DMN to move or to duplicate itself
and the ability of the DAA to decide where to place the data
set enable the definition of an adaptive DaaS able to re-con-
figure itself based on the requirements expressed by the
consumers and the available fog resources. The core of the
framework concerns a distributed decision approach where
the DMN has the capability to move or duplicate the offered
data set, while the decision about the adaptation action to
enact is locally made by a DAA placed at the consumer side.

The proposed approach is therefore based on a two-level
decision-making process: (i) a local decision, taking into
account the interests of the single data consumer (captured
by the related DAA), and (ii) a global decision that involves
also the other consumers sharing the same DMN. The crea-
tion of a mechanism which is able to integrate and balance
these two components is necessary to improve the outcome
and performance of the method and to take into account the
side effects that a decision generated by an agent might
have on others. The solution is based on two main pillars:

� the fully automated selection of an adaptation action
according to the metrics status and to the impact that
the action produces on the single user requirements
(internal impacts);

� a distributed coordination mechanism, based on an
external feedback, which allows to indirectly take into
account the requirements of other actors in the action
selection process.

The proposed solution is based on decentralized control
and distributed monitoring exploiting fog resources. The
approach offers several advantages [28]:

� Fault-tolerance: if any decision-maker fails, others are
not affected. This avoids the dependence on any sin-
gle point of failure.

� Performance: the parallelis m derived from multiple
decision-making nodes can increase the throughput
of the system, avoiding bottlenecks. Moreover, hav-
ing decision-makers located close to where their
decisions are needed increases responsiveness.

� Scalability: since the system is already designed to
support multiple decision-making nodes, the addi-
tion of more entities does not require a significant

change. Furthermore, the complexity of storing and
managing monitoring data is distributed among the
different nodes instead of requiring a significant set
of centralized resources.

As opposed to a centralized decision approach, a distrib-
uted decision system has not complete observability of the
global state, due to the fact that the state information is dis-
tributed among the various nodes (state-information uncer-
tainty problem). This limitation might introduce sub-optimal
decisions, negatively affecting other agents in the environ-
ment. For instance, as in case of Fig. 3b, the decision made
by the DAA of the second application to move the DMN
could have an impact to the first application. Yet, deciding
to have duplicated data in all the nodes could be (i) infeasi-
ble in case the nodes are not properly equipped with
enough storage resources, (ii) detrimental in term of per-
formances because copying the data could require a signifi-
cant amount of time.

To mediate between the lack of observability of the
adopted decentralized solution and the ability to find an
equilibrium able to satisfy the requirements of all the data
consumers, the decision system is based on a reinforcement
learning algorithm.

4 FRAMEWORK FORMALIZATION

To properly define the envisioned DaaS environment, a
more formal definition of the proposed framework follows.

Fog Resources. The fog environment on which the DaaS is
built, is composed by a set of resources which can be made
available by the data provider or data consumer. Without
considering all the technical details related to the way in
which the resource can be accessed and managed, which
are not relevant to present the overall approach, given R
the set of fog resources, a fog resource r 2 R is defined as:

r ¼ hurl; owner; credentials; resourcesi (1)

where url uniquely identifies the resources on the network,
owner specifies who makes the resource available (e.g., IT-
H, US-R, ARG-R), credentials specifies how to access to the
resource in order to create the DMN, and resources is
related to the information about the amount of resources in
terms, for instance, of CPUs, memory, storage, which can be
used in that node.

Requirements. The requirements expressed by a data con-
sumer are assessed through a set of metrics that are used to
configure the monitoring module of the related DAA. We
defineM as the set containing themetrics, e.g., “availability”
and “response time”.

Definition 1. We define the function mi : m; t! R as a func-
tion provided by the monitoring module of a DAA returning
the value of a metricm 2 M at time t.

On this basis, we can define a requirement rq as:

rq ¼< m; v; p > (2)

where m 2 M is a metric; v 2 R is a reference value for the
metric; p is a predicate used to compare a measured value
of a metric m 2 M at time t with the desired one. p is
defined as pðmiðm; tÞ; vÞ 2 ½true; false� and returns true if
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the requirements are satisfied. We can also define the set of
requirements defined for a data consumer asRQ.

Data Set. Given the data set made available by the data
provider, as discussed, many replicas can be managed by
the DaaS environment through the DMNs. Thus, each
DMN is in charge of managing a specific copy (complete or
partial) of a data set. For the sake of clarity, we now con-
sider a DMN in a more abstract way, as a combination of an
accessible data set and the fog resource in which the data
set is stored.

Let DMN be the set of DMNs in the DaaS, a dmn 2
DMN is defined as

dmn ¼ hURL; ri (3)

where URL is the access point through which the DMN can
be accessed (i.e., the data access interface) and r is the
resource in the Fog infrastructure where the DMN is cur-
rently deployed. As the Data Movement adaptation action
has the ability to change the resource in which the DMN is
located, the value of r can change during the time. The
information about the available data sets and their derived
DMNs is saved in a shared Data Source Knowledge Base, bet-
ter described in Section 5.3.

Multi-Agent System. The core of the approach is repre-
sented by a Multi-Agent System (MAS) composed of the
several DAAs which are in charge of satisfying the data con-
sumers’ requirements through the selection and enactment
of the supported adaptation actions.

As done for the DMN, to better define the proposed
approach, a more abstract definition of the DAA is pro-
posed in this formalization. More specifically, given DAA
the set of DAAs existing in the DaaS environment, a daa 2
DAA is defined as:

daa ¼ hURL; r; fhRQ; dmnigi (4)

where URL uniquely identifies the DAA and r represents
the fog resource in which the daa is deployed5. Finally, as a
data consumer could access from the same application
more than one data sets, a set of pairs hRQ; dmni specifies
the connected DMNs through which is possible to access to
the data sets and, for each of them, the requirements. For
the sake of simplicity, we hereafter consider only a scenario
in which a DAA access to a single data set, i.e., it is con-
nected to a single DMN. Nevertheless, the proposed solu-
tion does not loose generality as this simplification only
reduce the number of requirements, and not the structure of
the decision system at the core of the DAA.

At the same time, more than one DAA can share the
same DMN with different requirements and from different
locations. Therefore, each modification to a DMN poten-
tially affects all DAAs linked to it. To better formalize this
concept we introduce the definition of neighborhood and
neighbors:

Definition 2. Given a dmn 2 DMN , the neighborhood of
dmn is defined as the set of DAAs accessing the same DMN.
We call neighbors the set of DAAs belonging to the neighbor-
hood of dmn.

Fig. 4 shows an example of a scenario in which two data
sets are made available through the DaaS, each of them
with three DMNs. In the example, three neighborhoods
exist: a first neighborhood is composed of DAA 1 and DAA
2, linked to DMN 1, a second one includes only DAA 3,
accessing to DMN 3. The last neighborhood includes DAA
4, DAA 5, and DAA 6, accessing to DMN 5. A DAA may
belong to multiple neighborhoods if it uses multiple data
sets.

Adaptation Actions. An adaptation action a 2 A is defined
as:

a ¼< type; params; tp > (5)

where type 2 ActionT ype ¼ fDM;DD;CR;NULLg denotes
the type of the action (DM = Data Movement, DD = Data
Duplication, CR = Change Reference Copy); params
depends on the action: i.e., if type ¼ DMjDD then params ¼
fdmns; rtg; if type ¼ CR then params ¼ fdmns; dmntg; if
type ¼ NULL then params ¼ ; . These parameters are:

� dmns 2 DMN is the DMN which has to be moved,
duplicated, or no longer referenced by a DAA.

� dmnt 2 DMN is the already existing DMN which
has to be referenced by a DAA.

� rt 2 R is the fog resources where a new DMN is
deployed.

The propagation time tp represents the time required to
apply the action and observe its effects. We can reasonably
assume that different adaptation actions have different
propagation times. For instance, the execution time of a
data movement or data duplication action is affected by the
network latency and the size of the data set considered. Esti-
mating tp is not trivial. However, at execution, its value can
be obtained from activity logs keeping track of the action
enactment (e.g., when the new copy of a data set is up and
running in the execution environment). In the action defini-
tion, the value indicated for tp is the average of the propaga-
tion time observed from the action logs. In addition to the
considered aspects, the model could be extended also con-
sidering the cost of the action that depends on the execution
time of the action and its storage cost (i.e., the cost for allo-
cating storage resources for the new location of the data
set). For the sake of simplicity, the cost is not currently
included in the proposed model and it will be considered in
future work.

Being daa the DAA enacting the adaptation action,
Table 1 summarizes the effects of the enactment of these
adaptation actions to the state of the overall system where
the function createDMN corresponds to the deployment of
a new DMN in the resource rt.

Fig. 4. Example of neighborhoods.

5. Assuming that the data consumer is not nomadic, the resource in
which the DAA is initially deployed is fixed during the time.
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While a Data Movement action maintains a single copy of a
data set in the new location, aDataDuplication actionmaintains
both the original copy and the new generated copy at the same
time. Duplication has some advantages and disadvantages
when compared to movement. The main advantage is that a
duplication action does not have a direct effect on the original
data set: thus, the neighbours of that data set are not affected
since they can keep accessing the data set from its original loca-
tion. However, maintaining several copies of the same data set
in different locations increases the costs of storage (more storage
resources are needed) and the cost of management (the several
copies have to be kept consistent). Additionally, all the possible
adaptation actions can be subject to transformations when data
is moved or duplicated from a storage node to another. Trans-
formations consist in the manipulation of the content of a data
set. Examples of transformations are anonymization, encryp-
tion, and aggregation. For the sake of simplicity and without
affecting the generality of the approach, transformations will
not be considered in the rest of this paper.

It is also important to note that:

� In a realistic environment not all the actions are always
applicable, according to the context. For example, some
data movement actions might be limited or forbidden
among sites due to privacy constraints imposed by the
data provider. Without loss of generality, we assume
that all adaptation actions are available. The definition
of constraints on adaptation actions that may be speci-
fied by the data provider at deployment time have been
discussed in [31] and are out of scope of this paper.

� Some of the actions could be unavailable at run-time
depending on the resources status, for example due
to lack of disk space to host data. The availability of
the actions is evaluated at run-time.

� A system that includes replicas also requires a mech-
anism for selecting and locating them [19]. A search
of the existing copies is thus needed to prevent
unnecessary movement and copy actions, saving
time and costs. We can assume that the information
about the position of the existing copies in the envi-
ronment is available and shared among the DAAs.

� The duplication action DD could take into consider-
ation which parts of the the data set are relevant for the
user, in order to perform partial duplication. Similarly to
a common replication placement strategy used in Data
Grid Systems and Content Delivery Networks (CDNs),
the selection of the portion of the data set to copymight
depend on the actual usage of the data set in terms of
access frequency or data utility for the user. In the case
of partial copy, the new copy will be useful only for the
user who created it and for its neighbors using the same
subset of the data. In thiswork,without loosing general-
ity,we are not considering partial duplication.

Event.An event e 2 E represents the enactment of an
action and it is defined as:

e ¼< a; t > (6)

where a 2 A is the performed action, and t is the time of
enactment of the adaptation action.

5 DISTRIBUTED DECISION SYSTEM FOR DAAS

This section describes the decision process in its two phases:
the local decision and the global decision. In fact, each DAA is
in charge of satisfying the requirements for a single data con-
sumer, theDecision Systemmodule of theDAA is responsible
of this task. It needs to map the effect of each action on the
metrics used to assess the requirements to be able to select a
proper action when requirements violations occur. This
aspect will be discussed in Section 5.2. However, the selected
action could modify the state of the overall system, therefore,
it could affect also the neighborhood of the DMN interested
by the adaptation action. Thus, DAAs integrate in their mod-
els those collateral effects, by considering feedback produced
by other DAAs. This issue will be discussed in Section 5.3.
Both phases need to include an adaptation mechanism in
order to dynamically adapt to the modifications of the envi-
ronment. In fact, both the effects of an action for a single agent
and for its neighborsmight change during time.

5.1 Notation

Before going into the details of the decision system, Table 2
summarizes the adopted notation, connected to the formal-
ization discussed in the previous section. Moreover, Table 3
describes the set of parameters used in our distributed deci-
sion system approach.

5.2 Local Adaptation

This section proposes an adaptivemechanism tomake aDAA
able to keep the user’s requirements satisfied. As described in
previous sections, an agent is composed of amonitoringmod-
ule and a decision system module: the former is in charge of
monitoring the current status of the user’s requirements
through a set of metrics, while the latter is in charge of ensur-
ing their satisfaction by enacting an adaptation action.

As an adaptation action modifies the state of the environ-
ment in which each agent operates, its enactment affects the
requirements satisfaction and could have a different mea-
surable effect over different metrics. To select the proper
adaptation action, each DAA keeps an internal knowledge
of the expected impacts of each actions on the set of metrics
M on which the data consumer has expressed its

TABLE 1
Effects on the System When Enacting the Supported

Adaptation Actions
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requirements RQ (see Definition 1). This knowledge is rep-
resented in an impact matrix defined as follows.

Impact Matrix. An impact matrix IM describes the overall
impacts of all the actions types on all the metrics for a given
DAA, i.e.,:

IM ¼

ia1;m1
; . . . ; ia1;mk

..

.

ial;m1
; . . . ; ial;mk

0
BB@

1
CCA (7)

where l ¼ jAj and k ¼ jMj are, namely, the cardinality of
the adaptation actions set and the metric set.

Impact. A generic element ia;m 2 R : �1 � i � 1 of the IM
predicts the impact in case of the enactment of an adapation
action a on metric mn monitored by the DAA. Positive

values of ia;m indicate positive effects of action a on metric
m, while negative values indicate negative effects. The
nearer ia;m is to 1, the higher is the positive effect, the nearer
ia;m is to �1, the higher is the negative effect.

A critical aspect is related to the quantification of each
ia;m. This information could be provided at design time by
experts. However, it is very difficult, if not impossible, to
know in advance all the impacts of an action, thus the val-
ues of the IM. Moreover, in a dynamic environment where
nodes can join and leave the network frequently, and
changes in the environment caused by variations of latency
and bandwidth due to network congestion can occur, the
information about the impacts can become obsolete quickly.
The impact of an action over the metrics can change over
time and this value has to be kept updated, so that the

TABLE 2
Notation Table

Notation Description

dmn 2 DMN a data management node and the respective set of all data management nodes

daa 2 DAA a data access agent and the respective set of all data access agents

r 2 R a storage resource in the fog environment and the set of resources

m 2M a metric and the respective set of all metrics

k ¼ jMj the cardinality of the set of all metrics

mi : m; t! R the value of a metricm at time t

v 2 R the quantitative value associated with a metric

p the predicate expressed in a requirement associated with a metric value

rq 2 RQ a requirement of the consumer and the respective set of all requirements of the data consumer

S � RQ the set of satisfied requirements for a data consumer

NS � RQ the set of unsatisfied requirements for a data consumer

a 2 A an adaptation action and the respective set of all the adaptation actions

l ¼ jAj the cardinality of the set of all the adaptation actions

tp 2 Rþ the propagation time of an action

e 2 E an event and the respective set of events

ia;m 2 ½�1; 1� the impact of an action a on a metricm

IM the matrix of the impacts of all the actions in A on all the metrics inM
l scoreðaÞ 2 ½0; 1� a local score associated with the enactment of an action a 2 A based on the impact matrix IM

f a feedback received after the observation of an event e performing an action a 2 A
fval 2 ½0; 1� a quantitative value associated with a feedback

g fe 2 ½0; 1� the global feedback associated with an event e performing an action a 2 A
g scoreðaÞ 2 ½0; 1� a global score associated with the enactment of an action a 2 A based on the global feedback g fe

TABLE 3
Parameters Table

Parameter Description

TW 2 Rþ a time window of validity of an event

a 2 ½0; 1� weight of the most recent impact observed in updating the impact value

b 2 ½0; 1� weight of the most recent feedback received in updating the feedback value

v 2 ½0; 1� weight of negative impact on satisfied requirements in the action selection process

g 2 ½0; 1� weight of the penalty due to negative feedback in the action selection process

r 2 ½0; 1� stepness of the qualitative functionQðxÞ
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system adapts its behavior to the current situation. Addi-
tionally, noise in the environment might affect the quality of
the impact observed by enacting an action and the effect of
noise has to be limited.

Thus, we opt to assess impacts at run-time, from the obser-
vation of the status of metrics before and after the enactment
of an adaptation action, whenever an event is registered. We
estimate the impact using a reinforcement learning approach,
in which the impact associatedwith an action is a cumulative
estimate of past and recent values [18]. According to this
approach, whenever an action is enacted, it receives a reward
that has to be integrated with the previously recorded
rewards. We thus need to define an update rule for the value
of impact, taking into consideration dynamism and noise:

i0a;m :
ð1� aÞ ia;m þ a Qð~ðe;mÞÞ if m increasing

ð1� aÞ ia;m � a Qð~ðe;mÞÞ if m decreasing

�
(8)

where:

� a 2 ½0; 1� is the adaptation rate, that is the factor that
decides how much emphasis give to the historical
values and to the last reward;

� ia;m is the previously computed value of the impact
of action a on metric m (we can assume that ia;m ¼ 0
at time zero);

� Qð~ðe;mÞÞ is the observed impact (reward) com-
puted for the event e on the metric m with e:a ¼ a.
Depending on the nature of the metric, i.e., decreas-
ing or increasing, the reward positively or negatively
affects the impact. For instance, in case of through-
put the goal is to increase the value, while in case of
response time, the goal is the opposite.

The value of a should be set according to the characteris-
tics of the execution environment. High values of a

increases the ability of the model to adapt to changes in the
environment, giving more importance to the last reward.
However, in this case the model will be more sensitive to
the noise (e.g., wrong reward due to side effects of other
events in the environment). The noise effect is instead
reduced when past executions are considered.

Reward. The reward Qð~ðe;mÞÞ 2 R : �1 � i � 1 for the
event e on the metric m, quantifies the impact of an action
based on the variation of the metric value before and after
the enactment of such an action, i.e.,:

~ðe;mÞ ¼ miðm; e:tþ a:tpÞ �miðm; e:tÞ (9)

where:

� e ¼ ha; ti 2 E is the registered event;
� a ¼ htype; params; tp; ci 2 A is the action enacted

during the event;
� m 2 M is a metric;
� miðm; e:tþ a:tpÞ, defined in Definition 1, is a func-

tion that returns the value of the metric m measured
at time e:tþ a:tpwith e:t the time of enactment of the
action and a:tp its propagation time;

� miðm; e:tÞ returns the value of the metricmmeasured
at time e:twith e:t the time of enactment of the action.

To obtain a normalized value for the variation in the range
½�1;þ1�, the~ðe;mÞ is subject to aQðxÞ qualitative function:

QðxÞ :
�1 x < �r
arctanðx p

2
1
r
Þ �r � x � r

þ1 x > r

8><
>: (10)

Function Q takes values in the desired ½�1;þ1� interval,
reaching its maximum value at the point corresponding to the
parameter r, and its minimum for x ¼ �r. The parameter r

(with r > 0) represents a significant increase (or decrease) of
the consideredmetric. Given the differences among themetrics,
in terms of unit of measurement and wished target thresholds,
this value is chosen for each metric, taking into consideration
minimum, maximum, and variance of the observed values in
the history. The choice of the parameter r allows to state how
fast the minimum (�1) and maximum (þ1) value will be
reached, shaping the steepness of the qualitative functionQ for
each metric. The parameter r can be derived considering the
maximumandminimum thresholds of the analysed themetric.
If there are no upper or lower bounds of the values of the met-
ric, we suggest to consider a broad range in order to include all
possible increases or decreases of themetric values.

5.3 Global Adaptation

Section 5.2 has focused on the local adaptation issue, determin-
ing which is the most effective adaptation action to enact in
case of a violation. As we have discussed, a DMN is shared
between several data consumers with different requirements.
Thus, any modification to the DMN affects not only a single
DAA, but also all its neighbors. It is necessary to enrich the
method considering also the outcomes that an action may
cause on the other involved actors, and define how multiple
agents can interact in order to coordinate their actions.

To enable cooperation between agents in a decentralized
way, we adopted the concept of blackboard proposed in [10].
A blackboard is a repository, accessible by all the parties, in
which common knowledge can be shared among them. In
our framework, the blackboard contains knowledge bases
and event logs shared between the DAAs. The agents can
consult it, and integrate the obtained information with their
own knowledge, in order to improve their decision making.
At the same time, they can enrich the blackboard with new
information helping other agents in performing their tasks.
Even though the blackboard is a centralized component, it
acts only as a repository of limited shared information, thus
not affecting the overall performance of the agents and not
representing a bottleneck in the architecture.

In the proposed framework, the blackboard is composed
of: (i) a Data Source Knowledge Base, (ii) an Event Manager,
and (iii) an Action Score Knowledge Base (Fig. 5).

Fig. 5. Structure of the blackboard.
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TheData Source Knowledge Base is the representation of the
organization of the data provided by the DaaS service. From
this Knowledge Base (KB) it is possible to retrieve the list of
data sets and their characteristics, as well as the existing
DMNs for each data set and the URL through which their
data is accessible. The DAA exploits this KB to get the loca-
tion of a DMN. Additionally, the KB is exploited during the
enactment of adaptation actions: in case of data movement
and data duplication, the KB is consulted to detect if a copy
of the DMN already exists in the selected location and the
information contained in the KB are updated after the action
is performed; in case of the change reference copy action, the
KB is queried to get the list of copies and their URLs.

The Event Manager provides the actual coordination mech-
anism between different agents. The coordination is based on
a Publish-Subscribe pattern [34]. When a DAA performs an
adaptation action, it publishes the event (Eq. (6)) in an event
queue managed by the Event Manager. The event manager
automatically notifies all the neighbors of the DMN involved
by the action. In this way, all the agents are aware of actions
taken by the other agents, that can potentially impact them. If
a violation is observed after the notification, a neighbor replies
to the notification with a negative feedback. The list of feed-
back notifications is collected by the event manager. An event
is active for a limited period of time. When this time expires,
the performed action is not considered responsible any longer
for violations occurred to other neighbors. DAAs interact
with the Event Manager by publishing events and sending
feedback notifications in reply to occurred events.

TheAction Score Knowledge Base collects a global score for the
actions that have been enacted in the shared environment. The
global score is computed starting from the feedback notifica-
tions received by the neighbors after the enactment of an action.
When the active period of an event expires, the action score is
updated using the received feedback and stored in the Action
Score KB. DAAs interact with the Action Score KB by querying
it for the global score assigned to actions they are planning to
enact. They can use this score to predict possible negative out-
comes of their decisions. The interaction between the Black-
board andDAAs for event handling is shown in Fig. 6.

In this paper we opted for an a-posteriori approach (the
feedback is provided after the execution of the action) rather
than an a-priori one (the feedback is provided before the agent
execute the action). This is motivated by the uncertainty of
the considered environment. In an a-priori approach, the
agent would consult its neighbors before the enactment of an
action in order to select an adaptation action able to improve
its own requirements without negatively affecting its

neighbors. Even if theoretically optimal, the neighbors don’t
have enough information to predict accurately the effects
that an action might cause on them. With an a-posteriori
approach, instead, the given opinion will be based on the
direct observation of the real effects caused by the action. The
adoption of this kind of approach has some advantages:

� it reduces the communication costs, since not all the
agents have to communicate when a violation is
detected, but only the interested ones (that in general
constitute a small part of the total) and only in spe-
cific situations;

� the DAA does not need to wait for a response from
other actors before making a decision. The opposite
approach, i.e., wait for external feedback before tak-
ing action, would in fact increase the time required
to restore the user’s requirements.

The effect of an action is limited in time, i.e., other neigh-
bors can observe a negative outcome only during a time
window after its enactment. Thus, events are saved in the
event queue for a limited time period, defined by a Time
Window (TW), during which neighbors can send negative
feedback if violations in their requirements are observed.
During the validity of the time window, an event is consid-
ered active. A boolean function activeðe; tÞ evaluates if an
event e is still active at a specific time t.

As shown in Fig. 5, each event related to an action can be
associated with a set of feedback notifications. A feedback
notification f is a message generated during the active period
of an event e 2 E by the neighbors of the DMN involved in
the adaptation action. A feedback notification is defined as:

f ¼< e; f val; t > (11)

where e 2 E is the event, t is the time of creation of the feed-
back notification, and f val 2 R : 0 � f val � 1 is defined as:

f val ¼ 1� tviolation � e:t

TW
(12)

denotingwith tviolation the time stamp inwhich the requirements
violation is detected.According to Eq. (12), f val is proportional
to the time elapsed between the enactment of the action and the
violation, thus giving more importance to violations detected
nearer to the action enactment, and lower importance to viola-
tions detected nearer to the time window expiration. In this
paper, we aremaking two assumptions about the feedback:

� all violations have the same relevance, we are not
associating the feedback with the severity of the vio-
lation observed. This is due to the fact that evaluat-
ing the severity (how much the metric deviates from
the desired value) changes metric by metric and
might introduce bias in case of data consumers with
very restrictive QoS requirements on some metrics;

� all metrics have the same time window, we are not
considering that different metrics are characterised
by a different time span to observe an impact. This
can be solved by using different time windows for
different metrics. For the sake of simplicity we are
not considering this aspect in this formulation.

Fig. 6. Blackboard and Data Access Agents for event handling.

MANGIARACINA ETAL.: EFFICIENT DATA AS A SERVICE IN FOG COMPUTING: AN ADAPTIVE MULTI-AGENT BASEDAPPROACH 2655



When the Time Window TW expires, a global feedback
g f for the event is computed by aggregating all the feed-
back notifications received as in Eq. (13):

g fe ¼
1

n� 1

X
i2K

f vali (13)

where n is the total number of neighbors of theDAAandK is
the number of notifications received. Thus, the global feed-
back is given by the average value of the feedback received
by the neighbors, also including not participating neighbors,
i.e., neighbors that did not detect any violations, whose esti-
mated feedback is 0.

The new information about the action outcome acquired
by the agent through the global feedback, is a useful piece of
data for all the neighbors. In fact, neighbors share both the
DMN but also (most of) the storage resources in which it can
be moved or copied. Thus, the same action might be selected
in the future by another agent with similar outcomes. Thus,
the feedback value is stored in theAction Score KB.

The global score of an action a, g scoreðaÞ 2 ½0; 1� is an
indicator of the negative feedback assigned to an action a
throughout the history. Every time the action is enacted, the
g scoreðaÞ is updated according to the global feedback.

g scoreðaÞ  ð1� bÞ g scoreðaÞ þ b g fe (14)

where the parameter b 2 ½0; 1� is a weight used to control the
importance given to history or to new observations. In this
way, a continuous and noise-aware improvement approach
is provided. As with the local parameter a, the value
assigned to b should depend on the dynamicity and noise
of the execution environment.

5.4 Action Selection

In Sections 5.2 and 5.3 we have introduced the proposed
method for enabling an adaptive approach for mapping the
local and global effects of actions enactment through rein-
forcement learning.

Starting from the knowledge acquired through the inter-
action with the environment, the Decision System of the
DAA can take independent decisions on which action is bet-
ter to enact in a given context. In this section we illustrate
the methodology for action selection.

Action selection is performed whenever an agent detects
a violation in the requirements. The selected action (Table 1)
should be the one that maximizes the positive impact on the
violated metrics, while minimizing the negative effect on
the satisfied goals, to avoid new violations after the enact-
ment. During the selection process a score is associated
with each action according to the knowledge acquired from
the impact analysis as defined in Eq. (8).

Indicating with S � RQ the set of requirements that are
in a satisfied state, while with NS the set of requirements
that are in a not satisfied state, the Local Score for each action
can be computed as:

l scoreðaÞ ¼ v

P
rq2NS ia;rq:m

jNSj þ ð1� vÞ
P

rq2Sminðia;rq:m; 0Þ
jSj

(15)

where v 2 ½0; 1� is a weight used to balance the two compo-
nents of the equation. The first component takes into consid-
eration the ability of the action a to improve unsatisfied
requirements (rq 2 NS). Through this component, we can
select the action maximizing the likelihood of improving
the current situation. The second component considers neg-
ative effects of the actions (i.e., their likelihood to bring a
satisfied requirement in a violated state). It takes into
account only the negative value of impacts (minðia;rq:m; 0ÞÞ)
on satisfied requirements (rq 2 S). We consider negative
impacts since they might generate a violation.

In Learning Automata theory [26], at each point in time an
action is associated with a probability to be selected paðtÞ
which is proportional to its local score. The higher is the score,
the higher is the probability to select the action. However, the
local score only accounts for the local impact. Thus, we need
to integrate into the selection probability also the global feed-
back released by the neighbors as discussed in Eq. (13). This
can be done introducing a penalty factor g 2 ½0; 1�.

fitaðtÞ ¼ maxð0; l scoreðaÞ � g g scoreðaÞÞ

paðtÞ ¼
fitaðtÞP

aa2A fitaaðtÞ
(16)

where the first equation compute the fitness for each action
a 2 A. With g ¼ 0 only the local score is considered, while
with g � 0 the probability of selecting the action is mitigated
by the negative global score provided by the neighbors in
previous iterations. If the penalty is higher than the local
score, the fitness value is set to 0. In the second equation,
the fitness values are transformed in a probability using fit-
ness proportionate selection [11].

Algorithm 1. Action Selection Algorithm

Input:metrics statesMðtÞ, Impact Matrix IMðtÞ
1: if violated metrics setNS 6¼ ; then
2: filter from A invalid and unavailable actions;
3: generate random rand 2 ½0; 1�
4: if rand � 1� p then
5: Exploration: select a� as a random action from A;
6: else Exploitation:
7: for ai 2 A do
8: compute local score:
9:

l scoreðaiÞ ¼ v	
P

rq2NS iai;rq:m
jNSj þ ð1� vÞ 	

P
rq2S minðiai;rq:m;0Þ

jSj

10: compute probability:
11: fitaiðtÞ ¼ maxð0; l scoreðaiÞ � g g scoreðaiÞÞ
12: pai ðtÞ ¼

fitai ðtÞP
aa2A fitaaðtÞ

13: end for
14: selected action: a� ¼ argmaxiðpaiðtÞÞ
15: end if
16: apply a�;
17: if a� 2 fCR;DDg then
18: unsubscribe from events of old DMN;
19: subscribe to events of new DMN;
20: end if
21: end if

As we operate in a dynamic environment where the impact
and feedback of actions change over time, always selecting the
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action with the highest score could limit an agent’s potential.
While the agent must prefer actions that it has tried in the past
and that it has found effective (exploitation), on the other hand it
must also attempt actions that it has not selected before or that
have not been selected for a long time since their result may
have changed (exploration). In reinforcement learning, finding a
good compromise between these two behaviors is a common
problem, known as the exploration-exploitation dilemma [36]. A
commonly appliedmethod to balance exploration and exploita-
tion is the �-greedy approach [38]: the agent selects at each step
a random action with a small probability p, instead of greedily
selecting the optimal one. The selection is guided by the extrac-
tion of a uniform random number rand. In case of random
action (when rand � 1� p), the probability of choice is the
same for all actions, otherwise the optimal action is selected.

The action selection procedure is summarized in Algo-
rithm 1. When a violation is detected (line 1), the list of valid
actions in the current context is extracted (line 2). Then, if explo-
ration is selected a random action is selected from the list (lines
4-5) otherwise the actionwith the highest score is selected (lines
6-14). The selected action is executed, eventuallymodifying the
subscription to the event manager if change reference or dupli-
cation is executed (lines 15-19). In the proposed algorithm, only
the ability of the action to improve the requirements satisfac-
tion is considered in the selection, through the evaluation of
Eq. (16). A multi-objective approach could be also applied to
take into account also the cost of the action (see Eq. (5)) and the
trade-off between the cost and the fitness.

6 EVALUATION

This evaluation section aims at analysing the ability of the
methodproposed in this paper to adapt to the frequent changes
in a Fog environment and its scalability. These aspects are very
relevant in the considered scenario, where the number of data
consumers and of nodes available to host data can change very
dynamically. Moreover, the number of consumers simulta-
neously accessing to the same data set can be significant.

The first objective considers if and how quickly the pro-
posed distributed decision system brings the Fog comput-
ing environment to a stable environment, in which no
requirement violations are detected. The second objective
considers how the method deals with an increasing com-
plexity in the fog computing environment.

We will first introduce the elements of the simulation envi-
ronment that have been used in the experiments. Then we will
define the set of tests executed andwewill show the results.

6.1 Simulated Fog Infrastructure

In this work, we decided to use a simulated Fog environ-
ment instead of a real one to better control the effect of the
several independent variables playing a role on the perfor-
mance estimation. To simulate the execution of a Fog envi-
ronment we defined the following elements:

� full nodes are resources as defined in Eq. (1) hosting a
single DAA. In the infrastructure we will have a full
node (and consequently a DAA) for each data con-
sumer accessing the data set. A full node is also a
potential location for storing the data, thus it can
host one or several DMNs;

� data nodes are resources as defined in Eq. (1) that can
be provided by the DaaS or the data consumers to
host the data. Thus, a data node might host one or
several DMNs, but not a DAA. In the infrastructure
we will have from 0 to several data nodes;

� a network implemented with Toxiproxy6 to simulate
the variability of the network performance (i.e., the
latency between the nodes of the infrastructure).
Through Toxiproxy we can simulate the proximity
or distance between nodes, thus simulating the topo-
logical features of a fog environment.

For the purposes of this evaluation, a pool of 20 full nodes
(up to 20 concurrent data consumers) and of 10 data nodes
(up to 30 locations for storing the data) have been considered.
Adaptation actions are enacted by DAAs because of viola-
tions of the requirements.

The Fog environment was simulated using the Kernel Vir-
tual Machine (KVM)7 virtual environment. We used 2 KVM
virtualmachines, bothwith 20 cores, 32 GB ormemory and 50
GB or hard disk. More information and the images of the
KVM virtual machines can be found at [22]. On top of the
KVM virtual machines we used Docker8 virtual environment
to simulate the fog network, the full and data nodes. The com-
putation tasks executed by consumers, that used data pro-
vided by the DMNs, was simulated using Apache Spark9. We
used Minio10 to store data sets managed by DMNs, while we
usedMySQL11 to store information shared by the blackboard.

Effort has been put on the reproducibility of the experi-
ment. The repository at [22] contains all the instructions,
data and code to create an environment as described in this
section. Moreover, to facilitate the reproducibility, we made
available the two KVM virtual machines we used to simu-
late the environment and run the experiments. The execu-
tion of the tests is scripted with Bash.

6.2 Metrics and Monitoring

The Fog environment has to monitor a set of metrics that can
be used to asses the QoS provided by the DaaS. Amonitoring
module is part of the DAA and its evaluation is out of scope
of this paper. However, its output is essential to detect the
violations of the data consumer requirements. We, therefore,
partially implemented a monitoring module, only for the
metrics that are subject to high variability, while we simu-
lated othermetrics by associating a static value to each node.

The metrics used for the evaluation are:

� latency: it measures the delays in the communication
between nodes, in our scenario the delay between
the node hosting the DMN and the node hosting the
DAA. This value can be easily retrieved by every
monitoring service activated in an execution envi-
ronment. For testing purposes, in the experiments
latency is simulated using Toxiproxy: for each net-
work connection between two fog nodes, random
values of latency are generated using a normal

6. https://github.com/Shopify/toxiproxy
7. https://www.linux-kvm.org
8. https://www.docker.com
9. https://spark.apache.org
10. https://min.io
11. http://mysql.com
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distribution, whose average and standard deviation
are based on values that we were able to collect by
running some tests on a real distributed execution
environment (see Table 4);

� response time: it measures the time period between
receiving the request for accessing data from the
data consumer of the DaaS and the collection of the
required data from the DMN. It is measured by the
monitoring module;

� execution time: it measures the time used to perform
a computing tasks using the data provided by the
DMN. It is measured by the monitoring module;

� throughput: it measures the number of requests to
access the data served per time unit. It is measured
by the monitoring module;

� availability: it measures the uptime of a node. This is
an intrinsic property of a node, easily retrievable by
every monitoring service. For testing purposes,
availability is statically defined for each node when
the simulation is created, as reported in Table 4;

� data consistency: it measures the matching between the
different copies of a data set. It is a traditional DataQual-
ity metric that can be assessed as in [3]. For testing pur-
poses, in our experimentwe artificially inject a change in
data consistency, which is maximum at the beginning of
the simulation, when only one DMN is available, but
decreases proportionally with the number of DMNs of
the samedata set generatedduring the simulation.

The configuration of a Fog environment is defined as the values
of latency between each pair of nodes, the availability property
of each node, and the number and position of datasets. The val-
ues of other metrics are collected during the simulations. In
particular, we implemented a Spark job to simulate an execu-
tion of an computation task andwemeasured its response time
and execution time. Table 4 shows an example of values for the
initial configuration of a simulation with 3 full nodes and 3
data nodes. Results may be influenced by (not) favourable con-
figurations. To avoid bias, several simulations are executed
using different random configurations, where the values of
latency are generated from ranges that are reasonable in a Fog
environment from our experience and from reports as [2], [35].
Initial configurations used for the tests can be found in [22].

6.3 Requirements Definition and Violation’s
Detection

One of the inputs necessary to test the solution is the set of
requirements of the data consumers, as defined in Eq. (2). In

a simulated environment we don’t have real consumers,
thus we needed to generate synthetic but realistic require-
ments to associate to each DAA. Getting inspiration from the
typical applications using DaaS solutions, we defined two
types of consumer’s application and, consequently, two
types of performance requirements: analytics applications
and interactive applications. For an analytics application,
throughput, availability, and data consistency are usually
more relevant, while for interactive applications latency and
response time are prioritised. We specified the requirements
using the approach defined in [31], with a goal-driven hierar-
chical model. In order to set the thresholds for the relevant
metrics, the generated sets of requirements are tuned to the
simulated network. In fact, setting too strict requirements
would have led to perpetual violations, while setting loose
requirements would not generate any violation.

For the simulation we generated 20 sets of requirements,
one for each DAA. The complete set of requirements can be
found in [22]. Violations are detected by the monitoring
module of the DAA, comparing the requirements with the
simulated metrics.

6.4 Tests Definition

Once all the elements necessary for the simulation of the
proposed approach have been defined, we present how the
tests are performed. Each test is characterised by a prede-
fined number of full and data nodes, a configuration for the
metrics, and an initial data set hosted by a DMN placed in
one of the full nodes. For the sake of simplicity and without
loosing generality, in the experiments a single data set is
considered. In particular, the dataset is a JSON file of 322
MB containing generated information on blood analysis.
The file is stored using Minio and is is accessed with Spark
jobs that process the file. Starting from an initial DMN
linked to the data set made available by the data provider,
several copies might be created during the execution to sat-
isfy the requirements of all data consumers. This restriction
does not impact the results since the decisions taken on the
placement of one data set are not going to affect others.

During a test, each agent performs a local training offline
to learn the effect of the actions on its requirements. Once an
initial local model is created, all agents cooperate in a shared
environment feeding the global and local adaptation models
through the blackboard and the impact. An experiment is
considered concludedwhen the system reaches a stable envi-
ronment, i.e., no violations in the requirements of any data
consumer participating in the simulation are detected for 10
minutes. An experiment is considered successful if this con-
dition of stability is reached. The outcome of the experiment
is measured in terms of the number of actions that have been
necessary to reach a stable environment.

To evaluate the performance of the proposed approach,
we tested it under different conditions, exploring different
values for the independent variables listed in Table 5. More
specifically we explored:

� the number of full nodes considering configuration
with 3, 5, 10, 15, and 20 DAAs. The exploration of
this variable aims to observe how the number of con-
current users affects the performance;

TABLE 4
Example of Initial Configuration for 3 Full Nodes(fn)

and 3 Data Nodes(dn)
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� the number of data nodes exploring configuration
with 0, 3, 5, and 10 data nodes. The exploration of
this variable aims to check the effect on performance
of an additional set of locations available to store the
data and the trade-off between more available solu-
tion and higher complexity;

� the location of the initial DMN. The choice of the ini-
tial position might affect the performance; we tested
how this assignment affects the outcome of the
experiment.

To explore different aspects of the proposed solution,
two types of tests have been defined:

� stress tests where starting from scratch, a random
configuration is generated and a set of DAAs is
added to the Fog environment simultaneously;

� incremental tests where a more realistic scenario is
simulated in which, starting from a situation of equi-
librium between a set of DAAs, new DAAs join
affecting the stability.

Each test can also be influenced by the initial position of
the data provider, thus the first DMN. Therefore, tests for
all possible initial positions of the first DMN on the gener-
ated network are executed. To make tests with an increasing
number of data nodes with the same number of full nodes
easily comparable, only full nodes are considered as capable
to act as initial position.

We organized the experiments in batches. Each batch
consists in 53 tests: 5 sets of full nodes (3, 5, 10, 15, 20 full
nodes) where the initial position of the DMN is placed in
each possible full node. For each of these configurations,

test batches are performed with 0, 3, 5, 7 and 10 data nodes
(53 x 5 = 265 tests). As mentioned before, by executing tests
using all possible initial positions, the possible effects of a
(un)favorable position is mitigated, while varying the num-
ber of full nodes and data nodes permits to test if they
impact on the scalability of the method.

This experiment is repeated using different randomly
generated fog computing configurations to remove the vari-
ability introduced by the configuration of the Fog environ-
ment. We generated and used 4 different fog environment
configurations, for a total of 265x4 = 1060 stress tests and 40
incremental tests.

6.4.1 Stress Tests Results

Fig. 7a shows the aggregated results of the stress tests for
one random configuration, changing both the number of
full nodes and the number of data nodes. In these tests we
wanted to show if and how the number of full and data
nodes impacts the convergence time of the algorithm. Each
line represents a different number of data nodes. Each point
is the average number of adaptation actions required to
reach a situation with no violations, starting from same ini-
tial configuration but with different initial position of the
DMN. Reading the graph, we can draw the following con-
clusions: (i) observing each single line (fixed number of data
nodes), the results show that the number of adaptation
actions required to reach a situation where no requirements
are violated, generally grows with the number of full nodes,
i.e., with the number of consumer’s applications, but the
growth is proportional ensuring scalability; (ii) observing

TABLE 5
Independent Variables and Mitigation Actions

Fig. 7. Variation in the number of adaptation actions enacted, (a) per number of full nodes and data nodes (b) for different initial initial placements of
the DMN with increasing number of full nodes.
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the results with a fixed number of full nodes, we can see that
the trend is not significantly influenced by the number of
data nodes (i.e., the number of actions required is not
directly affected by the number of data nodes employed). In
other words, the results show that the complexity added to
the solution space by adding data nodes does not impact on
the number of adaptation actions executed.

Fig. 7b shows the results of the stress tests, using a box
plot. In these tests we wanted to check if and how the initial
position of the DMN affects the convergence time of the
algorithm. In this case, experiments have been executed
again by changing the number of full nodes. As in the previ-
ous tests, fixed the number of full nodes, all the possible ini-
tial placements of the DMN have been explored (e.g., 3 with
3 full nodes, 5 with five, and so on). As shown in the graph,
the positioning of the data source may trigger a different set
of violations (e.g., a “lucky” initial position may not trigger
any violation.

A final set of stress tests explores how the configuration
parameters affect the results. We have tested the solution
comparing 4 different random configurations, i.e, with ran-
dom values of latency and availability for each node (see
Section 6.2). Fig. 8a shows the results of this set of tests: the
behaviour is only marginally influenced by different config-
urations and keeps its scalability properties in all the config-
urations tested.

6.4.2 Incremental Tests Results

The number of adaptation actions required may seem high,
especially considering that each adaptation action may
involve expensive operations like movement and duplica-
tion of a DMN. Such a high number is due to the very
“stressed” type of tests performed, where multiple DAAss
are added simultaneously and have to learn their mutual
influence from scratch. In a realistic scenario, data consum-
ers increases and decreases. As the critical element is the
increasing trend, the evaluation is focused on that. More
specifically, due to a limitation of available resources, at this
stage we consider an incremental arrival of customers in
small numbers, that, anyway, reflects a reasonable scenario.
A different arrival trend, that considers a higher number of

new customers in each iteration will be considered in future
work. In particular, when a data consumer joins the service,
a global model for the existing consumers is already created
and it needs to adapt to the requirements of the new con-
sumers. To test the ability of the proposed solution to adapt
in such a situation, other simulations are executed by add-
ing a DAA after a stable point (i.e., where no violations are
detected for 10 minutes) is reached. In particular, a first run
of simulation considers 10 DAAs. When a stable environ-
ment is reached, one additional DAA is added and the num-
ber of adaptation actions required to reach again an
environment with no violation is noted.

Fig. 8b shows the results of the experiment. The tests are
executed by adding 10 different full nodes, one at the time.
The figure shows the average result of the experiments per-
formed. We repeated the experiment 3 times, with the same
initial configuration and initial position of the DMN, to con-
sider non-deterministic behaviours such as the exploration
that each DAA may trigger. The average number of adapta-
tion actions required to reach a stable environment is 20,
lower with respect to the stressed environment used in the
first set of tests. There are two peaks when adding nodes
with configurations 13 and 17, due to their positions and
their internal requirements. It is worth noticing that the
number of adaptation actions required at each step is not
influenced by the growing number of DAAs, because at
every addition the system adapts only to the requirements
of the new data consumer. This is different from the “cold
start” situation shown in Fig. 8a.

6.4.3 Local versus Global Decisions

Fig. 9 shows the number of adaptation actions enacted by a
decision system considering only local feedback (a.k.a local
decision) or including global feedback (a.k.a global deci-
sion). The results reported in this Figure were generated
with more than 200 stress tests. The difference in the num-
ber of adaptation actions enacted is noticeable when the
number of full nodes grows over 10 nodes. In particular,
with 20 full nodes the number of actions enacted with a
global decision is almost half than local decision. Moreover,
the standard deviation of global decision, with 20 full nodes,

Fig. 8. Number of adaptation actions (a) in four different configurations (b) with incremental adding of DAAs.
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is 58.3% lower than local decision. These results indicate
that the global feedback mechanism proposed in this paper,
helps avoiding adaptation actions that, possibly, maximise
local requirement satisfaction but negatively impact the fog
environment as a whole. When the number of full nodes is
low, i.e., lower than 5, the global feedback has not enough
impact on the decision system. In other words, the value of
g scoreðaÞ, defined in Eq. (13), is too low to influence the
decision of the actions defined in Eq. (16). To increase the
impact of g scoreðaÞ, g penalty factor should be in increased,
yet this would give too much weight to global feedback let-
ting the external fog environment to influence too much the
local decisions.

6.5 Experiment’s Conclusions

The discussed results show that the method proposed in
this paper is able to manage the conflicting requirements of
different data consumers of a DaaS and to reach stability in
a limited number of steps. The learned model enables adap-
tation when additional data consumers join the service. The
method is able to work in a very stressed environment,
where requirements of multiple DAAs are violated. This is
clearly shown in Fig. 7a. The same figure shows that the
method is scalable since the number of adaptation actions
grows linearly with the number of DAA, without being
influenced by the number of data nodes. This is a relevant
result for a method oriented to Fog computing, where the
number of connected devices that can be used to host data
is potentially huge [9]. Fig. 8b shows more realistic values of
number of adaptation action that are required to reach a
convergence when fog node with a DAA joins the fog envi-
ronment by accessing to a shared data set.

7 RELATED WORK

In order to compare our approach with the existing litera-
ture, we have classified the most relevant contributions in
three sets: (i) adaptive approaches based on machine learn-
ing; (ii) resource allocation problems; (iii) data management.

Adaptive Approaches. In [16], it is presented a Reinforce-
ment Learning (RL) based QoS controller, with the ability to
guarantee differentiated response time requirements for dif-
ferent service classes. A waiting queue is assigned to each

service class and managed by a dedicated controller. All the
requests are however received and monitored in a central-
ized way. A solution to monitor, detect, and predict QoS
violations is proposed in [39], in the context of web-applica-
tions auto scaling. A RL-based decision module triggers
management actions. The adoption of this method requires
a huge amount of data about the past executions of the ser-
vice (training data) that may not be available for all fog
nodes. Furthermore, the Q-learning offline policy adopted
in this work requires that all candidate actions are tested in
each state until the convergence is reached during the train-
ing period. In [4] authors apply RL in order to build a self-
adaptive system capable of monitoring and improve its
behavior through corrective actions, for multi-component
applications. The approach doesn’t scale with the number
of applications and metrics, since it is necessary to evaluate
all the combinations of the metrics values. Similarly, an
algorithm for the selection of web services according to
users’ QoS requirements is presented in [24]. A MARL
approach based on a coordination mechanism is used to
learn the service composition task cooperatively. Agents
share their experience and select together the best adapta-
tion action. However, the framework proposed in the paper
assumes that all agents share the same objective, which is
not the case in the considered scenario.

Resource Allocation. The placement of data sources in a
Fog environment can be considered as a dynamic allocation
problem. The main challenge is due to the lack of a central
authority in control of the nodes and their resources. Deep
RL for scheduling task assignment in Fog Computing for
Mobile Crowdsensing is used in [17]. The main objective is
to minimize computing and bandwidth costs and maximize
the overall fog nodes allocation. However, the only QoS
metric considered is the percentage of completed tasks. A
decentralized, cooperative agent-based load balancing
mechanism for service placement in IoT networks is pro-
posed in [25]. Agents locally generate possible assignments
of tasks to available resources, that are then globally opti-
mized to maximize edge utilization and minimize execution
costs. In [8] the authors implemented a QoS enforcement
mechanism for service deployment in edge computing, con-
sidering the failure risk of edge devices.

The research work analyzed so far focuses on service provi-
sioning. Limited attention has been paid to the link between the
service oriented paradigm and data management. A decision
making method for database container placement in Fog envi-
ronment based onMarkovDecision Process (MDP) is proposed
in [13]. Thismethod is able to satisfyQoSmetrics bymonitoring
the environment and taking corrective actions when necessary.
However, QoS metrics are application independent and are
generally set for the data source and not for its users. Another
typical approach to improve end-to-end QoS and ensure scal-
ability consists in adopting replication strategies. This strategy is
adopted in Content Deliver Network (CDN) [15], where data
are cached or moved on servers closest to the data consumers
who request themmost. Their main limitation is that resources
used for caching data are predefined, owned and managed by
the provider. This approach cannot be applied in an environ-
ment as dynamic as Fog computing, where fog nodes change
and there is only a partial control of the environment. More-
over, CDNs only address performance and availability

Fig. 9. Number of adaptation actions for global and local decisions.
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optimization of all the data consumers, not taking into account
the objectives of individual consumers.

Data Management. Data intensive applications require
proper data management techniques, especially when data
are shared among different applications. In [21], the authors
proposed a data placement method for data-intensive scien-
tific workflows based on Bayesian networks used to allocate
data sets in different distributed data centers. In [20], a RL-
based framework is used to learn the optimal data place-
ment policies in a distributed storage system in order to
reduce the latency, performed by a single agent. The agent
observes the outcome of its placement decisions on the envi-
ronment considering time-varying user request patterns,
network conditions, and end-to-end performance metrics.
RL is also used in [14] to perform data migration in hierar-
chical storage systems. The RL agent is proactive, and it
schedules data migration based on the device’s characteris-
tics, including transfers per second, read/write per second
average and queue size measurements.

The approaches described so far don’t take into consider-
ation the requirements of the different users. An attempt in
this direction is described in [40], where a database-as-a-ser-
vice framework offers an adaptive and dynamic provision-
ing of a database tier based on application-defined policies
for satisfying the data consumer QoS requirements. The
framework continuously monitors the application-defined
SLA and automatically triggers the execution of necessary
corrective actions (i.e., scaling out/in the database tier) when
required. Users’ QoS requirements are also considered in [1].
Data placement problem is addressed using fuzzy rules,
associated with a set of action. QoS requirements are here
limited to storage resources performance (e.g., read and
write speed, number of replicas, security requirements).

Although all of these methods aim to automate data
management, none of them considers a scenario in which
data are shared among different applications in a dynamic
environment as Fog computing, giving the right relevance
to the QoS requirements that each application might have
against the data. However, all these research work have
shown that the adoption of machine learning techniques
can also be effectively applied in data management.

This work exploits our previous results discussed in [31]
and [7], where the concept of Adaptation Action in a Fog
Environment for DaaS has been introduced and defined as
a modification of the distribution of data sets or applica-
tions, undertaken in order to react to a violation of the user’s
requirements. For the scope of this paper, we adopted this
definition focusing on data set modifications, extending the
set of possible actions. In that case, the control on which
action to execute was demanded to a central decision sys-
tem, managing the information about all the data sets and
all the data consumers’ requirements. Here we have pro-
posed a scalable solution based on a distributed decision
approach.

8 CONCLUSION

This paper has presented a solution to provide a DaaS
approach able to exploit the advantages of both cloud and
edge environments by relying on the Fog Computing para-
digm. The approach enables the satisfaction of the QoS

requirements when several users need to share the same
data source. The adoption of a multi-agent system to orches-
trate the data movement among the different nodes, driven
by a reinforcement algorithm, has been demonstrated by
the conducted experiments to be a viable solution in terms
of reliability, scalability, and sensitivity.

In the paper, we proposed a distributed decision-making
system based on the combination of local and global adapta-
tion, in which the interests of both individual agents and
global interactions are taken into account. With the proposed
approach, each agent can make independent decisions on
how to manage shared data sets, integrating its internal
knowledge with the feedback received from its neighbors.
This allows agents to react quickly to violations of the con-
sumer’s requirements without requiring a central controller
to coordinate all data placement activities. The results of the
trials have shown that the proposed approach is able to con-
verge towards a stable situation in which all consumer needs
are met in a limited number of adaptation actions. Further-
more, we have shown that the amount of actions required
grows linearly with the number of neighbors involved and is
not significantly affected by the number of locations where
data can be moved or copied. Through incremental testing,
we also demonstrated that the system is capable of integrating
new consumers and adapting to new sets of requirements.

As future work, heuristics to further reduce the number
of adaptation actions required to reach a stable configura-
tion will be studied. Moreover, the possibility to introduce
additional adaptation actions which, for instance, focus on
the possibility to move also the computation, will be consid-
ered as well. Yet, a more precise role of cost when deciding
the adaptation action will be studied. Finally, an extension
which studies the possibility to exploit the proposed
approach to reduce the energy footprint of a DaaS leverag-
ing on the data movement reduction will be investigated.
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