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The first phase of 2023 has been marked with an ex-
plosion of interest around generative AI systems, 

which generate content. This type of machine learning 
promises to enable the creation of synthetic data and 
outputs in many different modalities. OpenAI’s Chat-
GPT has certainly taken the world by storm and opened 
discourse on how the technology should be used.

Historically, generative models are certainly not new, 
dating back to the 1950s, with hidden Markov models 
and Gaussian mixture models [1], [2], [3]. The recent 

development of deep learning 
has allowed for generative mod-
els’ utility. In the early days of 
deep generative models, N-gram 
language modeling was utilized 
to generate sentences in natural 
language processing (NLP) [4]. 
This modeling did not scale well 
to generating long sentences, and 
hence, recurrent neural networks 
(RNNs) were introduced to deal 

with longer dependencies [5]. RNNs were followed by 
the development of long short-term memory [6] and gat-
ed recurrent unit methods, which leveraged gating mech-
anisms to control memory usage during training [7].

In the computer vision arena (more aligned with re-
mote sensing), traditional image generation algorithms 
utilized techniques such as texture mapping [8] and 
texture synthesis [9]. These methods were very limited 

and could not generate complex and diverse images. The 
introduction of generative adversarial networks (GANs) 
[10] and variational autoencoders [11] in the past decade 
or so has allowed for more control over the image gen-
eration process to generate high-resolution images.

Generative models in different modalities felt the ad-
vancement of the field in its totality with the introduc-
tion of the transformer architecture [12]. Large language 
models, such as the generative pretrained transformer 
(GPT), adopt this architecture as the primary building 
block, which initially had significant utility in the NLP 
world before later modifications to this architecture al-
lowed for application to image-based streams of infor-
mation [13], [14], [15], [16], [17]. Transformers consist 
of an encoder and a decoder, where the encoder takes 
in an input sequence and generates hidden representa-
tions, while the decoder has a multihead attention and 
feedforward NN [1]. See Figure 1 for an NLP example 
of a sentence being translated from English to Japanese.

The emergence of these techniques has allowed for 
the creation of foundation models, which are the tech-
nical scaffolding behind generative AI capabilities. 
Foundation models, such as ChatGPT, learn from unla-
beled datasets, which saves a significant amount of time 
and the expense of manual annotation and human at-
tention. However, there is a reason why the most well-
resourced companies in the world have made an attempt 
at generating these models [19].

First, you need the best computer scientists and en-
gineers to maintain and tweak foundation models, and 
second, when these models are training data from the 
whole Internet, the computational cost is not insignifi-
cant. OpenAI’s GPT-3 was trained on roughly 45 TB of 
text data (equivalent to 1 million feet of bookshelf space), 
which cost several million dollars (estimated) [19].

With remote sensing applications, anecdotally, I 
have witnessed the rise of the use of GANs over the past 
few years. This deep learning technique, as mentioned 
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before, is an NN architecture that conducts the training pro-
cess as a competition between a generator and a discrimi-
nator to produce new data conforming to learned patterns. 
Since GANs are able to learn from remote sensing data 
without supervision, some applications that the com-
munity has found useful include (but are not limited to) 
data generation/augmentation, superresolution, pan-
chromatic sharpening, haze removal and restoration, and 
cloud removal [20], [21], [22], [23]. I strongly believe that 
the ever-increasing availability of remotely sensed data and 
the availability of relatively robust computational power 
in local and distributed (i.e., cloud)-based environments 
will make GANs only more useful to the remote sens-
ing community in the coming years and may even lead  
to some bespoke foundation models, especially with the 
open source remote sensing efforts that Google [25], Micro-
soft [26], and Amazon [27] are funding.

In other remote sensing areas, such as image segmenta-
tion, the foundation models are already here (within days of 
writing this piece). In what could be the example for other 
remote sensing foundation models, Meta AI released Seg-
ment Anything [28], which is a new task, model, and dataset 
for image segmentation. Meta claims to have “built the larg-
est segmentation dataset to date, with over 1 billion masks 
on 11M licensed and privacy respected images.” Social me-
dia has many remote sensing companies, scientists, and 
enthusiasts alike ingesting satellite 
imagery into the model and yielding 
results, with varying utility. Meta’s 
paper provides more technical detail 
on how the foundation model is ar-
chitected (Figure 2),  but in my opin-
ion, the true uniqueness and value 
lie in how massive the dataset is and 
how well labeled it is in comparison 
to other image segmentation datasets 
of its kind.

The authors of the Segment Any-
thing admit that their model can “miss 
fine structures, hallucinates small dis-
connected components at times, and 
does not produce boundaries as crisply 
as more computationally intensive meth-
ods.” They posit that more dedicated 

interactive segmentation methods would outperform their 
model when many more points are provided.

My prediction for the future is that as we see the com-
puter vision world make more investments in foundation 
models related to image processing, the remote sensing and 
geosciences world will stand to benefit from large invest-
ments by the world’s well-resourced tech companies.

Advancements in computer vision models, due to the de-
velopment of foundation models, however, will not always 
be tailored toward the needs of remote sensing. Closely ex-
amining the data being fed into these foundation models 
and how exactly data are being labeled within these models 
will allow for discerning remote sensing practitioners get 
the most value out of using such computer vision models.

Hence, a major caution to users of foundation models 
for remote sensing applications is the same caution that ap-
plies for applications of foundation models to other types 
of machine learning applications: the limits of utility for 
outputs are tied closely to the quantity and quality of the 
labeled data associated with the model. Even the most so-
phisticated foundation models cannot escape the maxim of 
“garbage in, garbage out.”

Well-resourced technology companies also have their 
monetary interests that ultimately influence the founda-
tion models that they create. It is important for remote sens-
ing practitioners to understand this dynamic. For example, 
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FIGURE 1. An NLP translation of a sentence from English to Japanese [18]. 
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in exchange for providing access to lightweight and easy-
to-access interfaces, such as ChatGPT, all the data that are 
put in by the user can ultimately be utilized by OpenAI for 
other purposes. While the service does not cost any money 
for the user, ChatGPT still will gain insight from your in-
quiry to make itself better. Indeed, nothing truly comes for 
free, especially with the use of foundation models and the 
user interfaces associated with them.

Finally, it is worth discussing the nefarious use cases that 
this technology can be used for, especially in the context of 
remote sensing. Synthetic data generation could be utilized, 
for example, to create fake satellite images that could pro-
vide the impression to an undiscerning user of information 
and evidence of something that doesn’t exist, and it could 
hide potential evidence. Consider an example of a country 
trying to hide changes around an area (land surface chang-
es) to mask human rights violations. Synthetic data could 
be provided in the same place as a real satellite image was 
supposed to be provided in a data feed that is accessed 
by the public, giving a false sense of what the reality of the 
situation is.

It is, thus, extremely important that the uses of synthetic 
data are also well defined and regulated by the community 
of remote sensing practitioners. Creating methods to identi-
fy synthetic remote sensing data would be the most effective 
in the near term, in my opinion. I also believe that synthetic 
data will be extremely useful in combination with real re-
mote sensing data to train remote sensing models that aim 
at “few-shot” circumstances (i.e., detecting rare objects).

Ultimately, the adoption of an extremely novel and ef-
fective technology in its nascent stages within a community 
requires a focus on the ethical implications of the use of the 
technology in each circumstance. The same holds true for 
our field of remote sensing, and I have confidence in our 
community to set the appropriate guardrails on the limits 
of use of this technology.
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IEEE GRSS IADF SCHOOL: FIND OUT  
THE NEXT EDITION!
After the successful first edition of the IEEE GRSS IADF 
school, a second one will be announced soon. It will follow 
the same theme as the 2022 edition, i.e., CV4EO. It will be 
an in-person event and take place at the University of San-
nio, Benevento, Italy, 13–15 September 2023. We look for-
ward to seeing you in Benevento! Please stay tuned!

CONCLUSION
We would like to thank the GRSS and the IADF for their 
support, and all the lecturers who gave so freely of their 
time and expertise. A survey among the participants 
conducted after the school clearly showed that the event 

received high attention and provided an exciting experi-
ence. All the comments have been collected and will be 
used to improve the format of the next editions.
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