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Advances in Methods and Techniques for
Processing Streaming Big Data

in Datacentre Clouds

INTERNET of Things (IoT), a part of Future Internet, com-
prises many billions of Internet connected Objects (ICOs)

or ‘things’ where things can sense, communicate, compute
and potentially actuate as well as have intelligence,
multi-modal interfaces, physical/ virtual identities and
attributes. The IoT vision has recently given rise to emerg-
ing IoT big data applications [2], [3] e.g. smart energy
grids, syndromic biosurveillance, environmental monitoring,
emergency situation awareness, digital agriculture, and
smart manufacturing that are capable of producing
billions of data stream from geographically distributed data
sources.

Despite recent technological advances of the data-intensive
computing paradigms [4] (e.g. the MapReduce paradigm,
workflow technologies, stream processing engines, dis-
tributed machine learning frameworks) and datacentre
clouds [5], large-scale reliable system-level software for
IoT big data applications are yet to become commonplace.
As new diverse IoT applications begin to emerge, there
is a need for optimized techniques to distribute process-
ing of the streaming data produced by such applications
across multiple datacentres that combine multiple, indepen-
dent, and geographically distributed software and hardware
resources. However, the capability of existing data-intensive
computing paradigms is limited in many important aspects
such as: (i) they can only process data on compute and
storage resources within a centralised local area network,
e.g., a single cluster within a datacentre. This leads to
unsatisfied Quality of Service (QoS) in terms of timeliness
of decision making, resource availability, data availability,
etc. as application demands increase; (ii) they do not pro-
vide mechanisms to seamlessly integrate data spread across
multiple distributed heterogeneous data sources (ICOs);
(iii) lack support for rapid formulation of intuitive queries
over streaming data based on general purpose concepts,
vocabularies and data discovery; and (iv) they do not pro-
vide any decision making support for selecting optimal
data mining and machine algorithms, data application pro-
gramming frameworks, and NoSQL database systems based
on nature of the big data (volume, variety, and velocity).
Furthermore, adoption of existing datacentre cloud platforms
for hosting IoT applications is yet to be realised due to
lack of techniques and software frameworks that can guar-
antee QoS under uncertain big data application behaviours

(data arrival rate, number of data sources, decision mak-
ing urgency, etc.), unpredictable datacentre resource condi-
tions (failures, availability, malfunction, etc.) and capacity
demands (bandwidth, memory, storage, and CPU cycles).
It is clear that existing data intensive computing paradigms
and related datacentre cloud resource provisioning techniques
fall short of the IoT big data challenge or do not exist.

Hence, this special issue solicits papers related to topics
including techniques for providing a secure end-to-end con-
nection between users and data sources, QoS optimized par-
allel data analytic techniques, programming abstractions for
extending existing data intensive computing paradigms to
multiple datacentres, IoT big data application specific ontol-
ogy models for capturing heterogeneous data from multiple
sources, Innovative IoT big data application use cases and so
on. The call for papers for this special issue received a number
of submissions. After a two-phase peer review process, we
have accepted four high quality papers related to the above
areas of interest.

The paper titled ‘‘Pricing and repurchasing for big data
processing in multi-clouds’’ by Li et. al. address the chal-
lenge of streaming big data computing service in multi cloud
environments. Existing cloud pricing strategy is unfriendly
for processing streaming big data with varying load.
Multiple cloud environment is a potential solution however,
an efficient pay-on-demand pricing strategy is demanded for
processing streaming big data. They propose an intermedi-
ary framework with multiple cloud environment to provide
streaming big data computing service with lower cost per
load, in which a cloud service intermediary rents the cloud
service frommultiple cloud providers and provides streaming
processing service to the users with multiple service inter-
faces. The also propose a pricing strategy to maximize the
revenue of the multiple cloud intermediary. With extensive
simulations, our pricing strategy brings higher revenue than
other pricing methods.

The paper titled ‘‘Non-intrusive anomaly detection with
streaming performance metrics and logs for DevOps in pub-
lic clouds: A Case Study in AWS’’ by Sun et. al. address
the challenges anomaly detection at user end using a non-
intrusive approach. Public clouds are a style of computing
platforms where scalable and elastic IT-enabled capabilities
are provided as a service to external customers using Internet
technologies delivering reduced costs and increased choices
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of technologies. Although it is possible to gain insight for
the smoothness and performance of applications, it is hard
to automatically detect anomalies with only data from tools
like Amazon CloudWatch in complex system environments,
because of the limitation of CloudWatch. Moreover, since
users cannot arbitrarily access the system information in pub-
lic clouds, the anomaly detection at user end has to be non-
intrusive. In this paper, for tenants and DevOps practitioners
in public clouds, the authors propose an anomaly detection
approach, which is designed for public cloud users to deal
with the case that the impacts from DevOps operations and
anomalies on the metrics are same or similar. To be more
specific, they report the anomaly detection on a successful
public cloud, Amazon Web Service (AWS), and a repre-
sentative DevOps operation, rolling upgrade. The anomaly
detection technique uses Support Vector Machine (SVM)
to train multiple classifiers from monitored data for differ-
ent system environments, on which the log information can
indicate the best suitable classifier. Moreover, the detection
process aims at finding anomalies over every time inter-
val, called window, such that the features include not only
some indicative performance metrics but also the entropy and
the moving average of metrics data in each window. The
experimental results show that the proposed non-intrusive
anomaly detection can effectively detect anomalies with the
accuracy, the precision, and the recall reaching up to more
than 90%.

The paper titled ‘‘Provision of data-intensive services
through energy- and QoS-aware virtual machine place-
ment in national cloud data centers’’ by Wang et. al.
address the challenge of virtual machine placement across
national data centres for provisioning data-intensive services
such as internet of things. Many data-intensive services
(e.g., planet analysis, gene analysis, etc.) are becoming
increasingly reliant on national cloud data centers because of
growing scientific collaboration among countries. In national
cloud data centers, tens of thousands of virtual machines are
assigned to physical servers to provide data-intensive services
with a quality-of-service (QoS) guarantee, and consume
a massive amount of energy in the process. Although many
virtual machine placement schemes have been proposed to
solve this problem of energy consumption, most of these
assume that all the physical servers and network topologies of
cloud data centres are homogeneous. However, the physical
server configurations of national cloud data centers often dif-
fer significantly, which leads to varying energy consumption
characteristics. In this paper, the authors explore an alterna-
tive virtual machine placement approach to minimize energy
consumption during the provision of data-intensive services
with a global QoS guarantee in national cloud data centers.
They use an improved particle swarm optimization (PSO)
algorithm to develop an optimal virtual machine placement
approach involving a tradeoff between energy consumption
and global QoS guarantee for data-intensive services.
Experimental results based on an extended version of the
CloudSim framework show that the proposed approach

significantly outperforms other approaches to energy
optimization and global QoS guarantee in national cloud data
centers.

The paper titled ‘‘SafeProtect: Controlled data sharing
with user-defined policies in cloud-based collaborative envi-
ronment’’ by Thilakanathan et. al. address the challenges
in privacy-aware sharing of consumer data in collaborative
environments. There are many Cloud-based applications con-
sumed by users which encourage data sharing with not only
peers, but also new friends and collaborators. Data is increas-
ingly being stored outside the confines of the data owner’s
machine with little knowledge to the data owner, how and
where the data is being stored and used. Hence, there is a
strong need for the data owner to have stronger control over
their data, similar to the level of control they possess when
the data is stored on their own machine. For instance, when
a data owner shares a secret file with a friend, he cannot
guarantee what his friend will do with the data. In this paper,
the authors attempt to address this problem by monitoring
and preventing unauthorised operations by the data consumer.
They present a solution called SafeProtect which bundles the
data owners data and policy, based on XACML, in an object.
SafeProtect enforces the policies set out by the data owner
by communicating with the SaaS applications to disable cer-
tain commands and/or run a background process monitor for
auditability/accountability purposes. They define a protocol
that enables secure data sharing in the Cloud and leverage
the use of TED for authentication purposes. The authors also
present a demo of the SafeProtect system by showcasing a
relatively complex policy and describe how the resource is
accessed by a plugin via Microsoft Word.

In summary, the papers presented in this special issue
demonstrate the diversity of research in methods and tech-
niques for processing streaming big data in datacentre
clouds.
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