
PlausMal-GAN: Plausible Malware Training Based
on Generative Adversarial Networks for Analogous

Zero-Day Malware Detection

DONG-OKWON , (Member, IEEE), YONG-NAM JANG , AND SEONG-WHAN LEE , (Fellow, IEEE)

CORRESPONDING AUTHOR: SEONG-WHAN LEE (sw.lee@korea.ac.kr)

This work was supported in part by the Institute of Information & communications Technology Planning & Evaluation (IITP) Grant funded by the Korea govern-
ment (MSIT) under Grant 2019-0-00079 and in part by Artificial Intelligence Graduate School Program (Korea University) under Grant 2021-0-02068, Artificial

Intelligence Innovation Hub.

ABSTRACT Zero-day malicious software (malware) refers to a previously unknown or newly discovered
software vulnerability. The fundamental objective of this paper is to enhance detection for analogous zero-
day malware by efficient learning to plausible generated data. To detect zero-day malware, we proposed a
malware training framework based on the generated analogous malware data using generative adversarial net-
works (PlausMal-GAN). Thus, the PlausMal-GAN can suitably produce analogous zero-day malware images
with high quality and high diversity from the existing malware data. The discriminator, as a detector, learns
various malware features using both real and generated malware images. In terms of performance, the pro-
posed framework showed higher and more stable performances for the analogous zero-day malware images,
which can be assumed to be analogous zero-day malware data. We obtained reliable accuracy performances
in the proposed PlausMal-GAN framework with representative GAN models (i.e., deep convolutional GAN,
least-squares GAN, Wasserstein GAN with gradient penalty, and evolutionary GAN). These results indicate
that the use of the proposed framework is beneficial for the detection and prediction of numerous and analo-
gous zero-day malware data from noted malware when developing and updating malware detection systems.

INDEX TERMS Analogous malware detection, generative adversarial networks, malware augmentation,
malware data, zero-day malware

I. INTRODUCTION

Malware can be defined as malicious software that is designed to
cause outages, denial of activity, collection of personal data
without user consent, unauthorized access to system resources,
and similar inappropriate behaviors.With the rapid development
of information technology, the exponential increase in malware
has become one of the main threats to computer security [1]–[3].
Malicious software detection has become more difficult as the
number and variety of applications increase in computer security
[4]–[6], with more than 143 thousand new malicious programs
targeting mobile devices detected during 2013 [5], and as Kas-
persky Lab’s research shows that nearly 30% of all computers
were threatened at least once during 2018 [7].
Zero-day malware is an unknown or unaddressed software

vulnerability that hackers use to do malicious things, such as

destroying programs, stealing data, or paralyzing networks
[8]. A range of antivirus systems and other strategies are
used to help protect against the introduction of malware,
which helps in detection if such malware is already present.
Antivirus systems typically fail to detect zero-day malware
because they rely on signatures to identify malware. Com-
puters are more vulnerable to zero-day malware than to gen-
eral malware because traditional antivirus systems typically
cannot detect zero-day malware. Zero-day malware is an
important threat to computer security, and zero-day malware
detection is a top priority for malware detection systems.
To detect zero-day malware, we propose a deep learning

method of generating arbitrarily modified malware features
using the malware’s raw code without running it. Malware
code based on specific rules and actions generates certain
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patterns. Examples of the malware sample used in this study
are shown in Figures 1 and 11 [9], [10].
While, when dealing with classification tasks using neural

networks, data augmentation techniques have been used to
compensate for imbalance or data insufficiency problems. In
the malware detection research area, several papers also used
simple data augmentation techniques (e.g., sliding window,
transformation, etc.) to deal with these issues [11], [12].
In this study, we investigated and focused on the different

direction of malware training technique with generating zero-
day malware data, not focused imbalance or data insufficiency.
We proposed a plausible malware training framework capable
of detecting analogous zero-day malware that can handle newly
plausiblemalware (Plausible malware training framework based
on generative adversarial networks, PlausMal-GAN). Our main
contribution is the proposed malware training framework based
on generative adversarial networks (GAN) with generated anal-
ogous malware samples. The proposed framework trains a gen-
erator and discriminator based on real malware data and the
generated malware data in the first phase. In the second phase,
the generator is fixed and the discriminator is re-trained based
on real malware data and the generated malware data by the
fixed generator. Ideally, the proposed framework can apply any
kind of GANmodel, so we evaluated the performance by apply-
ing the latest and repetitive GAN models. Moreover, we
obtained stable performance for abundant analogous zero-day
malware test data in relatively few training data conditions.

II. BACKGROUND

A. MALWARE DETECTION

Owing to the increasing damage caused by malware and
zero-day malware, research on malware detection methods

have been continuously improving. We discuss two aspects
of malware detection: malware detection and zero-day mal-
ware detection.
Several reported studies have dealt with malware detec-

tion [10], [13]–[17]. Nataraj et al. presented a visualization
approach that differs from traditional approaches for malware
detection [10], where they transformed the malware’s binary
information into grayscale malware images. Ye et al. and
Ndibanje et al. used Windows Audit Log and API Call for
malware detection [18], [19]. Traditional machine learning
algorithms such as hidden Markov models, support vector
machines (SVMs) and random forests were also used for
malware detection [20]–[23]. Singh et al. proposed a Big
Data analysis framework based on random forests for mal-
ware detection [24]. Chen et al. attempted to detect malware
by analyzing mobile network traffic with machine-learning
methods [25]. Recently, there have been many methods to
use deep learning and generative adversarial networks
(GAN) because the available computing power has increased
[11], [12], [26]–[31]. Pascanu et al. used recurrent neural net-
works for time-series information in malware classifica-
tion [26], [32]. Ye et al. presented a heterogeneous deep-
learning framework composed of an autoencoder stacked up
with a layer of associative memory and multilayer restricted
Boltzmann machines [27]. Kabanga et al. used data from
converted malware images as input to the convolutional neu-
ral networks (CNNs) [28]. Yan et al. used CNN and long
short-term memory networks to learn from grayscale image
and opcode sequence, respectively, and takes a stacking
ensemble for malware classification [11]. The aforemen-
tioned methods have disadvantages that detect only certain
variants of malware. The developers of malware use obfusca-
tion techniques, such as null byte injection, code exchange,
and subroutine reordering, to create new variants with signa-
tures different from existing malware. However, the afore-
mentioned methods use malware that has been discovered so
far. Thus, unlearned malware will not be detected. To detect
attacks that bypass deep-learning methods [33], Wang et al.
proposed a resistant method that is robust to adversarial mal-
ware samples by nullifying arbitrary features [33]. However,
in this way, malware characteristics are randomly removed,
which risks removing not only unnecessary features but also
important ones. There are now hybrid methods that combine
static and dynamic methods [22], [34]. While these methods
can be effective for malware detection, they have the disad-
vantage of being time-consuming and highly complex.
Recently, there have been some methods developed for

zero-day malware detection [13], [14], [35], [36]. Venkatra-
man and Alazab used a similarity matrix of malware for visu-
alization in order to detect zero-day malware [14]. This
method can be used to visually observe that different mal-
ware families exhibit significantly different behavior pat-
terns. Gupta and Rani proposed a Big Data framework to
address the Big Data problem caused by increase in mal-
ware [35]. They also attempted to detect zero-day malware
using Big Data analysis techniques and machine-learning

FIGURE 1. Examples of nine type classes of malware images.
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algorithms. This method modeled a series of opcodes to
detect zero-day malware. Due to the increasing threat of mal-
ware in a cyber-physical system, Huda et al. proposed a
detection method that uses methods like SVM and K-means
to detect unknown malware by extracting knowledge and
essential structures from already unlabeled, cheap, available
data [36]. In the aforementioned zero-day malware detection
methods, certain rules are fixed, and zero-day malware that
does not follow these rules cannot be detected. Recently,
Kim et al. has proposed transferred deep-convolutional gen-
erative adversarial network (tDCGAN), which generates fake
malware and learns to distinguish it from real malware [13].
This method obtained not only enhanced performance in
malware detection but also showed possibility in a zero-day
attack experiment. Since the method is no consideration of
high diversity (e.g., plausible diversity) or quality in gener-
ated zero-day malware, nor was it measured numerically
(i.e., freA�chet inception distance, etc.), it is difficult to
assume that focused on zero-day malware detection. While,
we implemented analogous zero-day malware classifier with
GAN models to create new high-diversity and high-quality
malware images for generating plausible malware augmenta-
tion. The generated data is used to create a robust detector
for zero-day malware detection.

B. DATA AUGMENTATION

Data Augmentation encompasses a suite of techniques that
enhance the size and quality of training datasets such that bet-
ter deep learning models can be built using them [37], [38].
The simple data augmentations based on basic image manipu-
lations are flipping, cropping, rotation, translation, etc [37],
[38]. Recently, GAN based approach refers to the practice of
creating artificial instances from a dataset such that they retain
similar characteristics to the original set [39], [40]. In malware
detection, several papers applied data augmentation method
to solve imbalance or data insufficiency issues [12], [41].
To our best knowledge, there have been no studies to date

which focused on the high diversity and quality of plausible
malware in terms of analogous malware augmentation, which is
an important factor to be investigated for various transforma-
tions or analogous data augmentation using a zero-day malware
detection system. In this study, we proposed a plausible mal-
ware training framework based on GAN that could consider
high diversity in generating analogous zero-day malware data.
Moreover, the proposed method showed stable performance
even with relatively little training data. We applied different
kinds of several recent GAN models (i.e., deep convolutional
GAN (DCGAN) [42], least-squares GAN (LSGAN) [43], Was-
serstein GAN with gradient penalty (WGAN-GP) [44], evolu-
tionary GAN (E-GAN) [40]) to our design, it could be shown as
a potentially reliable adaptation in state-of-the-art GANmodels.

C. GENERATIVE ADVERSARIAL NETWORKS

GAN [39] is a deep-learning model that emerged for the pur-
pose of generating data similar to the training data using the
given training data. Unlike the original GAN, which uses only

one objective function (e.g., minimax), Wang et al. proposed E-
GAN [40] using several objective functions (i.e., minimax, heu-
ristic, and least-squares). Generators using each objective func-
tion are evaluated by a discriminator, and the best-performing
generator is chosen to evolve to the next stage. In the process of
evolution, the evolved generator is expected to gradually adapt
to the discriminator, which means that the evolved generator
can provide high-quality, high-diversity samples and learn the
real data distribution. The evolutionary process consists of three
stages (i.e., variation, evaluation, and selection):
First, the variation stage used the variation operators to pro-

duce its offspring {Gu1 , Gu2 ,... }, given an individual Gu in the
population. In particular, several copies of each individual or
parent were created, each of which was modified by different
mutations. Then, each modified copy is regarded as one child.
Second, in the evaluation stage, we evaluated the performance
or individual quality for each child by a fitness function F that
depends on the current environment (i.e., discriminator D).
Third, in the selection stage, we selected all children according
to their values and removed the worst ones. The rest remained
alive (i.e., free to act as parents) and evolved to the next iteration.
Compared to the generator using multiple objective func-

tions, the discriminator is the same as the objective function
of the original GAN. The discriminator D is trained to distin-
guish between the real data sample x � pdataðxÞ and the gen-
erated data sample x̂ � pgenðx̂Þ

LD ¼ �Ex�pdata ½logDðxÞ� � Ex̂�pgen ½log ð1� Dðx̂ÞÞ�: (1)

III. METHODS

In this section, we describe a plausible malware training
framework based on generative adversarial networks (GAN)
that generates analogous malware with a malware classifier
and training discriminator as a malware detector. Figure 2 is
an architectures of our proposed framework.

A. PLAUSMAL-GAN FRAMEWORK

To generate analogous malware samples for each kind of mal-
ware, the proposed framework trains a generator and discrimi-
nator based on GAN with a malware classifier using real
malware data and the generated malware data in the first step.
The discriminator not only discriminates real or fake, but also
learns to classify malware classes. In the second step, the gen-
erator is fixed and the discriminator is re-trained based on real
malware data and the generated malware data by the fixed
generator. Figure 3 shows the overview and process of the
proposed framework. The auxiliary classifier GAN (AC-
GAN) [45] proposed a structure that produces data that
matches class labels as well as data that are close to real data.
For malware classifier, the architectures of the proposed
framework is following the AC-GAN structures (Figure 2).
Our malware generator generates fake malware samples x̂ that
contain noise sample z by malware class c, and discriminator
not only distinguishes between real x � pdataðxÞ and fake x̂ �
pgenðx̂Þ but also class c. The difference between our method
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and the existing AC-GAN is that the discriminator does not
learn the class information of the generated malware sample,
only the class information of the real malware sample. Our
discrimination training loss is defined as follows:

LD ¼� Ex�pdata ½logDðxÞ � log pðcjxÞ�
� Ex̂�pgen ½log ð1� Dðx̂ÞÞ�: (2)

And, we considered standard GAN approach (minmax),
least-squares approach, heuristic approach, and combining
the preceding three-approach for DCGAN, LSGAN, WGAN-
GP, and E-GAN model in the proposed framework, respec-
tively. In E-GAN, we considered an evolutionary step consists
of three sub-steps: variation, evaluation, and selection. In the
variation step, we adopt three objectives that are interpretable
and complementary as mutations proposed by Wang et al.
[40]. As shown in Figure 4, the difference between the three
objective functions are minimax mutation, heuristic mutation,
and least-squares mutation. In addition, we added a classifica-
tion loss function to the existing mutation functions, because
not only the data is close to real but also data corresponding to
the class must be generated. The minimax mutation is similar
to the minimax objective function of the original GAN, which
aimed to minimize the log probability that the discriminator

FIGURE 2. The architectures of the proposed framework for anal-

ogous zero-day malware detection.

FIGURE 3. The proposed PlausMal-GAN framework consists of two-phases. (a) The generator and discriminator training based on GAN

with malware classifier. (b) Training the discriminator as a zero-day malware detector from plausible malware augmentation. For an

intuitive explanation, it is shown using evolutionary GAN, which is one of the representative GANs.

VOLUME 11, NO. 1, JAN.-MAR. 2023 85

Lee et al.: PlausMal-GAN: Plausible Malware Training Based on Generative Adversarial Networks for Analogous Zero-Day Malware Detection



would do well. In the original GAN, gradient vanishing can
occur when the discriminator produces a result close to zero
(i.e., Dðx̂Þ ! 0). In other words, if the discriminator is confi-
dent that the generated malware data is fake malware data, the
generator may not train well. However, we have been able to
solve this problem to some extent by adding a classification
loss. Unlike early gentle gradients, if the generated malware
distribution is somewhat similar to the real malware distribu-
tion, the minimax mutation provides a steep gradient, which
later allows stable learning

Mminimax
G ¼ Ex̂�pgen ½log ð1� Dðx̂ÞÞ � log pðcjx̂Þ�: (3)

The heuristic mutation minimizes the log probability that the
discriminator will do well, which maximizes the log proba-
bility that the discriminator will go wrong. Using this muta-
tion, the gradient is steep even though the discriminator is
convinced that the generated malware data is fake. Thus, the
heuristic mutation can avoid a vanishing gradient, unlike the
minimax mutation, which suggests the possibility of better
learning in the early stages than the minimax mutation

Mheuristic
G ¼ �Ex̂�pgen ½log ðDðx̂ÞÞ þ log pðcjx̂Þ�: (4)

Lastly, the least-squares mutation is similar to the least-
squares objective function of the LSGAN, which aimed at
deceiving the discriminator by penalizing the generator.
Using this mutation, we get a gentle slope overall and can
avoid a vanishing gradient as in a heuristic mutation.
Besides, least-squares mutations, when compared to heuristic
mutations, do not assign very high costs to generate fake
malware samples but do not assign very low costs to mode
dropping, which partially avoids mode collapse [43]

Mleast-s.
G ¼ Ex̂�pgen ðDðx̂Þ � 1Þ2 � log pðcjx̂Þ

h i
: (5)

Algorithm 1. Plausible Malware Training Framework (i.e.,
With E-GAN Case)

Require: batch size m ¼ 32: discriminator’s updating steps
per iteration nD ¼ 1; number of parents m ¼ 1;
number of mutations nm ¼ 3; Adam hyper-param-
eters a ¼ 0:0002;b1 ¼ 0:5;b2 ¼ 0:99; the hyper-
parameter g of evaluation function.

Require: initial discriminator’s parameters w0: initial genera-
tor’s parameters fu10; u20; . . .; um0 g:
for number of training iterations do
for k = 0,..., nD do
Sample a batch of fxðiÞgmi¼1 � pdata (training

data), and a batch of fðc; zÞðiÞgmi¼1 � pc;z
(noise sample z by class c).

gw  rw

"
1
m

Xm
i¼1

logDwðxðiÞÞ

þ 1
m

Xm
j¼1

Xm=m
i¼1

log ð1� DwðGujððc; zÞðiÞÞÞÞ

þ 1
m

Xm
j¼1

Xm=m
i¼1

log pðcðiÞjxðiÞÞ
#

w Adamðgw;w;a;b1;b2Þ
end for
for j = 0,..., m do
for h = 0,..., nm do
Sample a batch of fðc; zÞðiÞgmi¼1 � pc;z (noise
sample z by class c).

guj;h  ru j Mh
G ðc; zÞðiÞ

n om

i¼1
; uj

� �h i
u
j;h
child  Adamðgu j;h ; u j;a;b1;b2Þ
F j;h  F j;h

q þ gF j;h
d

end for
end for
fF j1;h1 ;F j2;h2 ; . . .g  sortðfF j;hgÞ
u1; u2; . . . ; um  u

j1;h1
child ; u

j2;h2
child ; . . . ; u

jm;hm
child

end for

In the evaluation step, the 1) malware quality and 2) diversity
of the generated malware samples are measured and evalu-
ated. To detect zero-day malware, it was important to gener-
ate samples of high-diversity malware with high quality, so
we adopted the evaluation step of the E-GAN architecture.
First, the quality fitness score was used as a measure of qual-
ity. This method puts the generated malware image based on
the noise sample by class into discriminator D and uses the
output value. We use the output of D multiplied by the prob-
ability of that class to measure the image quality score for
each class. And, we use the average output value. The closer
the value is to 1, the closer to reality the malware data is. In
other words, the closer to 1, the higher quality malware data

FIGURE 4. Mutation (or objective) functions with classification

loss function.
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F q ¼ Ex̂�pgen ½Dðx̂Þ � log pðcjx̂Þ�: (6)

Second, the diversity fitness score is used as a measure of
malware diversity. This method uses the minus log-gradient-
norm of the discriminator. When the generator generates data
that greatly changes the gradient of the discriminator, the dis-
criminator is likely to determine that the generated malware
data is fake. In contrast, when the generator generates data
that does not change the discriminator gradient significantly,
the generated malware data is not labeled as fake and tends
to achieve high diversity

F d ¼ �log rDj jj j: (7)

Using the two fitness scores mentioned above, the criterion
for the E-GAN evaluation is as follows:

F ¼ F q þ gF d (8)

where g > 0 is the balance between the quality and diversity
measurements.
In the selection step, the offspring with the highest fitness

score is selected and proceeds to the next variation step.
Throughout the evolution process, the generator will gradu-
ally generate data for each class as well as generating data
similar to real data. We use the converged generator for mal-
ware detection in the next step.

3.2 MALWARE DETECTION

For analogous zero-day malware augmentation, the malware
generator generates high-quality and high-diversity images.
We use the discriminator’s classifier as a malware detector.
The discriminator has trained anew as a malware detector
without adversarial training with the generator. As a malware
detector, the discriminator is trained using both generated
and real malware images. The objective function of the dis-
criminator is as redefined

LD ¼ �Ex�pdata ½log pðcjxÞ� � Ex̂�pgen ½log pðcjx̂Þ� (9)

when training the discriminator, the generator is not trained
and only generates malware images. Figure 3 shows training
the discriminator with data augmentation as a malware
detector.

IV. EXPERIMENTS AND RESULTS

This section describes the experiments and results for evalu-
ating the proposed framework.

A. DATASETS

1) MICROSOFT MALWARE CLASSIFICATION

CHALLENGE DATASET

To verify the data generation and detection performance of
the proposed framework, we used a malware data from the
Microsoft dataset [9]. The malware file was a byte file, and
we used binary code written to it. The total number of mal-
ware is 10,868, divided into 9,781 training sets and 1,087

test sets (9:1 train-test ratio). Appendix B, which can be
found on the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TETC.2022.3170544,
shows the malware data types used and the number of mal-
ware for each malware type [9].

Algorithm 2. Training Discriminator Based on the Proposed
Framework

Require: batch size m ¼ 32; discriminator’s updating steps
per iteration nD ¼ 1; Adam hyper-parameters a ¼
0:0002;b1 ¼ 0:5;b2 ¼ 0:99.

Require: initial discriminator’s parameters w0; initial genera-
tor’s parameters u0.
for number of training iterations do
for k=0,...,nD do
Sample a batch of fxðiÞgmi¼1 � pdata (training
data), and a batch of fðc; zÞðiÞgmi¼1 � pc;z
(noise sample z by class c).

gw  rw

"
1
m

Xm
i¼1

log pðcðiÞjxðiÞÞ

þ 1
m

Xm
i¼1

log pðcðiÞjGuððc; zÞðiÞÞÞ
#

w Adamðgw;w;a;b1;b2Þ
end for

end for

As Nataraj et al. did [10], we convert malware binary code
into an image called malware image. If k is the length of the
binary code, C is the size of the converted column, and R is
the size of the converted row, this is how to calculate the size
of the converted columns and rows

C ¼ 2
log

ffiffiffi
16
p

k
log 2 þ1 (10)

R ¼ 16 k

C
(11)

The malware images were so large that they were reduced to
128 � 128 using Pillow which python image library. Then
we used jet colormaps to represent RGB color images.

2) MALIMG DATASET

In Supplementary Materials Appendix C, available in the
online supplemental material, we show the frequency distribu-
tion of malware families and their variants in the Malimg data-
set [10].Wewere able to findmalware data frommalware class
that shared the family name (i.e., Worm: Allaple.A and Alla-
ple.L, PWS: C2Lop.gen!G and C2Lop.P, Trojan: Lolyda.AA1
and Lolyda.AA2, TDownloader: Swizzor.gen!I and Swizzor.
gen!E). In Table 1 and Figure 11, eight different malware data
have four pairs with two different and similar family names
and shared similar properties. For the second zero-daymalware
experiments, we evaluated malware data with similar
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properties family in the Malimg dataset, which consists of
5,543 malware samples from 8 different malware families.

B. EXPERIMENTAL DETAILS

The experiment is divided into two parts: a existing malware
classification and a analogous zero-day malware attack
experiments. In the existing malware classification experi-
ment, we compared the proposed framework with representa-
tive GANs (i.e., DCGAN, LSGAN, WGAN-GP, and E-
GAN) and previous methods experimental results [13]. In
the proposed framework, we used the same network structure
(Supplementary Table S2, available online). In the first anal-
ogous zero-day malware attack experiment, we also com-
pared our framework with the four GAN models and
previous methods results (i.e., random forest, decision tree,
nearest neighbors, Naive Bayes, multi-layer perceptron
(MLP) [46], CNN [47], GAN [39], and tDCGAN [13]). In
the second zero-day malware experiment, we compared the
proposed framework phase 1 and phases 1&2 with the repre-
sentative four GAN models.
The operating system of the computer used in the experi-

ments was Ubuntu 16.04.2 LTS, and the central processing
unit was Intel Xeon Gold 6148. The random-access memory
was Samsung DDR4 16 GB � 4, and the graphics processing
unit was TITAN XP. When implementing the proposed
framework, we used the Pytorch library. The generative and
discriminative network architectures used in the generator
and discriminator respectively, are shown in Supplementary
Table S2, available online.

C. ANALYSIS OF GENERATED MALWARE DATA

Figure 5 shows examples of the generated malware images
using the Microsoft dataset [9]. In qualitative terms, Figure 5
shows the generation of malware images that are similar to
the real malware images, which shows that the proposed
framework can also generate modified malware or analogous
zero-day malware.
We choose the Fr�echet inception distance (FID) [48] as a

quantitative metric for evaluating generator convergence.
The FID uses pre-trained Inception v3 networks to extract
features of the generated images and real images. Then
model the data distribution for extracted features using a
multivariate Gaussian distribution with mean m and covari-
ance S. The FID between the real images x and generated
images g is computed as below

FIDðx; gÞ ¼ mx � mg

�� ��2
2

þ Tr Sx þ Sg � 2 SxSg

� �1
2

� �
; (12)

where Tr is the sum of all the diagonal elements.
A lower FID implies that the distribution distance between

the real images and generated images is closer. It also means
that the generated images have high quality and high diver-
sity. As shown in Table 2, our proposed framework has the
lowest FID score. This means that the generator of our pro-
posed framework generated a high-quality and high-diversity
malware sample. While low FIDs do not actually produce
new malware, it is likely a variant of existing malware. This
allows us to expect data augmentation with the generated data.

D. MALWARE CLASSIFICATION

To derive a more accurate estimate of model prediction perfor-
mance, we used 10-fold cross-validation for all methods and it
was used for the existing malware classification experiment

TABLE 1. Malware Data With Similar Family Names in the Malimg

Dataset for the Second Zero-Day Malware Experiment.

Malware family names Type No. of Variants

Allaple.A Worm 2949
Allaple.L Worm 1591
C2Lop.gen!G PWS 200
C2Lop.P PWS 146
Lolyda.AA1 Trojan 213
Lolyda.AA2 Trojan 184
Swizzor.gen!I TDownloader 132
Swizzor.gen!E TDownloader 128

FIGURE 5. Examples of (a) real malware images and (b) generated malware images in the proposed framework.

TABLE 2. FIDs Between Generated Malware Images and Real Mal-

ware Images in the Proposed Framework.

Model DCGAN LSGAN WGAN-GP E-GAN (r = 0.1, r = 0.5)

FID 220.16 190.70 206.23 146.39, 127.96
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using the Microsoft dataset [9]. The average classification
accuracy achieved by the proposed framework was 95.56%,
which means that the performance of our proposed framework
was much better than the previous methods. Table 3 shows the
numerical classification results with four difference models (i.e.,
DCGAN, LSGAN,WGAN-GP, and E-GAN). Because the per-
formance was the most dominant when using the E-GAN
model, only the proposed framework with this model was used
for some further analysis (i.e., Table 4, Figures 7 and 9).
To verify the performance of the proposed malware classi-

fier model, we showed a confusion matrix in Figure 7. We
calculated the precision, recall, and F1-score for each mal-
ware type and summarized them in Table 4. Also, we com-
pared the classification accuracies for the proposed
framework with difference four GAN models according to
the training iterations in Figure 6. In results, the E-GAN
models showed higher classification performance than other
Representative models.

E. ZERO-DAY MALWARE

1) ZERO-DAY MALWARE EXPERIMENT I USING

GENERATEDANALOGOUS ZERO-DAY MALWARE

We modeled plausible zero-day malware for analogous zero-
day malware attack experiments using the Microsoft dataset
(Figure 8) [9]. The previous study assumed that the zero-day
attacks can be modeled by introducing noise into existing
malware data [13]. The noise was generated by the structure
similarity (SSIM) method, which uses the structural similar-
ity of images [49]. We likewise used the SSIM method for
systematic noise generation. The method of calculating the
SSIM values for a pair of images x; y includes calculating
mx;my as the means for the pixels of the images x, y.

SSIMðx; yÞ ¼ 2mxmy þ c1
� �

2sxy þ c2
� �

m2
x þ m2

y þ c1
� �

s2
x þ s2

y þ c2
� � (13)

where, c1 ¼ ðk1LÞ2; c2 ¼ ðk2LÞ2; k1 ¼ 0:01; k2 ¼ 0:03; L ¼
2# bits per pixel� 1:

We used altered malware images with 0.02 intervals between
0.60 and 0.68 (SSIM value) for analogous zero-day malware
evaluation [13], [49]. Then, for more diverse zero-day malware
evaluation, we regenerated the transformed malware images
with two combined ratios such as 7:3 and 8:2 ratios. We also
compared the proposed framework with previous methods
results (in 8:2 combined ratio) [13] (Table 5). The plausible
zero-day malware modeling with noise is calculated as follows:

Nkðx; yÞ ¼ ð1� �Þxþ �y; (14)

TABLE 3. Comparison of Malware Classification Accuracies in the Proposed Framework With Four Representative GAN Models and

Previous Methods.

Model MLP CNN GAN tGAN Proposed Framework (PlausMal-GAN)

DCGAN LSGAN WGAN-GP E-GAN

Accuracy (%) 83.06 94.63 87.81 88.10 94.99 96.02 94.86 96.35
Std. dev. 7.54e-04 2.12e-05 3.44e-05 8.05e-05 0.596 0.351 0.255 0.539

TABLE 4. Results of Precision, Recall, and F1-Score for Each

Malware Type in the Proposed Framework.

R L K3 V S T K1 O G

Precision 0.954 0.971 0.996 0.854 0.666 0.864 1.000 0.982 0.960
Recall 0.961 0.975 0.993 0.979 0.500 0.933 0.975 0.894 0.950
F1-score 0.957 0.973 0.994 0.912 0.571 0.897 0.987 0.936 0.955

FIGURE 6. Classification accuracy according to the training itera-

tions for the proposed framework with four representative

models.

FIGURE 7. Confusion matrix for malware classification results in

9:1 train-test ratio.
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where SSIMðx; yÞ > k, � is 0.3, 0.2 in combined ratio 7:3
and 8:2, respectively. Figure 8 shows examples of deformed
plausible zero-day malware.
The results of the analogous zero-day malware attack

experiment in Table 5 divided the malware images into an
experiment with an 8:2 combined ratio and a 7:3 combined
ratio. We used 10-fold cross-validation (i.e., the train-test
ratios: 9:1). In 8:2 combined ratio experiments, the proposed
frameworks’ models were more accurate than other previous
recent methods [13], and we obtained stable accuracy perfor-
mance in our frameworks with tested GAN models in all
SSIM conditions. Moreover, in the 7:3 combined ratio

experiments, we also obtained reliable high averaged perfor-
mance 98.62%, 98.37%, 98.51%, and 99.49% for the pro-
posed framework methods with DCGAN, LSGAN, WGAN-
GP, and E-GAN model, respectively. In particular, the
decreasing SSIM values or combined high noise ratio could
be an analogous zero-day attack compared to existing mal-
ware, but the proposed framework showed stable performan-
ces in any SSIM values or combined ratios. As a result, the
proposed framework obtained high and stable performance
even the large variations of existing malware (e.g., combined
ratio 7:3 or SSIM value 0.6) in a analogous zero-day mal-
ware attack. Moreover, we were conducted in few training
data condition by the changing train-test ratios experiment
(9:1!5:5) for a thorough performance verification

FIGURE 8. Examples of plausible zero-day malware with SSIM values of (a) 0.60 and (b) 0.68.

TABLE 5. Comparison of Analogous Zero-Day Malware Attack

Performances in Two Difference Combined Rates (CR) for the

Proposed Framework and Previous Methods (%).

Model n SSIM 0.60 0.62 0.64 0.66 0.68 CR

Random Forest 91.28 95.19 92.88 95.58 91.40

8:2

Decision Tree 95.64 96.46 96.71 96.41 96.18
Nearest Neighbors 97.71 97.72 98.36 98.34 98.09
Naive Bayes 90.60 90.89 91.51 91.16 90.45
MLP 96.78 96.46 97.26 97.23 96.82
CNN 98.16 98.23 98.63 98.61 98.41
GAN 96.32 96.96 96.99 96.95 96.50
tGAN 97.24 96.96 97.81 97.78 97.45
tDCGAN 98.39 98.73 98.63 98.61 98.41
Proposed framework
(with DCGAN) 99.59 99.66 99.60 98.58 99.54
(with LSGAN) 99.43 99.66 99.64 98.41 99.54
(with WGAN-GP) 99.59 99.66 99.60 98.58 98.63
(with E-GAN) 99.94 100.0 99.74 99.58 99.84

Proposed framework

(with DCGAN) 99.02 99.25 99.28 96.52 99.05

7:3
(with LSGAN) 97.28 99.10 99.42 97.00 99.05
(with WGAN-GP) 99.02 99.70 99.38 96.52 97.94
(with E-GAN) 99.86 100.0 99.51 98.42 99.68

FIGURE 9. Confusion matrix for zero-day malware classification

results in 5:5 train-test ratio with 8:2 combined ratio and 0.64

SSIM.
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evaluation with 2-fold cross-validation (10-fold ! 2-fold
cross-validation). This experiment was able to evaluate more
various zero-day malware data by increasing the number of
existing test data (the average number of zero-day malware
data: 506 (122�1,122) ! 14,850 (4,262�33,710)). As
shown in Table 6 and Figure 9, we obtained stable test per-
formance even though not only the relatively few training
data (reduced to half) but also increased analogous zero-day
malware test data in the proposed framework (> 99%).

2) ZERO-DAY MALWARE EXPERIMENT II USING

MALWARE DATAWITH SIMILAR FAMILY NAMES

We conducted a zero-day malware attack experiment II with
different class malware data sharing the family name with
similar properties from Malimg dataset [10]. We discovered
data from the Malimg dataset that are very suitable for use in
zero-day malware experiments (Table 1 and Figure 11). We
trained and tested four classes using two different family
name data with similar properties (Four types (5,543);
Worm: Allaple.A (2,949) and Allaple.L (1,591), PWS:
C2Lop.gen!G (200) and C2Lop.P (146), Trojan: Lolyda.
AA1 (213) and Lolyda.AA2(184), TDownloader: Swizzor.
gen!I (132) and Swizzor.gen!E (128)). For richer interpreta-
tion and analysis, we designed the zero-day experiment into
two sessions and conducted training and testing. For session
A, the training dataset (3,494) consists of Allaple.A, C2Lop.
gen!G, Lolyda.AA1, Swizzor.gen!I, and the test dataset
(2,049) consists of Allaple.L, C2Lop.P, Lolyda.AA2, Swiz-
zor.gen!E. Inversely, session B consists of a training dataset
(2,049) and a test dataset (3,494). Session B has a challeng-
ing problem of learning with a small amount of training data.
This is a big issue not only in the field of machine learning
but also in developing malware detection, especially zero-
day malware detection technology. Even if it is derived from
the same malware family, it is zero-day malware that is not
previously learned, and it can cause a big performance degra-
dation problem in the initial period as there is a very limited
data to learn. To verify that the proposed framework can han-
dle zero-day malware problems and a few data issues, we
designed a second zero-day experiment using a similar mal-
ware family from the Malimg dataset. The experiment con-
sists of the training sessions that were not only composed of
session A and B, but also we evaluated the proposed frame-
work with only phase 1 and with phases 1&2. The proposed
framework deal with analogous new data by composing
phase 1 to train the generator and discriminator and phase 2

TABLE 6. Results of Performances for Zero-Day Malware Attack

Experiment in the Few Training Data Conditions (%).

Model n SSIM 0.60 0.62 0.64 0.66 0.68 CR

Proposed framework

(with DCGAN) 97.58 98.74 98.83 97.76 97.73

8:2
(with LSGAN) 98.79 99.17 99.29 98.79 98.74
(with WGAN-GP) 97.92 98.73 98.96 98.43 98.23
(with E-GAN) 99.11 99.42 99.51 99.06 99.25

Proposed framework

(with DCGAN) 97.99 98.82 98.96 98.00 98.09
7:3(with LSGAN) 98.98 99.18 99.64 99.06 98.78

(with WGAN-GP) 98.10 98.64 99.04 98.33 98.30
(with E-GAN) 99.40 99.67 99.70 99.31 99.13

TABLE 7. Comparison of Zero-Day Malware Classification Accu-

racies for Second Zero-Day Experiment (Malimg Dataset) in the

Proposed Framework With Only Phase 1 and Whole Phases.

Proposed
framework

Train
session

DCGANLSGAN WGAN-
GP

E-
GAN

with only A 87.70 82.67 85.06 90.53
phase 1 B 39.15 39.78 39.32 39.78
with phase A 100 98.19 99.95 99.21
1&2 B 98.42 97.82 96.88 98.74

FIGURE 10. Confusion matrix for zero-day malware classification results (session B) in the proposed framework (E-GAN) with (a) only

phase 1 and (b) whole phases (1&2) used similar malware family from the Malimg dataset.
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to train the discriminator on the analogous zero-day malware
data. In Table 7 and Figure 10, we showed that the models
trained up to phase 2 performed better than only phase 1
learned in all sessions (A and B). In particular, very interest-
ing results were obtained in session B, where training was
performed with a small amount of training data. In session B,
the result of learning only phase 1 of the proposed framework
was disastrous in all tested GAN models. This experiment
demonstrates that existing GAN studies (i.e., phase 1 in the
proposed framework) may not respond properly to new data.
On the other hand, the final model trained up to phase 2 of
the proposed framework showed very stable and high aver-
aged accuracy (> 98.65%) (Table 7 and Figure 10). Conse-
quently, the proposed framework can learn very effectively
when there is little data, showing excellent performance in
the zero-day malware detection problem.
In practice, it is known that zero-day malware is often

derived from variations of existing malware [8], [13]. To
explore the limits in the performance of proposed frameworks,
we performed on the restricted dataset for evaluation even
using two different datasets [9], [10]. The first zero-day exper-
iment designed assumes a plausible zero-day malware attack
by transforming existing malware instead of the actual zero-
day malware attack data. Additionally, we designed other
zero-day experiments using a similar malware family from
different malware types. Although we have obtained out-
standing results in various zero-day experiments, we might
have obtained more meaningful interpretation and discussion
if we measured and utilized a richer malware database.
While, the GAN based image-processing approach method

has a one-way limitation about malware code to the image in
the malware detection field [8], [13], [29]. However, conver-
sion to the malware code is not required to achieve the goals
and objectives of this study. In this paper, the proposed
framework is to detect a myriad of similar malware that can
be made with slight changes. Even if the proposed frame-
work cannot reproduce the malware code, it is a model that
can detect and classify the analogous malware with high sim-
ilarity to the learned sample malware data. In addition, if a
new type of zero-day malware that is not used for learning
appears, the proposed method also has the advantage of
being able to quickly learn about the new type of malware

and apply it. Therefore, in terms of practicality and conve-
nience, it is a very helpful framework when developed zero-
day malware detection software.
Meanwhile, as it is known from the adversarial attack, the

performance of many machine learning based systems is
greatly reduced and neutralized by small distortion (e.g.,
combining noise, etc.) [50], [51]. This is no different in this
field, and some hackers will be taking this vulnerability.
Therefore, it is necessary to build a robust and stability secu-
rity system from these easy modifications. The proposed
framework is intuitively generating and learning a plausible
new malware from existing malware, and it can be a comple-
mentary measure to deal with these challenge problems.

V. CONCLUSION

In the present study, the proposed framework based on plausible
malware training and augmentation using a generative adversar-
ial network was to solve the problems caused by malware and
analogous zero-day malware. In particular, because zero-day
malware is often created by the deformation of existing mal-
ware, the proposed framework with representative GANmodels
augmented even for the high-quality and high-diversity evolved
malware images. For detection and classification, the discrimi-
nator was trained using malware images generated by the gener-
ator and robust to zero-day malware. Moreover, the proposed
framework achieved high and stable averaged accuracy in the
analogous zero-day malware attack experiment. We believe that
the proposed framework based plausible zero-day malware
detection approach has important advantages for antivirus sys-
tems in the computer security because it does not require ineffi-
cient malware signatures analysis. In this study, the malware
code has been converted to malware images with fixed sizes
through crop and pad operations for efficient learning. In fact,
the processes could reduce the signatures of malware. In future
studies, wewill expand the malware types with variousmalware
datasets (including zero-day malware) and solve the problem of
various malware lengths. Moreover, further research should be
conducted to develop an optimized GAN model performing in
our proposed framework for extensive zero-day malware detec-
tion. In future studies it will be interesting to use explainable AI
techniques (e.g., [52]) to gain a further understanding of zero-
day malware features, thus allowing the zero-day malware
detection AI and its creators to learn better from their mistakes.
Moreover, cases of extreme changes, such as new type of zero-
day malware, deserve further investigation to extend the possi-
ble application spectrum.
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