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ABSTRACT An analytical model has been developed for stochastic leaky-integrate-and-fire (LIF) neurons
with floating gate (FG) technology. The stochastic behaviors have been modeled extensively for both
individual neurons and populations of neurons. In the FG LIF neurons, the electron injection is governed
by the tunneling process through the gate oxide, leading to the exponential distributions of the injection
time and inter spike interval (ISI) stochasticity. The concept of the population coding is demonstrated
by simulating the stochastic behaviors of the populations of the FG LIF neurons. The ISI stochasticity
enables encoding of the input signals to the population outputs. Spike-to-spike stochasticity improves the
signal-to-noise ratio of the population outputs. Moreover, the shape of the ISI distribution can be controlled
by adjusting the number of electrons to spike (NES). Exponential-like ISI distributions are realized by
reducing the NES. With the exponential-like ISI distributions, the population of fast spiking neurons
increases significantly (more than 10% of neurons spiking twice faster than the mean ISI), potentially
contributing to the fast computation. Finally, step-by-step procedures have been proposed to design the
FG LIF neurons exhibiting the desired neuron characteristics including operation voltage (0.5 V to 3 V),
leaky time constant (<1 us to >10 ms), ISI mean (in the range of 6 orders of magnitude) and stochasticity
(~0 % to ~60 %) as well as the type of the distribution (exponential-like to Gaussian-like).

INDEX TERMS Stochastic neuron, floating gate, population code, inter spike interval, neuron time
constant, leaky integrate and fire, spiking neural networks.

I. INTRODUCTION

PIKING neural networks (SNNs) have been gaining
S attention for the brain-inspired, energy efficient and
error-tolerant computing [1], [2], [3]. Fig. 1(a) shows the
concept of the SNN. Information is encoded in the form
of spikes. The event-based nature of the SNN realizes the
energy efficient computing as there is no energy consump-
tion between the spikes. In the hardware implementation
of SNN chips, synaptic devices and neuron devices are the
key elements to realize the high density and low power
computation.

Nonvolatile memory (NVM) technologies have been
actively investigated for both synaptic devices and neuron
devices [4], [5], [6], [7]. For the synaptic devices storing the
weights, the high density integration is the key to processing

the large amount of the data. NVMs are suitable as the synap-
tic devices owing to their nonvolatility and excellent device
scalability [8], [9].

For the neuron devices, leaky-integrate-and-fire (LIF) is
one of the widely accepted models in SNNs. In the SNN
hardware, the LIF functions could be realized by CMOS
circuits [10], [11]. As an alternative hardware solution for
the neuron circuits, NVM applications to the neuron devices
have been widely investigated to reduce the circuit area and
energy consumption [12], [13], [14], [15]. Fig. 1(b) shows
the simplified concept of the LIF neuron circuit with an
NVM cell. In this circuit, leaky and integrate functions
are built into the single NVM cell as opposed to a large
CMOS circuit including resistors and capacitors. There
are research and development of volatile memory-based
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FIGURE 1. (a) Spiking neural network (SNN). (b) Leaky-integrate-and-fire
(LIF) neuron circuit with NVM neuron device.

neurons [16], [17]. With the volatile-based neurons, the non-
linear activation function (such as sigmoid function) can be
replicated. With the NVM-based neurons, the neuron can
remember the history of the inputs, realizing the LIF function
where the information of the previous inputs is stored.

In addition to the area savings and energy reduc-
tion, another key interest for NVM-based neurons is
the inherent stochasticity originating from NVM device
physics [18], [19]. The spiking stochasticity of the neu-
rons could improve computation efficiency and robustness
[20], [21], [22], [23]. It was reported that the population
of neurons can respond faster than the individual neu-
rons when the spiking stochasticity exists [18], [24]. Also,
it was pointed out that the spiking stochasticity con-
tributes to the SNN computation robustness of asynchronous
operations [25].

ISI distributions of NVM neurons have been studied from
the device physics perspective and the population-based com-
puting perspective. Kornijcuk et al. [13] modeled the ISI
distribution of FG neurons. In that work, LIF and ISI prop-
erties were evaluated by LTspice circuit simulator. The leaky
function was achieved by using the thin tunnel oxide. The
ISI stochasticity was simulated by injecting the thermal noise
and random telegraph noise into the CMOS neuron circuit
and devices. The resultant ISI distributions were shown to
follow the gamma distributions. Tuma et al. [18] experimen-
tally measured ISI distributions of phase-change neurons.
The ISI distributions were fitted to Gaussian distributions
and were attributed to the stochasticity of the crystal growth
in a single neuron as well as inter-neuron variations due to
variations in device fabrication. In addition, the benefit of the
ISI stochasticity on the population code was demonstrated
by simulation.

In our previous work [26], FG LIF neuron characteris-
tics were modeled with the focus on the electron injection
physics and statistics. An analytical model was developed for
leaky and integrate operations. ISI stochasticity was shown
to universally follow the number of electrons to spike.

In this work, the FG LIF neuron model is further extended
to develop the full perspective of the individual neuron
behaviors. In addition, the stochastic behaviors of the popu-
lations of the neurons are simulated. The key advancements
in this work include (1) a complete picture of the ISI target-
ing for FG LIF neurons by engineering device and operation
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TABLE 1. Device parameters for FG LIF neuron.

Device parameter Value ~ Control gate
Block dielectrics thickness 8nm (EOT) + Block dielectrics
Floating gate thickness Snm / Floating gate
- X . _—Tunnel oxide
Tunnel oxide thickness 1.5-7.0nm
Neutral threshold voltage ov Si substrate

parameters, (2) modeling of the time-variable neuron time
constant in FG LIF neurons, (3) demonstration of the pop-
ulation coding function enabled by the ISI stochasticity,
(4) demonstration of noise reduction effects in the popula-
tion coding realized by the spike stochasticity, (5) statistical
analysis for fast responding neurons enabled by the expo-
nential IST distribution and (6) a proposal of step-by-step
procedures to design FG LIF neurons to comprehensively
target al. neuron characteristics for both mean and stochas-
tic behaviors. By using the relation between the LIF neuron
characteristics and device parameters modeled in this work, it
becomes possible to precisely optimize the device and oper-
ation parameters of FG LIF neurons to realize the desired
neuron characteristics including the stochasticity.

Il. FLOATING GATE-BASED LIF NEURON MODEL
LIF functions include ‘leaky’, ‘integrate’, ‘fire’ and ‘reset’
operations. In the ‘integrate’ phase, the neuron receives the
input signals from the previous layer. The membrane poten-
tial of the neuron gradually develops. When the input signals
are absent, the membrane potential decays which is called
‘leaky’ phase. When the membrane potential reaches the
threshold potential, the neuron fires a spike. After the ‘fire’,
the membrane potential is ‘reset’ to the initial value. The
operations of FG LIF neurons can be controlled by the
threshold voltage (Vty) of the FG cell and the threshold
voltage to trigger the spike (V1H_spike). In the FG LIF neu-
rons, ‘leaky’, ‘integrate’, ‘fire’ and ‘reset’ functions can be
reproduced by programming the FG cells (for integrate),
data retention decaying Vty (for leaky), reading Vg (to
detect VTH_gpike for fire) and erasing the FG cells (to reset
the Vg to the initial state). The LIF functions and the
corresponding FG neuron operations are shown in Fig. 2.
The device parameters of the FG LIF neurons are summa-
rized in Table 1. A planar-type FG cell acts as the FG LIF
neuron. The gate coupling ratio is calculated by considering
the thicknesses of the block dielectrics and the tunnel oxide
as well as the fringe capacitance of the floating gate.

A. ISI MODELING

During the integration phase, the input bias is applied to
the control gate. Electrons are injected to FG through the
tunnel oxide by tunneling mechanisms. Both of Fowler-
Nordheim (FN) tunneling and direct tunneling (DT) are
considered in the simulation. The dominant injection mech-
anism is chosen based on the voltage across the tunnel
oxide [27].
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FIGURE 2. Leaky-integrate-fire (LIF) operations in FG cell.
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FIGURE 3. Electron injection through tunnel oxide. (a) Calculated J-V
curves. (b) Band diagrams.

FN tunneling current density is calculated by;

2 __B
Jp = AE2 ¢ Fox (1)

DT current density is calculated by a simplified model

in [27];
3
—B[l—(l—%)z}
Eox @
where J;, is the current density, Eqx is the electric field across
the tunnel oxide, and V,x is the voltage across the tunnel
oxide. @y, is the barrier height of the tunnel oxide.

The FN tunneling current (1) is used for Vox>®y while
the DT current (2) is assumed for Vox<®y. Fig. 3(a) shows
the simulated tunneling current density. The band diagrams
of the FN and DT injections are shown in Fig. 3(b). For
the thin oxide at 3 nm or below, the DT injection becomes
dominant especially at the low voltages. This result suggests
the possibility of the low voltage operation by enabling DT
injection with the thin oxide.

The time evolution of Vty for the FG LIF neuron under
the constant gate bias is simulated in Fig. 4(a) by calculating
the amount of the charges due to the tunneling injections. To
produce the LIF neuron function, the Vg needs to be reset
when it reaches the predetermined spike threshold voltage
(VTH_spike)- Fig. 4 (b) shows the simulation results with the
reset operations at Vry_spike = 1.0 V. The reset operation
is completed in 1 psec. And Vrg is brought back to the
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FIGURE 4. Modeled time evolution of Vqy for FG LIF neuron.
(a) Integration without reset. (b) With reset operations at Vyy gpjke-
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FIGURE 5. 1Sl as a function of input voltage with tunnel oxide thickness as
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FIGURE 6. (a) ISl as a function of Vry ¢,ike with tunnel oxide thickness as
a parameter. (b) ISl as a function of input voltage with Vyy ik as
a parameter.

initial Vg of 0 V. By adding the reset operations, Vty
oscillates over time. The interval between the spikes (the
interval between the peaks of Vry) is defined as the inter
spike interval (ISI).

In the FG LIF neuron, ISI is dictated by the program-
ming time of the FG cell under the constant gate voltage.
Because of this, ISI is controllable by adjusting the device
and operational parameters. Fig. 5 shows the ISI dependence
on the input voltage and tunnel oxide thickness. The ISI is
tunable over a very wide range of 6 orders of magnitude.
By using a thin tunnel oxide (< 3 nm), DT becomes the
dominant injection mechanism, and the low voltage opera-
tion (~2 V) is realized. Fig. 6 (a) and (b) show how ISI
fine tuning can be performed under the DT conditions. By
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FIGURE 7. (a) Leaky characteristics comparisons between FG LIF
neuron (red) and LIF model (black). (b) Equivalent circuits for FG LIF
neuron and LIF model. (c) FG LIF neuron time constant dependence on
tunnel oxide thickness.

adjusting VTH_spike OF input voltage, even under the restricted
condition of DT, ISI can be controlled within a range of a few
orders of magnitude.

B. LEAKY CHARACTERISTICS MODELING
Running the FG LIF neuron under the DT condition is critical
to realizing the leaky function, too. In Fig. 7, the leaky
characteristics of the FG LIF neuron are compared with the
widely used LIF neuron model. The key feature of the FG
neuron is found to be the variable time constant.

In the common LIF neuron model, the leaky characteristics
are defined as;

Vit = Vmawyexp (L) 3)
where, V_p () is the membrane potential at time t and Ty LIF
is the time constant of the neuron which is defined as RC. In
Fig. 7, the voltage decay curves for three different tp, 11r
are plotted (black curves).

In the FIG neuron, the leakage originates from the DT
tunneling current in (2). As seen in the curves in red in
Fig. 7(a), the voltage decay of the FG LIF neuron saturates
sooner than that of the LIF model. This means that the time
constant for FG LIF neurons 7, pG increases over the time.
The time constant 7, g is defined as RC where R is the
resistance of the tunnel oxide and C is the capacitance of the
FG cell. Due to the exponential dependence of the tunneling
current on the electric field in (2), which is the nonohmic
conduction, R is variable over the time. The equivalent cir-
cuits dictating the time constant for the FG LIF neurons and
the LIF model are compared in Fig. 7(b). This variable time
constant is a unique characteristic of the FG LIF neuron. The
effect of the variable time constant on the SNN computing
is not clear at this point and requires further investigation.

The leaky characteristics can be controlled by adjusting
the tunnel oxide thickness. Fig. 7(c) shows the leaky time
constant as a function of the tunnel oxide thickness. Due
to the variable time constant of the FG LIF neuron, Ty, FG
is defined for the corresponding T, p¢ to match the time
to reach Vg of 0.8 V (the horizontal line in Fig. 7(a)). As
seen in Fig. 7(c), the leaky time constant of the FG LIF
neuron can be targeted over a very wide range (> 3 orders
of magnitude) by adjusting the tunnel oxide thickness.
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stochastic (red) injections. (b) ISI dynamics for deterministic injection and
stochastic injection.

lil. INDIVIDUAL STOCHASTIC FG-LIF NEURON
In this chapter, the spiking stochasticity is analyzed for the
individual neuron characteristics.

A. ORIGIN OF ISI STOCHASTICITY

Due to the nature of the quantum process of the electron
tunneling, the Vtyg evolution of the FG LIF neuron has
discrete and stochastic characteristics [28], [29].

Fig. 8(a) shows the device scaling effects on dVty
per electron. The dVrty per electron can be as large
as ~200 mV with the device dimension of ~10 nm
because of the very small FG-to-CG capacitance, lead-
ing the quantization of the Vty evolution. In addition, the
time-to-electron injection is stochastic and follows the expo-
nential distribution [28], [30]. This introduces the stochastic
behaviors of the Vg evolution.

Fig. 8(b) shows the simulation results of the time-to-
injection distribution with a mean value of 1 ps. A total
of 10,000 injection events are simulated. In the exponen-
tial distribution, it should be noted that the peak of the
time-to-injection is much shorter than the mean value. The
consequence of this feature will be further discussed in the
Section IV.

After including the quantization and stochasticity effects,
the Vry evolution is simulated in Fig. 9(a). The smooth
curve in blue is from the analytical (deterministic) model.
With the quantization effect, the discrete Vg shift is
observed (black). By adding the stochasticity to the injec-
tion process (red), the time-to-injection shows fluctuations
to shorter or longer than the mean injection time.

The ISI characteristics of the stochastic electron injection
are simulated (the red curve in Fig. 9(b)). The injection time
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FIGURE 11. ISI histograms for various Vry gpike and device sizes [26].

fluctuates for each single electron injection, resulting in the
stochasticity of ISI. Fig. 10 illustrates the relation between
the electron injection stochasticity and ISI stochasticity.

When there are n number of electrons injected to reach
VTH_spike, the distribution function of a given x (total
injection time, ISI) is given by;

= Z (1/7inj_i) - exp (—x/Tinj_i ) 4)

i=1

f)

where Tipj j is the mean time of the ith electron injection.
It should be noted that the 7, ; increases after each elec-
tron injection due to the Coulomb blockade because the
injected electron reduces the electric field across the tunnel
oxide [30].

B. TARGETING ISI STOCHASTICITY

Fig. 11 shows the simulation results of the ISI distribution
of ~200 spikes with varying the device size and VTH_spike-
The ISI stochasticity is defined as ISI_sigma/ISI_mean
in percentage obtained by the Gaussian fitting of the
IST distributions. Larger ISI stochasticity correlates with
a wider ISI distribution. As seen in Fig. 11, the ISI
stochasticity increases for a smaller device size and smaller
VTH_spikes Which means a fewer number of electrons to
spike (NES) [26].
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As discussed in Fig. 10 and (4), the ISI is the total time of
multiple stochastic electron injections. When more electrons
are injected, the injection time fluctuations are averaged
out, reducing the stochasticity of the total injection time.
Therefore, fewer NESs lead to larger stochasticity due to
the lack of the averaging effect. From this consideration, it
can be stated that the controlling NES is a key to controlling
the ISI stochasticity.

Fig. 12(a) shows the calculated NES for various Vy_gpike
and device sizes. NES can be controlled in a very wide range
from only a few electrons to more than a thousand electrons.
Fig. 12 (b) shows the simulated ISI stochasticity normalized
by NES. The universal relationship between ISI and NES is
confirmed.

These simulations reveal that the FG LIF neuron has
the tunability of ISI stochasticity to a desired value by
controlling the NES by targeting VTH_spike and device size.

IV. POPILATIONS OF STOCHASTIC FG-LIF NEURONS

In the previous chapter, the ISI stochasticity was discussed
by focusing on the single neuron behaviors. In this chap-
ter, the neuron stochasticity is discussed as the behavior of
populations of the neurons.

A. FAST RESPONDING NEURONS

As discussed earlier, the ISI stochasticity is closely tied with
the number of electrons to spike (NES). For a single electron
injection, the ISI distribution exactly follows the exponen-
tial distribution. As the NES increases, the ISI distribution
approaches a Gaussian-like distribution because of the convo-
lution of the multiple exponential distributions with various
mean time-to-injection (shown in (4)).

In Fig. 13, ISI histograms are simulated for two extreme
cases. One is for a very few electrons to spike (NES = 3).
This is the case when the device is small and the VTH_gpike
is set low. The ISI histogram follows an exponential-like
distribution (Fig. 13(a)). The other case is for many electrons
to spike (NES = 350). This is the case for a large device
and high Vy_gpike. The Gaussian-like ISI distribution is seen
(Fig. 13(b)).

As seen in Fig. 13(a), the key feature of the exponential-
like distribution is the asymmetry where the peak of the
ISI distribution is shifted toward a shorter time than the
ISI_mean. Consequently, when there are multiple neurons
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in a system, the majority of the neurons spike faster than
ISI_mean. This subset of the fast-spiking neurons can rep-
resent the characteristics of the entire population of the
neurons [22]. Hence the population of the neurons can
respond faster than the individual neurons that respond with
ISI_mean.

The characteristics of the fast-spiking neurons are further
investigated from both the quantity and speed perspectives.
Fig. 14 (a) shows the percentage of the neurons spiking faster
than 0.8x of ISI_mean. All of the deterministic neurons spike
exactly at the ISI_mean, so 0% of neurons spike at faster
than ISI_mean x0.8 (blue in Fig. 14(a)).

With respect to the stochastic neurons (red in Fig. 14(a)),
a subset of the neurons spike at a faster rate due to the elec-
tron injection stochasticity. When the NES is large, the ISI
distribution of the stochastic neurons is Gaussian-like with
the tight sigma, therefore, a very small percentage of the
neurons spike faster than the ISI_mean x0.8. On the other
hand, with a small NES such as fewer than ten, approxi-
mately 30% of the neurons spike faster than the ISI_mean
x0.8. due to the exponential-like asymmetric distribution.

Fig. 14 (b) shows the speed of the fast-spiking neuron
sub-set at 10% of the entire population (fast 10% neurons).
For the deterministic neurons (blue in Fig. 14(b)), all neu-
rons respond at ISI_mean (=100% of ISI_mean). For the
stochastic neurons (red in Fig. 14(b)), the 10% fast neurons
spike faster than ISI_mean. When NES is large, the response
time of the fast 10% neurons is about 80% of the ISI_mean.
This means that the populations of neurons response about
20% faster than the single neuron can response. When NES
is scaled to less than 10 electrons, the response time of
the fast 10% neurons can be significantly faster than the
single neuron response time, such as shorter than the 50%
of ISI_mean.
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FIGURE 16. 1y evolution of single neuron and population of spikes.
(a-1) deterministic, single neuron, (a-2) deterministic, populations of
neurons, (b-1) stochastic, single neuron, (b-2) stochastic, populations of
neurons, 30nm x 30nm, VTH_spike = 0.2V.

These results demonstrate the proof of the concept that
the fast response of the populations can be realized by the
exponential-like asymmetric distribution with aggressively
scaled NES.

B. POPULATION-BASED CODING
The population code is one of the coding techniques for
SNNs [31], [32], [33]. Signals are encoded as numbers of
spiking neurons at each time slice. Fig. 15 is a diagram
describing the simulation setup in this work. The input wave-
form consists of the 2 V base bias with the 3 V pulse of
100 s duration. This input waveform is applied to a group
of 300 neurons and the number of spiking neurons is counted
at each time slice. Two types of the neuron characteristics
are simulated. One is a deterministic neuron (blue) and the
other is a stochastic neuron (red).

The simulation results are shown in Fig. 16 for both
individual neuron behaviors (a-1 and b-1) and the neuron
population behaviors (a-2 and b-2). For the individual neuron
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FIGURE 17. Variation and stochasticity effects on spike population.
NES=3. (Size=30nmx30nm, Vry gpike = 200mV). (a) Neuron-to-neuron
variation only (Vry_gigma = 50mV). (b) Variation (neuron-to-neuron) +
stochasticity (spike-to-spike). (c) ISI histograms for 2V input.

behaviors, one neuron was randomly sampled, while all
300 neurons are included in the neuron population behaviors.

The deterministic neuron shows the constant ISI
(Fig. 16 a-1) with a given input bias. Since all neurons have
the exact same ISI, all of the 300 neurons spike simultane-
ously (Fig. 16 a-2). Therefore, the change in the input bias
cannot be detected in the number of spiking neurons. It can
be detected as the modulation of ISI instead.

On the other hand, with the stochastic neurons
(Fig. 16 b-1), the timing of the spikes is distributed among
the spikes. As a result, the change in the input bias can be
detected as the number of spiking neurons (Fig, 16 b-2),
thus enabling the population coding.

Next, the effects from different types of stochasticity are
analyzed. There are two types of spiking neuron stochastic-
ity. One is the neuron-to-neuron variation originating from
the manufacturing process variability. The other is the spike-
to-spike stochasticity in the same neuron originating from
the electron injection stochasticity. NES is set to 3 with
a 30 nm device size and 0.2 V Vry_gpike. Fig. 17 (a) shows
the evolution of the number of spiking neurons when only
the neuron-to-neuron variation is considered. For the FG
LIF neuron device variation, the Gaussian distribution of
50 mV Vg sigma is considered. By introducing the neuron-
to-neuron variability, the change in the input can be detected
by the populations of the spiking neurons. However, the
baseline noise is significant and potentially degrades the
detection capability. Fig. 17 (b) shows the case with the
electron injection stochasticity (spike-to-spike stochasticity)
in addition to the neuron-to-neuron variability of the 50 mV
Vrtu sigma. As seen in the simulation results, the baseline
noise is dramatically reduced by introducing the spike-to-
spike stochasticity. Fig. 17(c) shows ISI histograms with
neuron-to-neuron variation only and with neuron-to-neuron
variation and spike-to-spike stochasticity. ISI stochasticity
increases by adding the spike stochasticity.

To further segment the effect between the type of the
stochasticity and the degree of the stochasticity further, the
large NES of 70 is evaluated in Fig. 18. Fig. 18 (a) corre-
sponds with the case with neuron variation, and Fig. 18 (b)
includes neuron variation and spike stochasticity. The noise
reduction effect is observed with the spike stochasticity even
with the large NES case. Due to the large NES, the degree
of the total ISI stochasticity is almost unchanged by intro-
ducing the spike stochasticity (Fig. 18 (c)). This means that
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FIGURE 18. Variation and stochasticity effects on spike population.
NES=70. (Size=100nmx 100nm, V1Y spike = 200mV). (a) Neuron-to-neuron
variation only (Vry_gigma = 50mV). (bYVariation (neuron-to-neuron) +
stochasticity (spike-to-spike). (c) ISI histogram for 2V input.

the noise reduction effect originates from the type of the
stochasticity as opposed to the degree of the stochasticity.

These results can be understood as follows. When only the
neuron-to-neuron variability is introduced, each neuron still
spikes at a constant interval. Therefore, the number of spik-
ing populations increases when the timing is in accordance
with the common multiples of ISIs from many neurons. This
introduces the periodic peaks of the baseline noise under the
constant input bias. In the contrast, with the spike-to-spike
stochasticity, the ISI of each neuron is not defined, so there
is no peak of the spikes due to the common multiples of ISIs.
As a result, the baseline noise is dramatically suppressed.
Based on this mechanism, the spike-to-spike stochasticity
due to the stochastic electron injection is expected to improve
the computing accuracy in the population coding by reducing
the baseline noise.

In conclusion, in the population coding, the speed of
the response is dictated by the degree of the stochastic-
ity which is further accelerated by the exponential-like ISI
distributions. The noise reduction depends on the type of the
stochasticity, where the spike-to-spike stochasticity plays the
dominant role.

V. STEP-BY-STEP DEVICE DESIGN FOR FG LIF NEURON
Based on the dependencies of the neuron characteristics on
the device and operation parameters revealed in this work,
the step-by-step design procedures of the stochastic FG LIF
neuron device are proposed (Fig. 19). In the proposed proce-
dures, the device parameters are set first as these are tied with
the hardware manufacturing while the operation parameters
can be set later because these parameters can be flexibly set
by the software.

In the first step, the device size is set based on the process
capability. The planar FG cell can be scaled down all the
way below 20 nm [34]. By using the relation given in the
Fig. 8(a), the number of electrons for the desired amount
of the shift of Vg can be obtained. When a smaller device
size is chosen, the stochasticity becomes large due to fewer
number of electrons. If the stochasticity is not needed, a large
device or multiple small devices jointed together can be used.

In the second step, the tunnel oxide thickness should
be determined based on the desired neuron time constant.
Fig. 7 (c) provides the relation between the tunnel oxide
thickness and the neuron time constant. The thinner tunnel
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Corresponding device
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FIGURE 19. Step-by-step procedures for designing FG neuron device and
operation conditions.

TABLE 2. Tunability of neuron characteristics for FG LIF neuron.

Neuron characteristics Tunable range Data
Operation voltage 0.5V~3V Fig. 5&6
Number of electrons to .
spike (NES) <1 ~>1000 electrons Fig. 12
‘Leaky’ time constant <lpsec. ~ >10msec. Fig. 7
ISI_mean psec. ~ sec. Fig. 5&6
- ~0% to ~60% .
ISI_stochasticity D Fig. 12
ISI distribution Exponeutin®kedo Fig.13

Gaussian-like

oxide realizes a short time constant for both ‘integrate’ and
‘leaky’ functions.

Next, in the third step, VTH_spike is set for a desired degree
of the ISI stochasticity. As shown in Fig. 12(b), the stochas-
ticity is a universal function of NES which is dictated by the
combination of the device size and Vy_gpike. Given that the
device size cannot change after the manufacturing, Vy_spike
is the key parameter to adjust the ISI stochasticity post man-
ufacturing. By integrating Vg change per electron given at
the first step and VrH_gpike set at this step, NES can be
fine-tuned to realize the desired ISI stochasticity.

Finally, in step four, the input voltage (Vippu) is deter-
mined for the ‘integrate’ operation. Given that the tunnel
oxide thickness is already set at the previous steps, the
ISI_mean can be set by the input voltage with the relation
shown in Fig. 5 and Fig. 6. By adjusting the input voltage,
the time constant can be independently set between the ‘inte-
grate’ operation and ‘leaky’ operation. This is because the
‘leaky’ time constant is a solo function of the tunnel oxide
thickness while the ‘integrate‘ time constant is determined
by a combination of the tunnel oxide thickness and the input
voltage.

The tunable ranges of the neuron characteristics are sum-
marized in Table 2. In the proposed FG LIF neurons, all of
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the key characteristics (operation voltage, NES, time constant,
ISI mean and stochasticity) are tunable over very wide ranges.

VI. FUTURE CHALLENGES

While the FG LIF neurons have the great advantages in the
tunability of the neuron characteristics as well as the device
scalability, there are several challenges to overcome.

The tunnel oxide reliability is one of the device concerns.
Since the neuron is a switching device, electron injections
and emissions occur at every computing operation, leading
to many program/erase cycles to the FG neuron devices. The
ultra-thin tunnel oxide combined with the very low voltage
operation is expected to relieve the oxide degradation.

The peripheral circuits controlling the FG LIF neurons
should be another challenge. While the FG LIF neurons
replace the large CMOS circuits performing the LIF opera-
tion, the new additional circuits are required to control the FG
LIF neuron operations such as program, erase and read. It’s
critical that the entire neuron circuits are kept small enough
to realize the scaling advantage of the FG LIF neurons.

From the manufacturing perspective, the isolated pattern-
ing of the FG LIF neuron devices would rise the challenge.
Compared to the synaptic array, the neuron circuit tends to
have less dense layout. As a result, the FG LIF neurons can
be placed in a relatively isolated manner. This would cause
the challenge in the patterning especially for the aggressively
scaled device.

For the further model enhancement, while the electron
injection stochasticity is focused in this work, there is an
interest to understand the interactions with other cell noises
such as random telegraph signal (RTN). Integrating various
other noises is required for the more complete model.

These challenges need to be overcome in the future.

VIl. CONCLUSION

An analytical model for the stochastic FG LIF neuron has
been developed. The wide range of tunability of the neu-
ron characteristics is shown and the step-by-step procedures
to design the device and operation conditions are proposed.
The ISI stochasticity originates from the tunneling electron
injection statistics governed by the number of electrons to
spike. The spike response of the neuron population becomes
faster owing to the exponential time distribution of the scaled
FG LIF neurons. In the population coding, the proof of
the concept is demonstrated for the signal-to-noise ratio
enhancement by introducing the spike stochasticity. This
work supports device and operation optimization of the FG
LIF neurons. In addition, this work contributes to develop-
ing insights of inherent stochasticity of NVM devices which
could enable the energy efficient neuromorphic computing.
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