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ABSTRACT In this work, we improved the performance of germanium (Ge) channel Charge Trapping
MemTransistors (CTMTs) as synaptic device by using Ti-doped HfO2 as charge trapping layer (CTL). We
manipulated the amount of Ti dopant within the HfO2 CTL to perform the band engineering by varying the
Hf/Ti cycle ratio in atomic layer deposition (ALD). The content of Ti was quantified and the energy band
structures of the gate stack was constructed with the aid of transmission electron microscope (TEM) images
and X-ray photoelectron spectroscopy (XPS) analysis. We then fabricated the charge trapping capacitors
and characterized their memory characteristics such as memory windows. By the implementation of
amphoteric trap model, thermal activated electron retention model and advanced charge decay model, the
trap distribution of the CTL was extracted. Finally, we fabricated the CTMTs with Ti-doped HfO2 as
the CTL and characterized their performance as synaptic device such as nonlinearity of depression and
potentiation and also conductance on/off ratio. We used NeuroSim simulator with multilayer perceptron
and convolutional neural network models to evaluate the pattern recognition accuracy of neural network
hardware accelerator using CTMTs as synaptic devices and benchmarked the performance of our CTMT
with those of other types of synaptic devices.

INDEX TERMS Germanium, dielectric materials, neural network hardware, analog memories, artificial
intelligence, MOSFETs, pattern recognition, semiconductor memories.

I. INTRODUCTION
Since the von Neumann architecture was firstly proposed
by Burks et al. [1], it has been the supreme guideline
of computer architectures. The explosive growth of com-
putational power based on von Neumann architecture has
driven the improvement of the entire human society through-
out whole information era. Nevertheless, an new form of
algorithm called artificial neural network (ANN) [2] had bur-
geoned in 90s including multilayer perceptron (MLP) [3],
support vector machine (SVM) [4] and convolutional neu-
ral network (CNN) [5] which created a whole new type
of request for computational power. Therefore, a new kind
of computer architecture, i.e., neuromorphic architecture,

was proposed in the meantime [6]. Although the con-
cept of neuromorphic architecture was proposed in 90s,
lacking the implementation of synaptic device made it
remain in concept for a long period. Therefore, the later-
blooming artificial neural networks such as AlexNet [7],
GoogLeNet [8], VGG [9] and ResNet [10] are all based on
the hardware with von Neumann architecture such as graphic
processing units (GPU) [11], field-programmable gate
arrays (FPGA) [12] and tensor processing units (TPU) [13]
etc. With these off-the-shelf hardware platforms, ANN
has dominated various application fields such as pattern
recognition, object detection, computer vision and speech
recognition. Nevertheless, the bottlenecks of von Neumann
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architecture for ANN implementation are on-chip memory
capacity, off-chip memory bandwidth and latency [14].
Generally speaking, all of off-the-shelf hardware platforms
with von Neumann architecture mentioned above uses
layers of cache which consists of static random-access
memory (SRAM) as on-chip memory and dynamic random-
access memory (DRAM) as off-chip memory. Although
the scaling of SRAM can benefit from advanced technol-
ogy node, its cell area per bit is still around 100-200 F2

which limits its capacity to a few megabytes. It is insuf-
ficient for storing the parameters of ANN algorithms
which are typically hundreds of megabytes [15]. Another
drawback of the von Neumann architecture on ANN
applications is its inefficient use of energy and memory
bandwidth. The energy and bandwidth are mostly con-
sumed by the movements of data from memory units
to arithmetic units or the calculated results into memory
units rather than the computation itself [16]. Therefore,
the concept of neuromorphic architecture [6] was brought
to the table again. But in this time, with the imple-
mentations of synaptic devices, neuromorphic computing
known as in-memory computing has become a popular
topic in various research field. There are various types of
synaptic device such as flash memory [17], phase change
memory [18], resistive random access memory [19]–[23],
magnetic random access memory [24], [25], ferroelectric
field-effect transistor [26] and SONOS type device [27].
Even though these candidates have been shown obvious
advantage in the ANN applications, however, the degrada-
tion of recognition accuracy caused by the nonlinearity of
weight-to-pulse and preneuron-to-postneuron relations have
been a great challenge in recent studies[26], [28], [29].
Therefore, we have proposed the Charge Trapping
MemTransistor (CTMT) beforehand [30], [31] which
has comprehensive improvements in the abovementioned
criteria.
In this study, we further improved the performance of

CTMT on germanium (Ge) as synaptic device by using
Ti-doped HfO2 as charge trapping layer (CTL). We chose
Ge substrate because it has high electron mobility [32].
Therefore, we can achieve the same drive current under lower
bias to reduce the energy consumption during read-out oper-
ations. More importantly, the Ge/GeO2 gate stack has smaller
energy barrier than Si/SiO2 gate stack which depicts higher
injection current. Therefore, using Ge/GeO2 gate stack can
not only enlarge the memory window but also enhance the
program speed [33]. We chose Al2O3 as the tunneling layer
because of its high bandgap (EG), conduction band offset
(�EC) and capability of stopping the diffusion of Ge into
the high-κ dielectric, which would lead to higher interfa-
cial trap density [34]. We adjusted the amount of Ti dopant
within the HfO2 CTL to perform the band engineering on
it by utilizing the atomic layer deposition (ALD) system
and adjusting the Hf/Ti cycle ratio during the deposition of
CTL. We firstly quantified the Ti content and constructed the
energy band structures of the gate stack of CTMTs with the

aid of transmission electron microscope (TEM) images and
X-ray photoelectron spectroscopy (XPS) analysis. We then
fabricated the charge trapping capacitors (CTCs) with various
CTLs as gate stack. We characterized their memory charac-
teristics such as memory windows and retention. Based on
the amphoteric trap model [35], thermal activated electron
retention model [36] and advanced charge decay model [37],
we performed the retention measurement under elevated tem-
perature and extracted the trap distribution within the energy
band. The effect of the amount of Ti dopant was then dis-
cussed. We then fabricated CTMTs using Ti-doped HfO2 as
CTL and characterized their synaptic characteristics such as
the nonlinearity of pulse-number-to-weight relation, number
of weight states and conductance on/off ratio. Finally, we
utilized the NeuroSim [38], [39] simulator with MLP and
CNN as ANN models to benchmark the CTMT as synaptic
device against other types of synaptic device [19]–[23], [26]
and our previous CTMT [31].

II. FABRICATION OF CHARGE TRAPPING CAPACITORS
First, the (100)-oriented p-type Ge substrate was cleaned
with diluted hydrofluoric acid. A GeO2 interfacial layer (IL)
and high-κ gate stack were then deposited using a plasma-
enhanced ALD (PEALD) system in situ. A 40-cycle Al2O3
was deposited as tunneling layer (TL) by PEALD using O2
plasma as oxygen source. A 60-cycle HfTiO was deposited
as the CTL by thermal ALD using H2O precursor as oxy-
gen source. We adjusted the Hf/Ti cycle ratio during the
deposition of CTL to vary the amount of Ti dopant within
the CTL. The cycle ratio between HfO2 and TiO2 in the
case of H9T1, H19T1 and H29T1 was 9:1, 19:1 and 29:1,
respectively. In the case of HT, there was no H2O precursor
injection between the injections of Hf precursor (TDMAH)
and Ti precursor (TDMAT) and the cycle ratio of TDMAH
and TDMAT precursor is 1:1. In the case of HfO2, pure
HfO2 was used as CTL for reference. A 60-cycle Al2O3 was
then deposited as barrier layer (BL) by PEALD. Afterwards,
a 400◦C 60s rapid thermal annealing was performed as post-
deposition annealing for improving the quality of the high-κ
dielectric, and then a 50 nm TiN was deposited using phys-
ical vapor deposition (PVD) and patterned as gate metal.
Finally, a 10 nm Ti and a 300 nm Al were deposited with
PVD as the backside contact. Fig. 1 shows the process flow
and TEM image of the gate stack. The process steps of CTC
are colored in red. The physical thickness of TL, CTL and
BL is 3.4, 4.8 and 5.2 nm, respectively.

Ti content(%) = ATi,2p/STi,2p
AHf ,4d/SHf ,4d + ATi,2p/STi,2p

(1)

where A is the area of the XPS peak and S is the sensing
factor of the orbital

III. PHYSICAL AND MEMORY CHARACTERISTICS OF
CHARGE TRAPPING CAPACITORS
We firstly used the XPS analysis to determine the content of
Ti because in the case of H19T1, H29T1 and HT, the content
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FIGURE 1. (a) Process flow of CTCs and CTMTs. The process steps of CTC
are colored in red. (b) Illustration of the structure of CTC and CTMT. The
structure of CTC is framed by red line. (c) TEM image of the gate stack.

FIGURE 2. Ti content versus Hf/Ti cycle ratio extracted by XPS.

of Ti was too inadequate to detect by energy-dispersive X-ray
spectroscopy (EDS) of our TEM system. The Ti content was
defined by (1). Through the area of XPS peak divided by
its own sensing factor, we are able to extract the Ti content
within the HfTiO high-κ dielectrics. The Ti content versus
Hf/Ti cycle ratio plot is shown in Fig. 2. The Ti content
was reduced from 18% in the case of H9T1 to 7% in the
case of H29T1 because of the increment of Hf/Ti cycle
ratio from 9:1 to 29:1. However, the Ti content was further
reduced to 6% in the case of HT because of the lack of H2O
precursor injection between the injection of TDMAH and
TDMAT. Therefore, there is no sufficient surface bonding
for TDMAT to deposit on the surface which led to further
reduction of Ti content within the HfTiO layer. We then
extracted the energy band structure of the gate stacks with the
results of XPS analysis [40]. The illustration of the energy
band structure of the gate stack is shown in Fig. 3(a) and
the plot of conduction band offset of HfTiO and Al2O3
(�EC,AH) and the bandgap of HfTiO versus Hf/Ti cycle
ratio are shown in Fig. 3(b). The increment of �EC,AH with
the reduction of Ti content was mainly attributed to the
reduction of the bandgap of HfTiO. Therefore, the energy

FIGURE 3. (a) Illustration of the energy band structure of the gate stack of
CTMT. (b) conduction band offset of HfTiO and Al2O3 (�EC,AH) and
bandgap of HfTiO versus Hf/Ti cycle ratio.

FIGURE 4. (a) Flat-band-voltage shift (�VFB) to program/erase pulse
width plot. (b) Memory windows of CTCs.

barrier for the electrons trapped in the CTL was enlarged
with the reduction of Ti content within the HfTiO layer.
After the physical analyses of the gate stacks, we then

characterized the writing characteristics of CTCs includ-
ing the flat-band-voltage shift (�VFB) to pulse width and
memory windows which are shown in Figs. 4(a) and (b).
Comparing with the case of HfO2 as reference [31], using
HfTiO as CTL can enlarge the memory windows. In the
case of H9T1, H19T1, H29T1 and HT, the memory window
is enlarged by 430.7, 504.8, 488.7 and 593.5 mV. Among
all cases, the case of HT outperformed other cases in all
pulse width which can not only improve the memory win-
dow but also program speed. Next, the methodology of the
extraction of the trap distribution is based on the ampho-
teric trap model [35], the thermal activated electron retention
model [36] and the advanced charge decay model [37]. In
the amphoteric trap model [35], three types of trap state and
the relation between trap states caused by charge capturing
and releasing were clearly defined. The thermal activated
electron retention model [36] considered only neutral trap
state with no charge captured and negative trap state after
capturing an electron. In the thermal activated electron reten-
tion model [36], three ways of electrons escaping from trap
were considered including thermal excitation, trap-to-band
tunneling and trap-to-trap tunneling. However, when the
temperature elevates above 450K, the thermal excitation
dominates due to its lower time constant and the excita-
tion rate is affected by the energy level of traps [36]. In
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FIGURE 5. (a) Trap distribution within the energy band. (b) Energy level
from EC with peak trap density and total trap density versus Hf/Ti cycle
ratio.

the advanced charge decay model [37], the relation between
excitation rate and energy level of traps was derived and
the trap distribution could be extracted by the retention
measurement under elevated temperature. Therefore, we per-
formed the retention measurement at elevated temperature
and extracted the trap distribution within the energy band.
Fig. 5(a) shows the trap distribution within the energy band
in each case. Fig. 5(b) shows the energy level with peak trap
density (EPTD) from conduction band (EC) and total trap den-
sity versus Hf/Ti cycle ratio. With the reduction of Ti content
within the HfTiO, the EPTD shifted away from EC which
is beneficial for data retention. Moreover, the excessive Ti
cycles could result in proper TiO2 formation. Obviously, this
did not fit our purpose because we intended to create charge
trap centers by adding Ti as dopants. Therefore, the total trap
density increases with the reduction of Ti content which con-
sists with the result of memory-window enlargement shown
in Fig. 4(b).

IV. SYNAPTIC CHARACTERISTICS OF CHARGE TRAPPING
MEMTRANSISTORS
After characterizing the physical and memory characteristics
of CTC, we then fabricated the CTMTs with the gate stack
of HfO2, H29T1 and HT cases. The process flow is shown
in Fig. 1. We firstly characterized the synaptic characteris-
tics of CTMTs. By applying positive/negative pulse on the
gate of CTMT, we are able to shift the threshold voltage
(VT) positively/negatively because of the trapped charges
in CTL. Therefore, the channel conductance of CTMT as
synaptic device which represents the weight stored in the
synapse will reduce/increase. The illustration of the oper-
ation principle of CTMT as synaptic devices is shown in
Fig. 7(c). By applying multiple positive/negative pulses, we
can manipulate the reduction/increment of the conductance
which is called depression/potentiation of the weight.
From the device perspective, there are three key factors

which affect the recognition accuracy. First one is the non-
linearity of the potentiation (αp) and depression (αd) of the
weight [29]. The closer to zero the nonlinearity is, the more
linear the potentiation or depression is. The more linear the
potentiation or depression is, the more precise the weight
is during the training phase. Second one is the conductance

FIGURE 6. Weight depression/potentiation curves of H9T1, H19T1, H29T1,
HT and HfO2 cases under stepping and optimized pulse scheme.

on/off ratio. In practice, we normalize the maximum conduc-
tance to one to represent the maximum weight. Therefore,
the conductance on/off ratio represents the minimum value
of the weight that a synaptic device can store. Ideally, the
minimum value of the weight is zero which indicates that the
conductance on/off ratio is infinite. However, it is impracti-
cal for any kind of synaptic device. Therefore, the higher the
impractical ratio is, the smaller the minimum weight is. The
smaller the minimum weight is, the larger the usable range
of the weight is which leads to higher recognition accuracy.
Last one is the weight precision which is the number of con-
ductance states in the depression/potentiation of the weight.
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FIGURE 7. (a) Illustration of MLP network with one hidden layer for MNIST
database recognition. (b) Architecture of CTMT synaptic array for MLP
hardware acceleration derived from (a). (c) Operation principle of CTMT as
synaptic devices. (d) Illustration of CNN network using VGG-8 model for
CIFAR-10 database recognition. (e) Illustration of convolution operation in
VGG-8 model. (f) Architecture of CTMT synaptic array for convolution
operation derived from (e).

According to our simulation by NeuroSim [38], [39] with
MLP and CNN as ANN models, there is an accuracy satu-
ration occurring when the precision of the weight is higher
than 5 bits, i.e., the number of states is greater than 32 state.

TABLE 1. Parameters of MLP network.

The weight depression/potentiation curves of CTMTs are
shown in Fig. 6. In order to achieve low nonlinearity and
high conductance on/off ratio, we implemented non-identical
pulse schemes with pulse width modulation. Comparing to
the pulse height modulation, the pulse width modulation we
implemented in this work has less complexity in peripheral,
but it will cause higher latency. By applying the stepping
pulse scheme in which pulse width increased in a con-
stant difference with the increase of pulse number, we were
able to achieve low nonlinearity in the case of H29T1 and
HT. However, in the case of H9T1 and H19T1, once the
Ti dopant was excessive, there was no improvement in non-
linearity. The (αp, αd) of H9T1, H19T1, H29T1, HT and
HfO2 case was (1.35, −2.04), (1.05, −2.44), (0.49, −0.9),
(0.25, −0.6) and (1.28, −1.35) respectively. The conduc-
tance on/off ratio in the case of H9T1, H19T1, H29T1, HT
and HfO2 under the stepping pulse scheme was 20.8, 22.5,
24.8, 28.7 and 18.1 respectively. These results indicated that
using HfTiO as CTL in CTMT can improve both linearity of
weight depression/potentiation and conductance on/off ratio
because of its trap distribution within the energy band and
total trap density accordingly. In order to further improve
the nonlinearity and conductance on/off ratio, we applied the
optimized pulse scheme. The range of pulse width is listed
in Fig. 6. Within this range, we changed the increment of
pulse width based on the stepping pulse scheme according
to the amount of change in weight after applying previous
pulse. Therefore, the nonlinearity was optimized by the opti-
mized increment of pulse width. The on/off ratio was also
improved because of the larger increment of pulse width.
The (αp, αd) of H9T1, H19T1, H29T1, HT and HfO2 case
was (0.37, −1.06), (0.02, −0.72), (0.01, −0.17), (0.4, −0.03)
and (0.71, 0.01) respectively. The conductance on/off ratio
in the case of H9T1, H19T1, H29T1, HT and HfO2 under
the optimized pulse scheme was 69.2, 71.4, 76.5, 82.2 and
66.2 respectively. The CTMTs with HfTiO as CTL still had
better nonlinearity and conductance on/off ratio than the one
with HfO2 as CTL under optimized pulse scheme only if the
Ti dopant was not excessive. The nonlinearity and conduc-
tance on/off ratio of H29T1, HT and HfO2 cases are shown
in Figs. 8(a) and (b). The H9T1 and H19T1 cases were
skipped for the further investigation due to the insufficient
improvement in nonlinearity.
Finally, we benchmarked the pattern recognition accu-

racy the CTMTs by NeuroSim [38], [39]. We used two
kinds of models to inference two different datasets. First,
we constructed the MLP model with 400 input neurons, one
hidden layer with 100 hidden neurons and 10 output neu-
rons for MNIST, a 28px×28px hand-written-number-pattern
dataset, inference. The model is illustrated in Fig. 7(a) and
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FIGURE 8. (a) Plot of nonlinearity (αp, αd) versus pulse schemes with
three kinds of gate stacks. (b) Plot of conductance on/off ratio versus
pulse schemes with three kinds of gate stacks. (c) Plot of recognition
accuracy of MLP network on MNIST dataset and CNN (VGG-8) network on
CIFAR-10 dataset versus pulse schemes with three kinds of gate stacks.

TABLE 2. Parameters of VGG-8 model.

the parameters of the model are shown in Table 1. It takes
two synaptic arrays to fully implement this MLP model. The
first one connects the input layer and the hidden layer and is
comprised of 400×100 synapses. The second one connects
the hidden layer and the output results and is comprised
of 100×10 synapses which is illustrated in Fig. 7(b). By
applying the stepping pulse scheme, the recognition accu-
racy in the case of H29T1, HT and HfO2 was 69.9%, 74.7%
and 67.9% respectively. By applying the optimized pulse
scheme, the recognition accuracy in the case of H29T1,
HT and HfO2 was 88.2%, 91.1% and 82.1%, respectively.
HT case has the highest recognition accuracy because of
its low nonlinearity and highest conductance on/off ratio.
Next, we constructed the CNN model with VGG-8 model
for CIFAR-10, a 32px×32px×RGB color-pattern dataset,

TABLE 3. Benchmark of synaptic devices.

inference which is shown in Fig. 7(d). The model consists
of convolution, pooling and fully connected layer; parame-
ters are shown in Table 2. The main operation to accelerate
here is the convolution operation which is shown in Fig. 7(e).
The dimension of the synaptic array to perform a convolu-
tion operation with the input dimension of W×W×3, the
kernel dimension of 3×3×3 and N as the count of kernels
is (3×3×3)×N. The number of rows to perform one con-
volution operation is W×W and will produce W×W rows
of output with the dimension of 1×1×N. Therefore, the
dimension of output is W×W×N. The architecture of CTMT
synaptic array for the convolution operation mentioned above
is shown in Fig. 7(f). The recognition accuracy in the case
of H29T1, HT and HfO2 was 87%, 89% and 82% under the
stepping pulse scheme respectively. The recognition accu-
racy of H29T1, HT and HfO2 case was 91%, 91% and
89% under the optimized pulse scheme respectively. The
HT case also has the highest recognition accuracy in the
CNN model and the optimized pulse scheme can further
improve the recognition accuracy. Last but not least, Table 3
shows the benchmark of synaptic devices. Our CTMT out-
performs other types of synaptic devices in the categories of
nonlinearity and conductance on/off ratio and its recognition
accuracy is close to the best-in-class.

V. CONCLUSION
In this work, we have discussed the effect of using Ti-
doped HfO2 as CTL on Ge CTMTs as synaptic devices.
We first characterized the physical and memory character-
istics of CTCs in terms of energy band structure, memory
window and trap distribution. Using Ti-doped HfO2 as the
CTL of CTC enlarges the memory window because it has
larger �EC,AH, deeper trap distribution and higher trap den-
sity. Next, we characterized the synaptic characteristics of
CTMTs in terms of nonlinearity and conductance on/off
ratio. Using Ti-doped HfO2 as the CTL of CTMT can
reduce the nonlinearity and increase the conductance on/off
ratio because of its trap distribution and trap density. We
then used NeuroSim to simulate the recognition accuracy
of neural networks using CTMTs as synaptic device. Using
Ti-doped HfO2 as the CTL of CTMT can improve the recog-
nition accuracy because of its lower nonlinearity and higher
conductance on/off ratio. Last, we benchmarked our CTMT

142 VOLUME 9, 2021



CHOU et al.: IMPROVING PERFORMANCE OF CHARGE TRAPPING MEMTRANSISTOR SYNAPTIC DEVICE BY TI-DOPED HfO2

with other synaptic devices. The CTMT outperforms for-
mer alternative candidates, such as RRAM, FeFET in terms
nonlinearity, conductance on/off ratio and recognition accu-
racy. We believe our proposed CTMT is the one with great
potential for the synaptic device in ANN application.
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