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ABSTRACT Floating gate (FG) memory has long erasing time, which limits its application as an electronic
synapse in online training. This paper proposes a novel enhanced floating gate memory (EFM) by TCAD
simulation. Here, three other structures are simulated just for comparison. The simulation results show
that the erasing speed is about 34ns while the other three need the time over 1.8ms, which makes the
operation speed of long-term potentiation (LTP) more symmetrical to long-term depression (LTD). In
addition, both LTP and LTD are approximately linear in the simulation results. The speed, linearity, and
symmetry of weight update are the keys to online training of analog neural networks. These excellent
performances indicated a potential application of EFM in analog neuro-inspired computing.

INDEX TERMS Neural network, FG memory, U-shaped channel, erasing speed, online training.

I. INTRODUCTION
Recent years have seen increased research attention being
directed towards artificial neural networks, but there are
significant challenges for on-chip memory capacity, off-
chip memory access, and online learning capability [1].
In a large-scale neural network, when a large amount of
data needed to compute in the training or testing pro-
cess, accessing the off-chip memory can cause substantial
energy consumption and latency. Therefore, high integra-
tion density on-chip memory is needed which means the
synaptic memory cell should be well scaling down and/or
store a multi-bit thereby reducing or eliminating the off-
chip memory. Recently, industrial grade 180 nm [2], [3] and
55 nm [4] NOR flash memories have been designed as elec-
tronic synapses. The FG memory element is appropriate as
adjustable conductances in a pseudocrossbar fashion, and
the accuracy is better than 1% [4]. Thereby the memory
blocks can be modified accurately independently of each
device. It can go back to 1980s that the nonvolatile FG
memory is widely used as a synaptic weight storage cell in
analog neural networks [5]–[7]. Recently, a prototype mixed-
signal, 28×28-binary-input, 10-ouput, 3-layer neuromorphic
network based on embedded nonvolatile floating-gate cell
arrays redesigned from a commercial 180-nm NOR flash

memory have designed, fabricated, and tested for MNIST
image classification [8]. To achieve similar fidelity in the
same task, the time delay and energy dissipation (per one
pattern classification) were at least three orders of magni-
tude better than the 28-nm IBM TrueNorth chip, which were
below to 1µs and 20nJ respectively [9]. But the high erasing
voltage and the long operation time (100µs∼1ms) restrict
the online training capability [1].
We report a novel FG memory structure with Sentaurus

TCAD tools. Simulation results show that EFM can achieve
nanosecond erasing speed, and the more symmetric LTP/LTD
properties with a lower operation voltage can be imple-
mented. So, it can be better used in online training of analog
neural networks. Additionally, the U-shaped channel of EFM
also reduces the short-channel effects [10]–[12].

II. DEVICE STRUCTURE AND ELECTRICAL
CHARACTERISTIC
Fig. 1(a) shows the configuration of EFM. The left region
of the p-doped FG downwards into the substrate. The chan-
nel changes from horizontal to partly U-shaped along the
edge of the FG between source (S) and drain (D). There
is an n-doped well controlled by two parts—the downward
extending control gate (CG) and FG. HfO2 with a thickness
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FIGURE 1. The devices structures of (a) EFM, (b) UFM, (c) FM1 and (d) FM2.

of 12nm is used as a medium layer under CG while 8nm
SiO2 is used as a medium layer under FG.
A U-shaped floating gate memory (UFM), which replaces

the HfO2 layer under CG in EFM with SiO2 (Fig. 1(b)),
an FG memory with traditional straightened FG (FM1) in
Fig. 1(c) and another memory which replacing the SiO2 layer
under the CG in FM1 with HfO2 (FM2) in Fig. 1(d) are just
used as contrasts to EFM under the condition that other
dimensions and doping concentration are the same.
Fig. 2 shows the process flow of EFM. First, the

light n−-doped region is formed by the implantation of
arsenic ions. After that, a U-typed channel is formed by
reactive ion etching and the threshold voltage adjustment
injection is then completed by using BF2. Next, an 8-nm
FG oxide layer is grown and the first boron-doped poly-Si
layer is then deposited. Then a chemico-mechanical pol-
ishing (CMP) process is used to determine the FG height
and smooth the FG surface. Next, the FG pattern is formed
by photolithography and anisotropic etching process, by
which the extra poly-Si and SiO2 on both sides are etched.
Subsequently, a 12-nm HfO2 is grown as the inter-dielectric
between FG and CG. Then, an n+-doped poly-Si is deposited
and the CG pattern is then formed by photolithography.
After the spacer processes, the n+-doped source and drain
regions are formed by self-aligned arsenic ions implanta-
tion. Finally, the formation of S/D electrode is carried out.
In order to monitor the changes of FG potential and charge,
we define a virtual contact at FG. Due to the compatibility
with CMOS processing and the maturity of device manu-
facturing technology, EFM cells can be nicely embedded
into CMOS logic process. In the whole process of device
preparation, four masks are used to define U-shaped chan-
nel, FG, CG and S/D contact respectively. The reference

values of doping concentration distribution are as follows:
the doping of substrate is p type and the concentration
is 2.5 × 1017cm−3. The contact area between source/drain
and electrode is n type with high doping concentration of
5 × 1020cm−3. The doping concentration of n-doped well
extending from drain is 1.5 × 1018cm−3 while the doping
concentration of p-doped FG is 8.5 × 1017cm−3. The main
tunneling models used in the simulation are shown in Table 1.
In order to better monitor the leakage and obtain more accu-
rate retention characteristics, nonlocal tunneling is added to
both the oxide/FG polysilicon interface and the oxide/silicon
interface.
Fig. 3 depicts the variation of FG potential in EFM,

UFM, FM1, and FM2 under different Vcg after 40-ns erasing
operation intuitively. Under the same conditions, the potential
change of EFM is several orders of magnitude larger than
that of the other three devices. For example, at Vcg = −12V,
the potential change of EFM is about 1V but the other three
are less than 9e-5V.
As shown in Fig. 4, When the FG potential changes about

1V at Vcg = −12V, the time needed for EFM is about 34ns
while the other three need more than 1.8ms. In the design
of semiconductor devices, the balance between speed and
power consumption is an important topic. We can speed up
erasing operation by increasing Vcg, but the corresponding
power consumption will increase (P ∝ V2f , where P is power
dissipation, V is voltage and f is frequency). If the change
of FG potential is about 0.17V which can already make
a distinction between state 0 and state 1, the erasing voltage
of EFM can be decreased to −10V while the speed is within
40ns. Therefore, EFM can contribute to low power design.

III. PHYSICAL MECHANISM ANALYSIS
For EFM, the programming operation relies on channel
hot electron injection (CHE), while erasing operation rely
on Fowler-Nordheim (F-N) tunneling. Firstly, the U-shaped
channel roughly doubles the F-N tunneling area. Then, the
HfO2, a high-k material, can increase the coupling capac-
itance between CG and FG by increasing the permittivity
(C ∝ εr, where C is coupling capacitance and εr is permit-
tivity). Meanwhile, the downward extending CG can directly
control the n-doped channel through HfO2, thus greatly
enhancing F-N tunneling. In fact, if the downward extending
CG and the n-doped well are added to S side, the erasing
speed will be further accelerated, but during the program-
ming operation, the electrons accelerate from S to D side
along the channel, and this introduction will reduce the
electron concentration in S region, which will reduce the
CHE speed.
As shown in Fig. 5(a) and Fig. 5(b), during the eras-

ing operation, a highly negative bias is added to CG
(Vcg = −10V), which drops a high potential on FG oxide
layer, making the barrier thickness of FG oxide layer narrow
down, a large number of electron tunnel from the p-typed
polysilicon valence band to the conduction band of FG oxide
layer and then flow rapidly to the silicon conduction band.
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FIGURE 2. Schematic cross-sectional views of the key fabrication process steps of EFM.

TABLE 1. Main physical models selection.

FIGURE 3. FG potential shift in EFM, UFM, FM1, and FM2 as a function of
Vcgafter 40-ns erasing operation.

The moving velocity of electrons in the conduction band of
silicon oxide is very high, which can reach 107cm/s [13].
Furtherly, these electrons will move into the silicon valence

FIGURE 4. Comparison of the time needed for FG potential to change
about 1V under different Vcg of EFM, UFM, FM1, and FM2 respectively
(Vd = 0V).

band and recombine with holes. This process can be equiva-
lent to that the holes in the valence band of the silicon tunnel
to the valence of FG oxide layer through the F-N tunneling,
and then flow to the valence band of FG polysilicon.
The black triangles and squares in Fig. 5(a) and

Fig. 5(b) represent the rate at which electrons are generated
or disappear due to tunneling. The electron barrier tunneling
rate at the interface of FG polysilicon and FG oxide layer
is actually negative (electronic vanishing), there we take the
absolute value for a better presentation. At another interface
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FIGURE 5. Energy band diagrams (blue and red lines) and electron barrier
tunneling rate (black triangles and squares) after 1.2-ns bias applied
along (a) the cutline Y=0.02µm in Fig. 1(a) and Fig. 1(b). (b) the cutline
X = 0.22µm in Fig. 1(c) and Fig. 1(d).

of FG oxide layer, electrons and holes are combined, and
we can interpret the electron barrier tunneling rate here as
the recombination rate of electrons and holes. The tunneling
rate (Tt) is expressed as (1).

Tt ≈ 16E(U0 − E)

U2
0

exp

(
−2

√
2m∗(U0 − E)

�2
W

)
(1)

where U0 represents the height of the barrier, W is the width
of the barrier, E is the energy of the tunneling electron,
m∗ is the effective mass of the carrier, and � = h/2π ,
where h is the Planck constant. After obtaining the tunneling
probability, the number of carriers existing in the starting
area A is multiplied by the holes number of the target area B,
and the tunneling current density (Jt) is obtained as (2).

Jt = qm∗

2π2�3

∫
FANATt(1 − FB)NBdE (2)

where q is the charge quantity of a single electron, FA, FB,
NA and NB represent the Fermi-Dirac distribution function
and the density of states in the corresponding region respec-
tively. The total tunneling current (It) is expressed as (3),
where St is the total tunneling area.

It = JtSt (3)

Therefore, the qualitative analysis of the tunneling current
during the erasing operation is related to the four macro-
scopic variables: the number of electrons at the interface of
FG oxide layer and FG polysilicon, the number of holes at
the interface of FG oxide layer and the silicon, the tunneling
rate and the total tunneling area.
We cut two lines along Y=0.02µm in Fig. 1(a) and

Fig. 1(b) respectively and cut the other two lines along
X=0.22µm in Fig. 1(c) and Fig. 1(d) respectively. Then,
the electron energy band along these lines and the electron
barrier tunneling rate at the two interfaces are represented
in Fig. 5(a) and Fig. 5(b). 1∼6 are the corresponding short-
est tunneling paths, and L1∼L6 are the distance of these
shortest tunneling paths. There we do a brief qualitative
analysis. As can be seen from Fig. 5(a) and Fig. 5(b),
under the same bias and time condition, the tunneling dis-
tance L2 of EFM is the shortest (about 58% of FM1). The
tunneling rate is exponentially dependent on the tunneling
distance, so as shown in Fig. 5(a) and Fig. 5(b), the electron
tunneling rate at the interface of FG and FG oxide layer
of the EFM is also the largest. In addition, we can find
that whether it is the U-channel device or the horizontal
channel device, the use of HfO2 will shorten the tunnel-
ing distance and improve the tunneling rate at both two
interfaces.
Looking separately, UFM with U-shaped channel can also

reduce the tunneling distance (L4 is shorter than L5 and L6),
but the introduction of U-shaped channel reduces the holes
concentration outside FG oxide layer, so the erasing speed
of UFM has not been improved. As can be seen from the
recombination rate of electrons and holes at the interface of
channel and FG oxide layer in Fig. 5, EFM is higher than
FM1 while UFM is the smallest. EFM can rapidly gather
a large number of holes on the n-doped well directly through
the coupling of HfO2 during the erasing operation to main-
tain a high recombination rate for the tunneling electrons,
thus maintaining the speed advantage. For FM2 with HfO2
blocking layer, because the voltage applied to CG is cou-
pled to the channel through 12-nm HfO2, 27-nm FG and
8-nm SiO2, three capacitors in series reduce the coupling
capacitance between CG and the channel. But for EFM, the
downward extending CG can directly control the channel on
the right side of the FG via HfO2 coupling. Therefore, under
the same voltage applied to CG, FM2 has much less control
over the channel than EFM, which results in a much slower
speed than EFM.
In summary, there are three key factors: the U-shaped

channel, the downward extending CG and the high-k layer
under CG. It is the combination of these three factors
that accelerates the erasing speed from millisecond level
to nanosecond level. From the above analysis, we can see
that it is impossible to achieve such a huge improve in the
device performance for only one of the three reasons, which
is also proved in the simulation results of Fig. 3 and Fig. 4.
The combination of these three key factors is the magic
of EFM.
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FIGURE 6. Potential of FG and D during programming and standby
operation.

FIGURE 7. The Id change curve of EFM with time in a transient simulation
using the operation voltage in Table 2.

IV. MEMORY FUNCTIONS AND CORRESPONDING
WEIGHT UPDATE CHARACTERISTICS
The dynamic range refers to the Ion/Ioff ratio between the
maximum current and the minimum current. The larger the
dynamic range is, the stronger the mapping ability between
the weights in the algorithm of neural networks and the cur-
rent in the device, because we usually need to normalize the
weights in the algorithms within a range (e.g., 0 to 1). For
example, a Ion/Ioff ratio of 1000 signifies that the minimum
weight can be expressed as 0.001. In order to better simulate
the biosynapses and realize the diverse applications based
on neuro-inspired computing, the essential requirements for
memory are more current states and higher resolution (certain
noise tolerance) between different current states, thus pro-
viding finer weights representations to meet more accurate
computational requirements [14].
Because the FG is p-type, the internal potential of FG

is higher than D when no voltage is applied. When Vcg =
Vd = 5V, the Vcg coupled to FG via HfO2 will superimpose
the initial potential of FG. As shown in Fig. 6, a reasonable
CHE can be achieved when the FG potential is higher than
D under the bias voltage of Vcg = Vd = 5V. If we use
n-type FG, we need to increase Vcg, and as long as the
channel is turned on and the FG potential is higher than D,
we can also achieve successful programming. But choosing
the same Vcg and Vd is more convenient for the specific
voltage generation.

TABLE 2. Operation voltage and time of EFM.

Fig. 7 is a sequence diagram of memory operations. After
40-ns programming operation, the FG potential is decreased
about 0.25V. The change of FG potential can cause a change
in threshold voltage due to the capacitive coupling effect.
During the subsequent reading operation, a small D current
(Id) of about 7.09e-8A can be measured. Then, an eras-
ing operation is continued for 40ns, the FG potential is
increased about 0.25V and a large Id of about 2.9e-6A is
read. The Ion/Ioff ratio is over 40, indicating that state “1”
and state “0” are successfully written. According to the spec-
ifications and design of the sense amplifier in the readout
circuit, one can operate the memory with an appropriate volt-
age/time. When we set the erasing voltage Vcg to −10.4V,
the programming voltage of Vcg and Vd both to 6V, and the
operation time to 50ns, the switching ratio can over 1e6. The
large switching ratio memory can be implemented, which
can provide enough current states (for example, up to sev-
eral hundreds of states) that are suitable for neuro-inspired
computing. When we set the erasing voltage Vcg to −11V,
the programming voltage of Vcg and Vd both to 6V, and
the operation time to 10ns, the switching ratio is about 26.
The ultrahigh-speed memory operation can be realized. In
addition, due to the internal gain of FG memory, the arrays
composed of EFM have an advantage in terms of the neces-
sary gain and energy consumption of the peripheral circuitry
for the analog application [8]. And as a gain cell, the read
operation of EFM is nondestructive.
In order to verify the ability of EFM with different oxide

thickness to hold state “1” under the same conditions, we first
erase EFM with oxide thickness of 6nm, 7nm, and 8nm at
the same voltage (Vcg = −10V and Vd = 0V). Over different
times, they get the same change in FG charge. As we can see
from Fig. 8(a)-(c), when the net change of FG charge is about
4e-14C, the time needed for the EFM with 6-nm FG oxide
layer is 9.6ns, 7-nm FG oxide layer is 77.5ns, and 8-nm FG
oxide layer is 545ns. Fig. 8(d)-(f) exhibit the ability to hold
the charge of 4e-14C without a power supply of the three
EFMs respectively. The simulation results indicate that the
thinner the FG oxide layer is, the faster the erasing will be,
but the corresponding retention performance will be reduced.
8nm is enough to hold the charge of 4e-14C because the
electric leakage is negligible for a decade.
Fig. 9(a) displays the net changes of FG charge

in EFM with three different thicknesses of tunnel-
ing oxide layer during the 40-ns programming oper-
ation (Vcg = 5V and Vd = 5V). Fig. 9(b) shows the
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FIGURE 8. The ability of tunneling oxide layers of different thicknesses to hold state “1” at room temperature with power free.

FIGURE 9. The ability of tunneling oxide layers of different thicknesses to hold state “0” at room temperature with power free.

corresponding retention characteristics after the 40-ns
programming operation. All three thicknesses exhibit excel-
lent retention performance when holding a low FG
potential. Therefore, in the timing operation of pro-
gramming/erasing, the programming operation is first
performed to make FG potential become low, which

can not only further reduce the erasing voltage to
enhance the erasing effect but also improve the retention
performance.
In the online training of artificial analog neural networks,

the weight update nonlinearity/asymmetry is a critical issue,
which can cause the learning accuracy loss [15]–[17].
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FIGURE 10. Weight-update (LTP/LTD) characteristics of EFM measured by
using a series of identical pulses in Table 2.

FIGURE 11. The FG potential variation of EFM corresponding to the weight
update operation in Fig. 9.

It demands a continuous and smooth read current tuning,
while for offline training, the nonlinearity can be handled
with the iterative programming and/or erasing operation
by write-verity technique [1]. For EFM, the weight update
behavior (LTP/LTD) is shown in Fig. 10. The 40ns oper-
ation time of the erasing operation and the programming
operation in Fig. 7 are divided into 40 independent voltage-
pulses and the PWHH is 1ns. When the 40 identical erasing
voltage-pulses are applied to EFM, Id is approximately lin-
ear increase with the increase of the pulses number. When
the 40 identical programming voltage-pulses are applied to
EFM, Id approximately linear decrease with the increase of
the pulses number. Since the erasing speed of EFM can
reach the nanosecond level to well match the programming
speed, thereby a very symmetrical LTP/LTD weight update
can be gotten. The corresponding variation of FG potential
with the increase of pulse number during LTP/LTD operation
is depicted in Fig. 11.
FG memory elements are suitable for adjustable conduc-

tance in the form of pseudo-crossbar with an accuracy of
more than 1% [4]. Vector matrix operation is the most time-
consuming step in neuro-inspired learning algorithm, but

FIGURE 12. The net change of FG charge during (a) 200-ns programming
operation, (b) 200-ns erasing operation using the operation voltage in
Table 2.

using a crossbar array structure to realize this weighted
sum operation can greatly accelerate the neuromorphic
computing [18]. Crossbar arrays consist of vertical rows and
columns, and memory devices are located at the intersection
of those rows and columns. When weights are updated, the
programming/erasing voltage can be applied from both ends
(rows and columns) to the devices, and the weights in the
neural network are mapped to the current of FG memory
devices. This operation can be performed in the array in
parallel. And the weighted sum operation can also work
in parallel: the read voltage is applied to all rows, and the
current is read, thus generating the weighted sum of currents
in each column.
As the time increases to 200 ns, we can see from

Fig. 12 that the charge change in FG still presents a good
approximate linear change. As shown in Fig. 13, the charge
of FG tends to saturate when the time increases to 10µs.
The reported artificial synaptic devices have less than
100 modulated conductance statements [19], [20] which is
not beneficial to realize the continuous modulation of
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FIGURE 13. Saturation characteristics of EFM during 10-µs
programming/erasing operation using the operation voltage in Table 2.

weights in neural networks. But for EFM, it will be easy to
extract hundreds of current states.

V. CONCLUSION
Due to the great improvement of the erasing speed based
on F-N tunneling model to nanosecond level, EFM can
achieve a more symmetrical operation for programming and
erasing, and show superior neural synaptic performance in
LTP/LTD simulation. These performances enable it to be
well applied to the online learning of analog neural networks.
These simulation results show that EFM, a multi-bit memory,
has the potential to save a lot of resources to store the
weights and intermediate data during online training, and
ensure a high calculation accuracy in neuro-inspired com-
puting systems. A limitation of EFM is that, like all forms
of FG memory, the operation voltages are large. Although
our research has reduced the erasing voltage to a certain
extent, further exploration is needed in the future.
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