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ABSTRACT A new method for on-chip random telegraph noise (RTN) characteristic time constant extrac-
tion using the double sampling circuit in an 8.3 Mpixel CMOS image sensor is described. The dependence
of the measured RTN on the time difference between the double sampling and the key equation used
for time constant extraction are derived from the continuous time RTN model and the discrete event
RTN model. Both approaches lead to the same result and describe the data reasonably well. From the
detailed study of the noisiest 1000 pixels, we find that about 75% to 85% of them show the signature
of a single-trap RTN behavior with three distinct signal levels, and about 96% of the characteristic time
constants fall between 1 μs and 500 μs with the median around 10 μs at room temperature.

INDEX TERMS Random telegraph noise (RTN), CMOS image sensor (CIS), correlated double
sampling (CDS).

I. INTRODUCTION
The random telegraph noise (RTN) in small semiconduc-
tor devices [1]–[7] has adverse impact on the performance
of a broad range of products such as the DRAM [8], [9],
the SRAM [10], [11], the Flash memories [12], [13], the
digital circuits [14], [15], as well as the CMOS image sen-
sors (CIS) [16]–[35]. The RTN is called the circuit designer’s
nightmare [6] partly because it is difficult to be modeled for
and used in circuit simulation either in the time domain or
in the frequency domain. The RTN typically shows a highly
skewed non-Gaussian distribution with a wide range of time
constant, making it difficult to specify the worst-case process
corners. For the array type of devices such as the memories
and imager sensors, the percentage of cells showing clear
RTN behavior may not be high, but the impact on the yield,
the error rates, and the image quality cannot be ignored.
The sources of the RTN are generally believed to be the

charge traps related to the defects inside the gate oxide and
at the oxide-silicon interface. To fully understand the RTN, it
is necessary to characterize the statistical noise distribution,
the emission-capture time constants, the activation energies,
the power density spectra, the physical sources, locations,

and the relations to fabrication process details. In this
paper, we focus on the characteristic time constants. While
most of the RTN time constant extractions reported in the
literature [1], [2], [28]–[35] were based on the telegraphic
waveforms of measured voltages or currents, we developed
a new method of on-chip time constant extraction for the CIS
with double sampling circuits. From the noise dependence
on the time difference between the double sampling, the
time constants for a large number of pixels can be extracted
simultaneously.
The test chip is described in Section II. The RTN distribu-

tions are summarized in Section III. The theoretical equation
underlying the time constant extraction method is derived
from both the continuous-time model in Section IV and the
discrete-event model in Section V, respectively. The pixel
by pixel extraction results are discussed in Section VI. The
conclusion is given in Section VII.

II. THE 8.3 MPIXEL CIS TEST CHIP
The data presented in this article are measured from
an 8.3 Mpixel CIS test chip using a N45 Backside
Illuminated (BSI) CIS technology, with a 2-by-2 shared,
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FIGURE 1. (a) The simplified signal chain schematic; (b) the timing
diagram for the normal readout operation; (c) the test mode timing
diagram with a programmable time difference �t from 0 to 25 μs.

1.1-μm pixel structure and an average of 1.5 transis-
tors per pixel cell. Fig. 1(a) shows the simplified signal
chain schematic. The column circuit consists of a switched-
capacitor amplifier with a programmable gain from 1X to
8X, the sample-and-hold circuits, the buffers for the corre-
lated double sampling (CDS), and the column-select (CSL)
switches. The differential CDS output is digitized by an off-
chip 14-bit ADC with a 2-V differential input range, clocked
at 10 MHz.
The pinned photodiode (PPD) in each pixel has an average

full-well capacity (FWC) around 6,000 e-. The source-
follower (SF) is a Vt-tailored NMOS with W = 0.2 μm
and L = 0.8 μm. The average SF gain is 0.85 when biased
at a 4 μA constant current. The measured system conver-
sion factors by the photon transfer curve (PTC) method [36]
are 1.24 e-/DN, 0.61 e-/DN, 0.315 e-/DN, and 0.153 e-/DN
at 1X, 2X, 4X, and 8X gain, respectively. The estimated
pixel floating diffusion (FD) capacitance is 1.34 fF and the
corresponding conversion gain is 120 μV/e-.

The even- and odd-column pixels are read out alternatively
in the first and the second half-line time. Fig. 1(b) shows
the timing diagram for the normal readout operation with
4 sequential steps: (1) the floating diffusion reset (RST),
(2) the sample-and-hold of the reset voltage (SHR), (3) the
charge transfer (TG0), and (4) the sample-and-hold of the
signal voltage (SHS).
In this study we are concerned with the device and process

related noises. As such, all the data are measured in the
dark so that the photo signals and the photon shot noises
are negligible. After the cancelling of reset KTC noises by
CDS, the remaining system noises are mainly the readout
circuit noises and the pixel noises dominated by the SF
devices.
The sensor is designed with built-in test modes to facilitate

the independent characterization of the circuit-only noises
and the pixel SF plus circuit noises as shown in Fig. 1(c).
In the circuit-only test mode, the switch S1 is turned off and
S2 is turned on; an external reference voltage is injected from

FIGURE 2. The readout circuit-only noises and the pixel SF plus circuit
noises at various gains measured using the test mode with �t set to 0. The
pixel plus circuit noise curves almost overlap with the circuit-only noise
curves, indicating that the SF noises are cancelled by CDS in this case.

the terminal TST. In the SF test mode, the switch S1 is turned
on and S2 is turned off; the time difference �t between the
double sampling is programmable by register setting. The
�t can be adjusted from 0 μs to 25 μs in 0.1 μs steps.
When �t is zero, the double sampling is correlated with
respect to the SF and circuit noises. When �t is 25 μs, the
double sampling with respect to the SF and circuit noises
is almost uncorrelated. The main idea of this paper is that,
as the �t is gradually changed from 0 to 25 μs, we could
monitor the noises in a transition from the correlated to the
uncorrelated double sampling. From the time dependency of
this transition, we are able to extract the RTN time constants.
Fig. 2 shows the measured noise histograms for the readout

circuit and the pixel SF at �t = 0 using the test modes
described above. With a 1.34-fF FD capacitance (CFD), the
estimated KTC noise at room temperature is about:

1

q

√
kBT

CFD
= 14.6 e-rms, or,

√
kBTCFD = 1.75 mV, (1)

where kB is the Boltzmann constant. The measured median
noise in Fig. 2 is 0.21 e-rms at 8X gain and 1.72 e-rms at 1X
gain. Both are much smaller than the 14.6 e-rms KTC noise.
Clearly the KTC noise is effectively canceled by the CDS
operation. Furthermore, when �t is 0, the pixel SF noises
are eliminated by the CDS as well, since the measured SF
plus circuit noises are almost identical to the circuit-only
noises. The nearly parabolic shapes of the noise histograms
in Fig. 2 are close to the ideal Gaussian distributions, with
only a slight deviation at 8X gain.

III. THE RTN STATISTICAL DISTRIBUTION
Fig. 3 shows the pixel SF plus circuit noises with �t = 25 μs,
in contrast to those with �t = 0 μs. With respect to the
SF and circuit noises, the first sampling at t = 0μs and the
second sampling at t = 25 μs are essentially uncorrelated.
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FIGURE 3. The pixel noises at various gains with �t = 0 and �t = 25 μs.
The histograms change from the tight Gaussian distributions at �t = 0 to
the ones with significant long tails at �t = 25 μs, primarily due to the RTN
of the SF devices.

The shapes of the histograms change from the tight Gaussian
at �t = 0 μs to the distributions with notable long tails on
the higher end at �t = 25 μs. For the case of 8X gain, the
median noise increases from 0.21 e-rms at �t = 0 μs to
1.55 e-rms at �t = 25 μs, attributed to both of the SF and
the circuit. More importantly, the noise at the extreme end
of the tail can be as high as 25 e-rms; or 16 times larger
than the median noise.
The gain dependency of the noises helps to distinguish

whether the noise sources are down-stream or up-stream
from the column amplifiers. The noises near the peaks of
histograms show a clear shift towards smaller values as the
gain increases, indicating that the sources are mainly in the
down-stream circuits from the column amplifiers. They are
divided by the gain of the amplifier when input-referred back
to the FD node. On the other hand, the long tail portion of
the histogram is nearly independent of the gain, suggesting
that the sources are up-stream of the amplifier. It means that
the noises on the long distribution tail are dominated by the
pixel cell SF devices.
The noises of the majority of pixels on the long distribu-

tion tail depict the signature RTN waveforms with 3 discrete
levels, matching the behavior of a single-trap RTN mea-
sured by double sampling [20], [22]. For this reason, the
signal and noise distribution tails in the histograms are some-
times referred to as the ‘RTN skirts’ [21]. Two examples of
the pixel RTN waveforms and the corresponding signal his-
tograms are shown in Figs. 4(a) and 4(b). The 3 peaks in
the right hand side histograms are well identified. The full
width at half maximum (FWHM) of each peak is roughly
3 e- to 4 e-, due to the circuit readout noises. In contrast, the
overall RMS noise is 30.3 e-rms in Fig. 4(a) and 26.2 e-rms
in Fig. 4(b); much higher than the FWHM of each peak.
Evidently the overall noises are dominated by the RTN.

FIGURE 4. The majority of pixels in the noise distribution tail at �t = 25 μs
show clear RTN behavior of discrete signal levels. Two examples are given
above. The random telegraph waveforms of 5,000 samples are shown on
the left hand side and the signal histograms are on the right hand side.

The RTN is generally attributed to the random switching
of a single electron trap in a SF NMOS between two discrete
levels, corresponding to the occupied and the empty state.
Suppose the SF output voltage at the source terminal for
the occupied state is higher than that for the empty state by
a �V. The primary peak represents the case that the trap is in
the same state when the double sampling is performed. The
upper side peak centered at +�V corresponds to the case
that the trap is in the occupied state at the first sampling and
in the empty state at the second sampling; vice versa for the
lower side peak centered at −�V. We found in our samples
that about 75% to 85% of the 1,000 noisiest pixels showed
3 well recognized discrete levels.
The central topic of this article is to study and model

the single-trap RTN. To highlight the distribution tail where
many pixels show clear RTN behaviors, it is customary
to plot the inverse cumulative distribution function (ICDF,
inverse CDF, or 1 − CDF) of the noise distribution in a semi-
log scale as in Fig. 5. The ICDF plot shows that about 99%
(ICDF > 0.01) of the pixels have relatively low noises under
5 e-rms; mainly due to the thermal and the flicker noises.
Whereas about 0.1% (ICDF < 1E-3) of the pixels in the
long tail show noises higher than 8 e-rms with major con-
tribution from the RTN of the pixel SF devices. These top
0.1% pixels are the targets of our investigation.
The ICDF curves in Fig. 5 are approximately straight lines

in the high-end region where ICDF is less than 1E-3; similar
to the CDF of a Gumbel distribution [37]:

− ln (−ln (CDF)) = (x− μ) /β, (2)
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FIGURE 5. The inverse cumulative distribution functions (ICDF, or 1 − CDF)
of the random noises at 8X gain with the double sampling �t gradually
increased from 0μs to 25μs.

FIGURE 6. The random noise contours at constant ICDF = 0.5 (the median),
1E-1, 1E-2, 1E-3, 1E-4, and 1E-5 as functions of the double sampling �t,
traced from the curves in Fig. 5, and fit to equation (4) with τs = 5μs.

where x is the random noise, μ is the mean, and the standard
deviation is βπ/

√
6. The data in Fig. 5 with ICDF = 1 −

CDF < 1E-3 show similar linear dependence on x:

ln (ICDF) ∼ ln (−ln (CDF)) ∼ − (x− μ) /β. (3)

From the family of ICDF curves with varying �t in Fig. 5,
we can trace the noise contours at the constant ICDF levels
and plot them as functions of �t. In Fig. 6, six of such curves
are plotted for ICDF = 0.5 (the median), 1E-1, 1E-2, 1E-3,
1E-4, and 1E-5, respectively. It appears that the curves follow
a similar and well-defined trend of monotonic increasing
towards the saturation limits as �t increases. The data are
well fit by the following equation with 2 parameters, the
amplitude A and the characteristic time constant τs,

nRTN (t) = A
√

1 − e−t/τs . (4)

In the next two Sections, we are going to develop a con-
tinuous time model and a discrete event model that lead to
above analytical formula. The time constant in Fig. 6 curve
fitting is about 5μs. However, the time constants of indi-
vidual pixels vary from 1 μs to 500 μs, to be discussed in
Section VI.

IV. THE CONTINUOUS TIME RTN MODEL
In the continuous-time RTN model for a single-electron
trap [1], [17], [18], [22], the trap occupancy probability P(t)
can be considered as a smooth function of time. The emis-
sion rate re(t) and the capture rate rc(t) of the trap are
characterized by the emission and capture time constants, τe
and τc, respectively:

re (t) = P (t)

τe
; (5)

rc (t) = 1 − P (t)

τc
. (6)

Combining the emission and capture processes, the time
dependency of the probability function is governed by the
first-order differential equation:

dP (t)

dt
= −re (t) + rc (t) = −P (t)

τe
+ 1 − P (t)

τc
. (7)

The general solution can be readily expressed as [1]:

P (t) = τe

τe + τc
+

(
P (0) − τe

τe + τc

)
e
−t

(
1
τe

+ 1
τc

)
. (8)

It is clear that the probability function changes exponen-
tially towards a final equilibrium value, regardless of the
initial condition:

P (∞) = τe

τe + τc
(= The probability of occupied);

(9)

1 − P (∞) = τc

τe + τc
(= The probability of empty). (10)

The system characteristic time constant τs is defined as:

τs
def= τeτc

τe + τc
; or 1

τs
= 1

τc
+ 1

τe
. (11)

In the following, the probability function with the initial
condition 0 is denoted as P0(t) and the probability function
with the initial condition 1 is denoted as P1(t):

P0 (0) = 0;P0 (t) = τe

τe + τc
−

(
τe

τe + τc

)
e−t/τs; (12)

P1 (0) = 1;P1 (t) = τe

τe + τc
+

(
τc

τe + τc

)
e−t/τs . (13)

The next is to calculate the RTN of such an ideal and
simplified trap with binary states measured by the double
sampling. Suppose that the first sampling is performed at
time 0 and the second sampling is performed at time t. If
the trap remains in the same state from time 0 to t, it does not
generate any noises. If the trap changes from the occupied
state to the empty state by emitting a carrier, a disturbance of
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�V magnitude is observed in the measured signal. Similarly,
if the trap state changes from the empty to the occupied state
by capturing a carrier, a −�V disturbance is generated in
the signal.
The percentage of the RTN traps initially in the empty

state is τc/(τe + τc) according to (10) and the percentage of
such initially empty traps changing to the occupied states
after time t is (P0(t) − P0(0)) by definition. Similarly, the
percentage of the RTN traps initially in the occupied state
is τe/(τe+ τc) according to (9) and the percentage changing
to the empty state after time t is (P1(0)−P1(t)). Therefore,
the total RTN noise power, nRTN(t)2, is simply the weighted
sum of the noise power of all the traps either changing from
the occupied states to the empty states, or changing from
the empty states to the occupied states:

nRTN (t)2 = (�V)2
(

τc (P0 (t) − P0 (0))

τe + τc

+ τe (P1 (0) − P1 (t))

τe + τc

)
. (14)

Substituting in (P0(t) − P0(0)) and (P1(0) − P1(t)) from
(12) and (13), the above time-dependent RTN can be
rewritten as:

nRTN (t) =
√

2τeτc

τe + τc
(�V)

√
1 − e−t/τs . (15)

The formula above describes the RTN as a function of the
time difference between the first and the second sampling of
the double sampling. Note that when the time difference is
nearly zero, all traps tend to remain in the same states and
the RTN is nearly zero. Consequently, the two samplings are
strongly correlated and the RTN is perfectly cancelled by
the CDS. As the time difference increases, the correlation
is gradually lost. The RTN exponentially increases towards
the limiting value. To put it another way, (15) describes the
relaxation process from the correlated to the uncorrelated
double sampling with a characteristic time constant.
The Fig. 6 in Section III shows that the measured noises

at the constant ICDF levels are indeed well matched by the
curve fitting using (15). In Section VI we will use (15) further
for time constant extraction pixel by pixel.

V. THE DISCRETE EVENT RTN MODEL
Since the RTN is caused by the discrete and random transi-
tions between the empty and the occupied states, it is natural
to model it from a discrete event point of view. Because of
this discrete nature, the RTN is also historically referred to
as the burst noise or the popcorn noise [1]. Similar to the
previous section, we will consider a simple and idealized
RTN trap with two discrete states. For the convenience of
discussion and labeling, we will refer the 2 states as the
a-state (occupied) and the b-state (empty). The probabilities
of the time periods the trap remaining in the a-state and the
b-state are described by the following probability density
functions (PDF) [1], [2]:

pa (t) = ae−at; ∞∫
0
pa (t) dt = 1; a def= 1/τe; (16)

FIGURE 7. The functions An(t) and Bn(t) are defined as the probabilities
of n transitions during the time interval (0, t) for an ideal RTN trap initially
in the a-state and the b-state, respectively.

pb (t) = be−bt; ∞∫
0
pb (t) dt = 1; b def= 1/τc. (17)

The time constants τc and τe can be considered as the
average time of a trap staying in a-state (ta) and b-state (tb):

〈ta〉 = ∞∫
0
tpa (t) dt = 1/a = τe; (18)

〈tb〉 = ∞∫
0
tpb (t) dt = 1/b = τc. (19)

In the literature [1], [2], [28]–[35], most of the time con-
stant extraction methods are based on (16) and (17). First,
the random telegraph waveform of a DUT is captured with
a large number of sample points and the histograms of tb and
tb distributions are calculated. Then the time constants τe and
τc are extracted from the negative slopes of the histograms
in the semi-log plots according to (16) and (17).
As illustrated in Fig. 7, we define a series of functions

An(t) as the probabilities of exact n transitions happening
in the time interval (0, t) if the initial trap states are the
a-states, where n is a non-negative integer. Similarly, if the
initial states are the b-states, we define the probabilities as
the functions Bn(t).
Although there are obvious similarities among (5), (6) and

(16), (17), their meanings are interpreted quite differently.
The former expresses the changing rates of the probabilities
against time (dynamic), while the latter describes the statis-
tical distributions of time periods (static) a trap staying in
certain state. The differential equation (7) by itself does not
suggest or imply any discrete transitions. It is not intuitively
clear how each of the continuous time model and the dis-
crete event model leads to the other on the first sight. The
objective of this Section is to establish the link and show
that the two models are equivalent.
To begin with, we notice that the trap occu-

pancy probability functions P0(t) and P1(t) described in
(12) and (13) should be related to the probability functions
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An(t) and Bn(t) in the following ways according to their
corresponding definitions:

∞∑
n=0

A2n (t) = P1 (t) ; (20)

∞∑
n=0

B2n+1 (t) = P0 (t) . (21)

That is to say, for a trap initially in a-state (occupied), an
even number of transitions will bring it back to the same a-
state. On the other hand, for a trap initially in b-state (empty),
an odd number of transitions are required to bring it to
a-state (occupied). Thus, our task is reduced to a mathe-
matical proof of (20) and (21) starting from their respective
definitions.
We may calculate the explicit expressions of the functions

An(t) and Bn(t) from the PDF defined in (16) and (17) in
order to carry out the summations in (20) and (21). Starting
from the zeroth terms, the functions A0(t) and B0(t) represent
the probabilities of no transitions in the time interval (0, t).
In other words, they are equal to the integrated probabilities
of the trap staying in the same state for duration longer
than t:

A0 (t) = ∞∫
t
pa (t) dt = e−at; (22)

B0 (t) = ∞∫
t
pb (t) dt = e−bt. (23)

The probability functions of (n+1) transitions are related
to the probability functions of n transitions by the following
pair of convolution integrations:

An+1 (t) = t∫
0
pa (u)Bn (t − u) du; (24)

Bn+1 (t) = t∫
0
pb (u)An (t − u) du. (25)

In short, the above recursive relations uniquely define the
probability functions An(t) and Bn(t) to any arbitrary order n.
For instance, the explicit expressions for the first five An(t)
and Bn(t) functions (n = 1 to 5) are given and graphed in
the Appendix.
However, it is not convenient to derive a general closed-

form expression for an arbitrary n-th term by repetitive
integration in the time domain. The only exception is the
special case that a equals b, i.e., τe = τc = τ . In this special
case, the functions An(t) and Bn(t) become identical and the
recursive relation leads to the familiar Poisson distribution
formula:

An+1 (t) = ae−at
t∫
0
eauAn (u) du; (26)

An (t) = Bn (t) = 1

n!
(at)n e−at = 1

n!

( t
τ

)n
e−t/τ . (27)

To deal with the general case of a 	= b, the alternative
approach is to work on the Laplace transformed counterparts
Ān(s) and B̄n(s) in the s-domain. The relations (22), (23),
(24), and (25) can be translated into the s-domain as:

Ā0 (s) = 1

s+ a
; (28)

B̄0 (s) = 1

s+ b
; (29)

Ān+1 (s) = a

s+ a
B̄n (s) ; (30)

B̄n+1 (s) = b

s+ b
Ān (s) . (31)

Therefore, the explicit expressions for Ān(s) and B̄n(s) are
of the forms of the geometric series (∀n ≥ 0):

Ā2n (s) = anbn

(s+ a)n+1 (s+ b)n
; (32)

Ā2n+1 (s) = an+1bn

(s+ a)n+1 (s+ b)n+1
; (33)

B̄2n (s) = anbn

(s+ a)n (s+ b)n+1
; (34)

B̄2n+1 (s) = anbn+1

(s+ a)n+1 (s+ b)n+1
. (35)

For the special case of a = b, the result is simplified to:

Ān (s) = B̄n (s) = an

(s+ a)n+1
, (36)

which is the Laplace transform of (27) as expected. The
completeness relations in the time domain and the s-domain
can also be easily verified:

∞∑
n=0

Ān (s) =
∞∑
n=0

B̄n (s) = 1

s
,which implies (37)

∞∑
n=0

An (t) =
∞∑
n=0

Bn (t) = 1. (38)

The required summation over all the even and odd terms
in (20) and (21) can be calculated straightforwardly:

P1 (s) =
∞∑
n=0

Ā2n (s) = s+ b

s (s+ a+ b)
; (39)

P0 (s) =
∞∑
n=0

B̄2n+1 (s) = b

s (s+ a+ b)
. (40)

Finally, performing the inverse Laplace transforms on
above equations we get the following time-domain coun-
terparts:

P1 (t) =
∞∑
n=0

A2n (t) = b

a+ b
+ a

a+ b
e−(a+b)t; (41)

P0 (t) =
∞∑
n=0

B2n+1 (t) = b

a+ b
− b

a+ b
e−(a+b)t. (42)
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FIGURE 8. The random noise as a function of the double sampling time
difference �t for 200 selected pixels in the region of ICDF < 1E-3.

The above results are exactly the same as (12) and (13)
when the parameters a and b are replaced by 1/τe and
1/τc, respectively. Accordingly, we get the same RTN
equation (15) following the calculation in (14).
In quick summary, we started with two seemingly dif-

ferent approaches, the continuous time differential equation
approach and the discrete event probability approach, and
we showed that the latter lead to the identical result derived
by the former. To be specific, we formally proved the
equivalence of these two models. The explicit closed-form
expressions for the individual functions An(t) and Bn(t) can
be obtained by the inverse Laplace transform of (32), (33),
(34), and (35) as well; the results are given in the Appendix.

VI. PIXEL BY PIXEL TIME CONSTANT EXTRACTION
Having established the validity of the RTN equation (15),
we now proceed to extract the characteristic time constants
for individual pixels by nonlinear curve fitting. As discussed
in Section III and shown in Fig. 2, about 99% of the pixels
have relatively low noises. It is very likely they do not have
traps showing clear RTN behaviors; or the small RTN is
mixed indistinguishably with the background thermal noises
and flicker noises. On the other hand, the pixels in the long
tail portion of the noise histograms or the ICDF curves,
accounting for 0.1% or less of the total population, have
larger noises and higher tendency to show clear RTN char-
acteristics. As such, we direct our attention to the noisiest
1,000 pixels of the 8.3 Mpixel array in the region of ICDF <

1E-3 at �t = 25 μs and perform the time constant extraction
pixel by pixel.
Fig. 8 shows the RTN time dependency of a subset of

200 pixels with various time constants and noise ampli-
tudes. Fig. 9 shows the representative curve fitting results
for 7 selected pixels, each labeled by the extracted time con-
stants. All data set are reasonably well fit by the analytical
formula (15). Figs. 10(a) and 10(b) summarize the statistical

FIGURE 9. A selected set of 7 pixels from the top 1,000 pixels showing
a variety of characteristic time constants extracted by curve fitting to (15).

FIGURE 10. The distributions of the extracted characteristic time constants
at 1X gain in (a), and 8X gain in (b). The histograms are calculated for
linearly spaced bins (left) and the logarithmically spaced bins (right)
separately.

distributions of the extracted time constants of 1,000 pix-
els at 1X and 8X gains, respectively. The histograms are
plotted with both linearly spaced bins on the left hand side
and the logarithmically spaced bins on the right hand side.
We observe that the majority of the time constants fall into
the range of 1 μs to 500 μs, with relatively few num-
bers scattered beyond 500 μs. The median time constant
is about 10 μs. Interestingly, the overall noise distribution
when all pixels are included shows an averaged behavior
corresponding to a time constant of 5 μs as in Fig. 6.
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FIGURE 11. The correlation between the time constants extracted at 8X
gain and those extracted at 1X gain. A discrepancy at the low end is due
the circuit setting time difference. At 1X gain, the circuit settling time is
about 0.24μs, while at 8X gain the settling time is about 0.64μs.

It is important to point out that the ideal RTN time depen-
dent equation (15) does not take into account the readout
circuit setting time. In this CIS chip, the settling time of the
front-end column amplifier is affected by the capacitance
ratio of C1 and C2. At 8X gain, the downstream circuit
noises are reduced by a factor of 8; therefore, the measured
pixel noises are more accurate. However, at 8X gain, the
circuit settling time constant is increased by the larger feed-
back factor of C1/C2. The simulated circuit settling time
constant is about 0.24 μs at 1X gain and 0.64 μs at 8X
gain. As a result, we expect that the time constants less than
3 μs extracted from data of 8X gain would be slightly higher
than those extracted from the data measured at 1X gain, as
reflected in the correlation plot in Fig. 11. A more detailed
study on how the circuit settling time affects the RTN time
constant extraction quantitatively is still in progress and will
be reported elsewhere.
In the current chip design and measurement setup, the

programmable double sampling time difference has an upper
bound of 25 μs. The RTN time constants much longer than
25 μs would be extracted less accurately comparing to the
shorter time constants due to the insufficient range of time for
curve fitting. This explains why the data points in Fig. 11 are
more tightly correlated on the lower side of the plot and
are more scattered on the higher side. Roughly 4% of the
extracted time constants are larger than 500 μs. They cannot
be determined precisely, since (4) becomes degenerated when
t/τs � 1:

nRTN (t) ∼ A
√
t/τs. (43)

Similar to other reports [20], [22], we also observe that the
pixel noise behaviors are very much diversified even among
the top 1,000 pixels. We find that about 75% to 85% of the
1,000 pixels show 3 peaks distinctively in the waveforms
and the histograms of the sampled signals. Some of them
show more clean-cut and concentrated populations around

FIGURE 12. A variety of noise distributions and behaviors are observed
among the top 1,000 pixels. (a) About 75% to 85% of the pixels show
3 peaks; (b) about 6% to 16% of the pixels show one broad peak;
(c) about 8% of the pixels show 2 peaks; and (d) about 1% of the pixels
show more than 3 peaks.

the 3 peaks such as the examples in Figs. 4(a) and 4(b).
But some other pixels with 3 peaks show large numbers of
data points located between the main peak and the two side
peaks, as shown in Fig. 12(a). The intermediate data points
are in general due to the inadequate circuit settling [20].
About 6% to 16% of the pixels show only one broad peak
as in Fig. 12(b). About 8% of the pixels show 2 asymmetric
peaks as in Fig. 12(c). The natures of these 2 types of
behaviors are not well understood and are still under study.

86 VOLUME 5, NO. 1, JANUARY 2017



CHAO et al.: CIS RTN TIME CONSTANT EXTRACTION FROM CORRELATED TO UNCORRELATED DOUBLE SAMPLING

Some of the pixels with very short time constants show
3 peaks under 1X gain, but only 1 peak under 8X gain;
apparently due to the circuit settling limitation. About 1%
of the pixels show more than 3 peaks as in Fig. 12(d),
suggesting the existence or more than one trap. It is typically
assumed that the number of traps per device n follows the
Poisson distribution [38], [39]:

f (n) = 1

n!
λne−λ, (44)

where λ is the average number of traps per device. For
a small λ, we get the following approximations:

f (0) ∼ 1 − λ + 1

2
λ2; f (1) ∼ λ − λ2; f (2) ∼ 1

2
λ2; λ � 1.

(45)

In our test chips, the probability of 1 trap, f (1), is
estimated to be roughly between 1% and 0.1%, and the prob-
ability ratio of 2 traps versus 1 trap, f (2)/f (1), is in the order
of 1%. In comparison, these seem to be much smaller than
the numbers reported in [33], [34], [38], and [39], likely due
to the differences in device designs, sizes, bias conditions,
and the fabrication processes. We plan to examine a much
larger sample size to check out the validity of (44).
The RTN equation (15) is derived for the ideal single-trap

behaviors such as the representative model pixels shown
in Figs. 4(a) and 4(b). Nevertheless, the time dependency
of the random noises can be fit well by (15) regardless
the variety of distribution shapes. For the non-ideal cases,
the extracted time constants may be simply considered
as the empirical parameters describing the experimental data.
The understanding and modeling of the diversity of the noise
behavior is outside the scope of this study.

VII. CONCLUSION
Most of the RTN time constant extraction reported in the
literature was based on the measured telegraphic waveforms
from the stand-alone test key device or an array of devices.
In this paper we presented an additional method suitable
for CIS on-chip time constant extraction. This is potentially
useful for CIS products with the similar double sampling
circuits, CIS process development, and yield enhancement
engineering.
The key equation describing the RTN dependence on the

double sampling time difference (15) is derived theoretically
from two models, the continuous time model in Section IV
and the discrete event model in Section V.
In this study we only discussed the extraction of the RTN

characteristic time constant, τs = τeτc/(τe+τc). Further work
is required to obtain the emission and capture time constants
separately. The extracted time constants from our data mostly
fall into the range between 1 μs and 500 μs. The accuracy
of the extraction is limited by the circuit settling time at
the lower end, and the insufficient range of curve fitting
on the higher end. In comparison, the data in [33] showed
a much wider range of RTN time constants up to 6 orders of

FIGURE 13. Examples of the discrete event probability functions An(t) and
Bn(t) defined in Fig. 7, and expressed in (46)-(51). From top to bottom,
(a, b) = (1.01, 0.99), (1.2, 0.8), and (1.4, 0.6).

magnitude, from 5 μs to 1 s, under various bias conditions.
The RTN parameters are known to be highly sensitive to the
technology nodes and the fabrication process details. These
will be the area for future investigation.

APPENDIX
The first five terms of the functions An(t) and Bn(t) can
be obtained from (22) and (23) by carrying out the recur-
sive integrations in (24) and (25) directly as follows, where

z
def=(a− b)t for simplification:

A1 (t) = a

a− b

(
−e−at + e−bt

)
; (46)

A2 (t) = ab

(a− b)2

(
− (1 + (a− b) t) e−at + e−bt

)
; (47)

A3 (t) = a2b

(a− b)3

(
(2 + z) e−at − (2 − z) e−bt

)
; (48)

A4 (t) = a2b2

(a− b)4

((
3 + 2z+ 1

2
z2

)
e−at − (3 − z) e−bt

)
;

(49)

A5 (t) = a3b2

(a− b)5

((
−6 − 3z− z2

2

)
e−at

+
(

6 − 3z+ z2

2

)
e−bt

)
. (50)
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The companion functions Bn (t) are related to the functions
An (t) by the symmetry relation below, as implied by (22),
(23), (24), and (25):

Bn (t, a, b) = An (t, b, a) ,∀n. (51)

The time dependencies of the functions are plotted in
Fig. 13 for 3 examples of (a, b). When a and b are approx-
imately equal, both of An(t) and Bn(t) functions approach
the Poisson distribution (27).
The closed-form time-domain probability functions can

be obtained by the inverse Laplace transform of (32)
and (33) using the standard partial-fraction expansion
techniques [40]:

Ā2n (s)

= anbn

(a− b)2n

(
n+1∑
k=1

(−1)n (2n− k)!

(n− 1)! (n+ 1 − k)!

(a− b)k−1

(s+ a)k

+
n∑

k=1

(−1)n+k (2n− k)!

n! (n− k)!

(a− b)k−1

(s+ b)k

)
; (52)

Ā2n+1 (s)

= an+1bn

(a− b)2n+1

(
n+1∑
k=1

(−1)n+1 (2n+ 1 − k)!

n! (n+ 1 − k)!

(a− b)k−1

(s+ a)k

+
n+1∑
k=1

(−1)n+1+k (2n+ 1 − k)!

n! (n+ 1 − k)!

(a− b)k−1

(s+ b)k

)
; (53)

A2n (t)

= anbn

(a− b)2n

((
n+1∑
k=1

(−1)n (2n− k)! ((a− b) t)k−1

(n− 1)! (n+ 1 − k)! (k − 1)!

)
e−at

+
(

n∑
k=1

(−1)n+k (2n− k)! ((a− b) t)k−1

n! (n− k)! (k − 1)!

)
e−bt

)
;

(54)

A2n+1 (t)

= an+1bn

(a− b)2n+1

((
n+1∑
k=1

(−1)n+1 (2n+ 1 − k)! ((a− b) t)k−1

n! (n+ 1 − k)! (k − 1)!

)
e−at

+
(
n+1∑
k=1

(−1)n+1+k (2n+ 1 − k)! ((a− b) t)k−1

n! (n+ 1 − k)! (k − 1)!

)
e−bt

)
.

(55)
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