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ABSTRACT This paper presents a machine-learning-based approach for the degradation modeling of hot
carrier injection in metal-oxide-semiconductor field-effect transistors (MOSFETs). Stress measurement
data have been employed at various stress conditions of both n- and p-MOSFETs with different channel
geometries. Gaussian process regression algorithm is preferred to model the post-stress characteristics of
the drain-source current, the threshold voltage, and the drain-source conductance. The model outcomes
have been compared with the actual measurements, and the accuracy of the generated models has been
demonstrated across the test data by providing the appropriate statistics metrics. Finally, case studies of
degradation estimation have been considered involving the usage of machine-learning-based models on
transistors with different channel geometries or subjected to distinct stress conditions. The outcomes of
this analysis reveal that the established models yield high accuracy in such contexts.

INDEX TERMS Reliability, hot carrier injection, HCI, machine learning, ML, Gaussian process regressions,
integrated circuits.

I. INTRODUCTION
Integrated circuits have become an essential part of
modern technology. Metal-oxide-semiconductor field-effect-
transistors (MOSFETs) scale down in size at each process
node so that the capabilities of integrated circuits grow
incessantly. Nevertheless, as the scale of transistors comes
down, their structure and performance become more vul-
nerable to degradation. Long-time exposure to large vertical
and lateral electric fields causes the generation of traps near
the semiconductor-oxide interface that reduce the charge
carrier mobility and increase the threshold voltage, VTH . This
process is called the time-based degradation or aging of the
device [1].
Different approaches have been proposed to combat the

adverse effects of transistor aging at device, circuit, and
system levels [2]. To find the right measure, developing
a model for aging is essential. Physics-based models were
proposed to describe the dynamics of prominent aging
mechanisms, such as negative-bias-temperature instability
(NBTI) and hot-carrier injection (HCI) [3]. Process variations

and quantum mechanical phenomena (such as gate-oxide
tunneling) become intertwined in short-channel MOSFETs
with reliability degradation [4]. Hence, the deterministic
nature of device aging is replaced by stochastic processes [5],
for which semi-empirical or black-box modeling approaches
can be preferred.
Therefore, this paper uses machine learning methods to

model HCI in n- and p-type MOSFETs belonging to a
commercial 40 nm bulk CMOS process with a supply
voltage of VDD = 1.1 V . Although the models will be
developed based on radio-frequency (RF) transistors that are
meant for high-frequency applications, the approach could
be employed on any transistor type. Aging in this technology
is known to cause reduced circuit performance, mainly in
the voltage gain and frequency response [6]. Degradation
in transistor quantities, such as the drain current and the
threshold voltage, will be captured via Gaussian Process
Regression. There have already been initial attempts where
machine learning methods were instrumental in capturing
NBTI [7], [8], [9], and HCI [8], [10] degradation impact.
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The main contributions of the paper can be listed as (1) uti-
lizing individual data points in transistor I-V characteristics
to elevate the accuracy of machine learning tools through
larger data size, (2) estimating the degradation amount of
transistors with different geometries and threshold voltages to
better account for the increased impact of process variations
in short-channel device technologies, (3) performing different
degradation estimation exercises with the developed models
to assess the capabilities of machine learning-based models
(4) developing for the first time dedicated p-HCI models for
p-MOSFETs that are important for analog and RF integrated
circuits.
The paper is organized as follows: Section II summa-

rizes the fundamentals of HCI and machine learning. The
modeling approach and results are described in Sections III
and IV, respectively. Finally, conclusions are drawn in
Section V.

II. HCI AND MACHINE LEARNING
A. HOT CARRIER INJECTION (HCI)
According to the classical HCI framework, as electrons are
accelerated toward the drain in an n-MOSFET, they acquire
sufficient kinetic energy to ionize lattice atoms in case of
a collision [2]. More electrons are generated through this
impact ionization, some of which attempt tunneling through
the gate oxide. A number of these may get stuck in the oxide
layer during tunneling and attract positive charges in the
semiconductor to the surface that increase VTH . Moreover,
tunneling electrons break the bonds at the Si/SiO2 interface,
thereby creating traps that reduce the charge carrier mobility
and reduce the drain-source current (IDS) as well as the
device transconductance, gm.
As the down-scaling in transistor channel geometries

continues, new mechanisms causing HCI are discovered,
which suggest that HCI is motivated by the defects generated
via Si − H bonds breaking apart, similar to the situation
in bias-temperature instability [11]. The difference is that
in HCI, different vibrational modes of Si − H bonds are
triggered based on the carrier energy level, and the resulting
resonance leads to the rupture of bonds [12].
Recent studies in the literature aim to address the increased

variability problem related to short-channel devices. In [13],
variability of the charge carrier mobility and VTH degradation
due to HCI has been inquired, and the trap concentration
dependence on the transistor channel geometry has been
quantified. A semi-empirical model based on a physical
relationship has been proposed; however, this model is
not geared toward the use of circuit designers. In another
study, a semi-empirical VTH degradation model depending
on multiple kinds of traps was presented [14]. Though this
model is easier to employ in circuit design, it does not
involve the channel geometry variation, suggesting that the
impact of process variations was not properly accounted for.
As shown in literature [15], the largest degradation in

short-channel process nodes occurs when the transistor
experiences VSTR = VGS = VDS, where VGS and VDS are

the gate-source and drain-source voltages, respectively, and
the bulk terminals are kept at the ground level. Finally,
p-HCI observed in p-MOSFETs is less harmful than n-HCI
since holes cannot attain sufficient energy for trap generation
due to their heavier effective mass. Nevertheless, as the
channel lengths scale down, the p-HCI impact also grows
proportionally.

B. MACHINE LEARNING (ML)
In the last two decades, increased computing power and the
abundance of data have led to the unprecedented surge of
machine learning (ML) in science and engineering [16], [17].
The main objective of this paper has been to explore
how machine learning can be used to model time-based
degradation phenomena and assert the accuracy of these
models. For that purpose, a large amount of data must be
acquired. Hence, a test chip consisting of differently-sized
n-MOSFETs and p-MOSFETs has been designed [18]. The
chip was then put under accelerated HCI stress conditions
to observe performance degradation.

III. HCI MODELING METHODOLOGY THROUGH ML
This section discusses the modeling of HCI phenomena in
terms of transistor performance degradation. The approach
adopted can be expressed as M = {(xi, yi)}Ni=1, where M
is the training set (matrix), xi is the input data, yi is the
output (in this case, the post-stress drain/source current) and
N is the number of samples. Performance degradation has
been evaluated using three important transistor characteristics
indicators, IDS, VTH , and the drain-source conductance gon.
A separate model has been generated for each of these
quantities using the data obtained during the HCI stress
and measurement steps. When compared to the traditional
physics-based analytical modeling [19], the ML approach
puts less emphasis on micro-scale HCI damage (e.g., trap
generation) but provides better coverage of macro-scale
degradation on transistor performance characteristics subject
to process variations.

A. STRESS CONDITIONS AND DATA NORMALIZATION
To develop a model that describes and predicts the behavior
of 40 nm CMOS RF transistors, stress tests at seven
different conditions have been carried out on five differently-
sized n- and p-MOSFETs. The stress conditions and the
chosen device geometries can be seen in Table1. Here,
stress voltages are aimed to cause appreciable degradation
while respecting the transistor breakdown voltages. Channel
geometries comply with their typically preferred values in
analog and RF integrated circuits. Finally, stress times are
determined to represent different levels of HCI damage on
devices.
The temperature has been kept at T = 105 ◦C during the

stress periods. The reason for this choice stems from the
fact that Si − H bond-breaking activity increases at elevated
temperatures due to increased charge carrier energies [20].
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TABLE 1. HCI stress conditions and test device sizes.

So, 105 ◦C was chosen in accordance with this relationship.
Later, the post-stress measurements were performed at room
temperature, T = 25 ◦C, for two reasons. First of all, it
is known that the bias temperature instability (BTI) effect
is also triggered at high temperatures. So, in order to
distinguish between these two competing mechanisms, IDS
measurements were recorded at a lower temperature so that
BTI degradation reduces due to recovery; hence, the only
remaining degradation is due to HCI. The other reason is
that the typical operation temperature for these devices is
room temperature, so the natural choice is 25 ◦C.

The variables used in the models are (1) the stress voltage
VSTR, (2) the bulk-source voltage VBS, (3) the stress time
tSTR, (4) the width and (5) length of the transistors, (6) VGS,
and (7) VDS during post-stress measurements. Moreover, for
each transistor, the IDS − VGS and IDS − VDS characteristics
before stress (time-zero) are measured so that the initial
IDS for the device under test, IDS0, can be included as the
variable (8), which represents the process characteristics of
the transistor. The output of the constructed model is the
post-stress IDS measured at T = 25 ◦C, building the ninth
column in the input data matrix M.
As many as 30464 combinations of the first eight columns,

along with the corresponding current measurement in the
ninth column, are designated by leveraging the alternatives
depicted in Table 1. VGS and VDS are varied between 0
and VDD, whereas IDS0 can assume any value depending on
the impact of process variations on the particular transistor.
Furthermore, VSTR = VGS = VDS has been adopted for the
worst-case degradation conditions. Two input matrices, MN
and MP, of the size 30464 × 9 are constructed that will be
used toward modeling the IDS − VGS characteristics of n-
MOSFETs and p-MOSFETS, respectively so that n-HCI and
p-HCI degradation could be properly captured. Each row of
these matrices is a sample for which data is acquired from the
test transistors that are chosen from several different chips
belonging to separate wafers with distinct process variation
characteristics. Extensive graphical representation of these
samples in the form of pre- and post-stress IDS − VGS and
IDS − VDS characteristics could be visualized in [18].
Fig. 1 depicts the observed HCI degradation amounts

of IDS for T3 (both the n-MOSFET and the p-MOSFET)
with (W/L)3 = 76.8 μm/60 nm in IDS corresponding to
the seven stress conditions, as shown in Table1. Time-zero
currents (IDS0) of both transistors vary by about 5%, which

FIGURE 1. �IDS vs. IDS0 for T3 (both the n-MOSFET and the p-MOSFET)
under the seven HCI stress conditions, as presented in Table I.

quantifies the extent of the process variations recorded for
those transistors in this data set.
Normalization is important when preparing the data for

training since the input variables are often in different
numerical scales and ranges. For example, the transistor
channel length (L) is at the order 10−9 m while the stress
time is in the range of 103 seconds. This imbalance affects
learning performance negatively. Normalization creates a
new input data set, which still retains the statistics of the
initial data but removes the numerical complications that
can adversely impact the accuracy of the model. Hence, the
standard score normalization method has been applied to all
available data.
The relationship between the input (voltage) and output

(current) is exponential. Taking the logarithm of the output
data yields a better modeling performance since the learning
algorithm does not have to learn the extra nonlinearity arising
from the exponential nature, thereby making the model less
complex and more accurate. Also, it avoids the problem of
getting negative predicted output values, which would not
make sense in the case of the drain current output. Moreover,
to avoid undefined results for zero currents in logarithmic
expressions, all current values have been shifted up by a
constant of 0.01 before training and then shifted down by
the same amount to correctly extract the predicted current
values.

B. GAUSSIAN PROCESS REGRESSIONS
The approach for machine-learning-based modeling of HCI
degradation should be chosen according to the distribution
characteristics of transistor properties. Traditionally, process
parameters of MOSFETs follow the Gaussian distribution.
Hence, the Gaussian process regression (GPR), a Bayesian
regression approach, is a natural and suitable choice since it
involves several random variables sharing a joint Gaussian
distribution [21]. Each of these random variables will
have a different weight based on their impact on the
model outcome that will be shaped by hyperparameters.
These hyperparameters are used in different kernel functions
(covariance functions) and optimized to yield the lowest
possible training and test errors based on the outcomes of the
employed training and test samples via a modeling tool [22].
In this work, MATLAB

R©
regression learner toolbox has
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been adopted to determine the optimal values of these hyper-
parameters where a plethora of learning algorithms can be
simultaneously trained. The training has been performed for
different kernel functions, such as rational quadratic, squared
exponential, matern 5/2, and exponential. Results have been
compared, and the best-performing kernel functions are
found as the rational quadratic and squared exponential, of
which the latter choice has been adopted in this work.

IV. MODELING OF THE DEGRADED CURRENT DUE TO HCI
The proposed modeling approach starts by acquiring the
IDS − VGS characteristic, from which the degradation in the
drain saturation current, IDsat, can be extracted. Then, VTH of
the transistors is modeled and extracted based on predictions.
Lastly, gon will be captured as an indicator of mobility
degradation. The reason for these multiple models stems
from the need for higher accuracy. As the input design space
of a machine-learning-based model grows, the modeling
tools strive for a balanced error across the whole range of
input parameters. Hence, the overall modeling error rises.
However, for device quantities, such as VTH and gon, the
model inputs can be chosen from only the region mandatory
for the model. For example, the IDsat model covers the full
range of gate-source voltages extending from 0 to VDD =
1.1 V , which is much broader than the necessary interval to
extract VTH . Hence, it is possible to yield a more accurate
model for VTH by narrowing down the gate-source voltage
range and keeping VDS low. Similar arguments hold for gon,
where IDS − VDS characteristics are captured by modeling
only the triode region, corresponding to small VDS values
since that section is sufficient to find out the conductance
of device.

A. GENERIC IDS − VGS MODELING
Before employing GPR in the MATLAB

R©
regression learner

toolbox, all available data has been normalized, and 20%
of it has been randomly separated as test data in the
pre-processing stage. The 5-fold cross-validation has been
adopted as an error measure: All training data is incorporated
into the training process and separated into five batches,
where four batches are utilized during training. The remain-
ing batch is left for validation. This process is repeated until
all batches are used as training and testing data sets. Finally,
the logarithm of the output current has been taken, such that
the resulting modified output current has improved linearity.
In post-training, the exponential of the anticipated outputs
has been calculated to find the true RMSE and obtain the
predicted drain-source current results. The resulting accuracy
of the generated n-HCI model is RMSEtrain = 1.14 ×10−5,
which would translate into an error of 11.4 μA for the
predicted output current. After model generation, the test
data has been fed into the model, and the resulting RMSEtest
= 1.832 ×10−5 is recorded, which maps to an error of
18.32 μA in the predicted output current.
A common measure of performance degradation due to

the HCI phenomenon can be acquired by observing IDsat. In

FIGURE 2. True and predicted IDsat after degradation of all tested
n-MOSFETs.

FIGURE 3. True and predicted IDS − VGS curves for two different VDS
values.

Fig. 2, the true and prediction values of IDsat after stress have
been shown, which have been sampled from the testing data
set. The predicted values are extracted from the model-based
IDS − VGS characteristics while VGS = VDS = 1.1 V . The
accuracy of the model can be graphically noted in Fig. 2,
where the true and predicted values almost overlap.
Another decent model performance can be visualized

in Fig. 3 for both the true and predicted IDS − VGS
characteristics. The size of the chosen transistor is W =
9.6 μm and L = 60 nm, one of the smallest transistors out
of the batch. Two different values have been considered for
VDS proving the model accuracy. It can be seen that the
two curves are very similar, and their slopes match, which
is important since these predicted characteristics would be
used in VTH extraction.

B. IDS − VGS MODELING FOR VTH EXTRACTION
The VTH model for the n-HCI has been separately built since
the extraction of VTH is done for the lowest current levels at
VDS = 50 mV . When the current levels are low, the limited
sensitivity of the measurement device causes errors that result
in a curve with numerical fluctuations. Such discrepancies
can be resolved by filtering the data with the moving mean
function in MATLAB

R©
for smoothing. This method uses a

sliding ‘window’ of k points to calculate the mean for each
k-batch across the array of neighboring elements. The k value
is arranged so that the resulting curve matches the initial

284 VOLUME 12, 2024



XHAFA et al.: ML-BASED MODELING OF HCI IN 40 NM CMOS TRANSISTORS

FIGURE 4. The extracted true and predicted post-stress VTH comparison of
all tested n-MOSFETs.

curve as much as possible. Afterward, similar to the drain-
source current modeling, the logarithm of the output data
has been trained since the characteristic for VDS = 50 mV
has an exponential nature. Moreover, the test data is again
selected randomly, corresponding to 20% of the available
data.
VTH extraction has been realized using the first-derivative

method [18], in which VTH is the resulting value from the
intersection of the derivative line belonging to the IDS −
VGS curve with the VGS axis. This extraction procedure has
been repeated for all transistors, and the results are provided
in Fig. 4, from which RMSE(VTH) can be found as 0.2%.

C. IDS − VDS MODELING FOR GON EXTRACTION
Another important indicator of transistor degradation due
to HCI is the change in electron or hole mobility, μn

and μp, respectively. However, mobility is an implicit
component; hence, it is not possible to directly estimate or
model it. As previously mentioned, when taking post-stress
measurements, apart from |IDS| − |VGS|, |IDS| − |VDS| has
been acquired, as well. Through |IDS|−|VDS| characteristics,
it is possible to extract ron, the drain-source resistance of
the transistor in the deep triode region at very small VDS
values. Correspondingly, gon can be expressed as follows:

gon = 1

ron
= μnCox

W

L
(VGS − VTH) (1)

According to (1), gon contains mobility dependence. So,
modeling ron aims to estimate the change in mobility because
other equation elements are known. However, it should be
noted that ron is also dependent on VTH . Since VTH has been
modeled earlier, the estimation for mobility can be easily
computed relying on the accuracy of the generated models.
To model gon in n-MOSFETs, IDS − VDS characteristics

have been used at the highest VGS of 1.1 V . Values of
VDS ≤ 250 mV , where the linear behavior of IDS − VDS
is observed, were employed in each condition to create the
input matrix for the training. In Fig. 5, an example of the
true and predicted IDS − VDS relationship is demonstrated
where the region of interest for modeling gon is highlighted.
Here, gon can be extracted by finding the slope values of the
curves. The real and predicted gon results for all transistors

FIGURE 5. True and predicted IDS − VDS of T2 and T3 for various VGS
values.

FIGURE 6. The true and predicted post-stress gon comparison of all tested
n-MOSFETs.

have been shown in Fig. 6, where the overall RMSE(gon) is
found as 0.13%.

D. MODELING OF THE P-HCI
Similar to the analysis conducted on n-MOSFETs, the |IDS|−
|VGS| characteristic, |VTH|, and gon have been modeled for
p-MOSFETs. Each model is accompanied by examples and
the accuracy statistics for all modeled quantities.
Modeling of |VTH| degradation due to p-HCI has been

more challenging than n-HCI. As previously explained,
p-MOSFETs are less affected by HCI. Since the hole
mobility is smaller, the pre-stress current levels of p-
MOSFETs are inherently lower than that of n-MOSFETs,
which makes them more susceptible to measurement errors.
When |VDS| = 50 mV , the current is at its minimum, thus
contributing more noise to the collected data. For this reason,
similar to the |VTH| degradation model in n-MOSFETs, the
|IDS| − |VGS| curves have been smoothed out by using the
moving mean function. Here, the window size of the filter
k has been arranged to be higher such that the resulting
curve would be as smooth as possible while still matching
the overall trend. Moreover, the output current data has
been modified by taking its logarithm since the |IDS| −
|VGS| characteristic for |VDS| = 50 mV has an exponential
nature. Finally, the test data was again selected randomly,
comprising 20% of the available data.
Model extraction for |VTH| and gon has been repeated

considering all p-MOSFETs. The results are shown in
Figs. 7 and 8, respectively. The RMSE value is found 0.4%
for |VTH| and 0.0335% for gon.
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FIGURE 7. The extracted true and predicted post-stress VTH comparison of
all tested p-MOSFETs.

FIGURE 8. The true and predicted post-stress gon comparison of all tested
p-MOSFETs.

E. ACCURACY ANALYSIS AND COMPUTATIONAL
COMPLEXITY
Despite directing the circuit designer on model prediction
accuracy in terms of current, the RMSE error metric cannot
reflect the model deviation amount relative to all true outputs.
Given that the predicted currents vary across a large range
from micro- to several milli-amperes, a low RMSE may
not be a proper indicator of a highly accurate model alone
for small currents since large deviations in that regime
could be overlooked due to their minor contribution to the
overall error. Consequently, the Root Mean Square Relative
Error (RMSRE) should be introduced as an additional model
accuracy metric.

RMSRE =
√
√
√
√

1

n
·

n
∑

i=1

�Y2
rel,i × 100% (2)

�Yrel,i = Ymod,i − Yact,i
Yact,i

(3)

Here, Ymod,i represents the predicted outcome, whereas
Yact,i is a true system output. The results that summarize the
performance of each model for both RMSE and RMSRE
have been presented in Table 2. The outcomes reveal that the
model errors are small in comparison to the typical current
values observed in analog and RF circuits.
In terms of computational complexity, compared to semi-

empirical or theoretical models, as in [13] and [14], empirical
models require more time during generation as accuracy is
optimized based on the input data. Conversely, these models

TABLE 2. RMSE (μA) and RMSRE (%) Results for Train and Test Data of
|IDS|, |VTH | and gon Models in n-type and p-type MOSFETs.

will perform more correctly and could be easily deployed in
the pre-silicon design. Development of the machine learning-
based models in this work takes less than 15 minutes,
although generation time will rise commensurately as the
input data grows. Moreover, model evaluation can be realized
instantly.

F. ESTIMATION OF HCI DEGRADATION VIA ML-BASED
MODELS
The models presented have demonstrated that it is possible
to predict the drain-source current levels and important
transistor quantities throughout various stress conditions
that induce the HCI phenomena in 40 nm MOSFETs.
However, the purpose of ML-based models is to predict
the performance degradation due to HCI, even for unseen
variable values/conditions in the model. In this section, the
models have been generated while hiding the degradation
data of T3 when tSTR = 3600 s. In practice, analog and
RF circuit designers use a variety of transistor sizes. Hence,
generating accurate models that can predict performance
degradation regardless of channel geometry is an important
target of this study. The same model generation procedure
has been repeated while holding back the stress data for
the mentioned transistor. Subsequently, the resulting IDS −
VGS curve prediction is compared with the measurement
data, as shown in Fig. 9. The RMSEtest for this experiment
is 0.18 mA, and graphically, the similarity of the curves
highlights the accuracy achieved by ML-based models.
Finally, it should be noted that the hidden degradation data
belongs to a different transistor whose channel geometry is
larger than that of all devices in the training set. Hence, this
exercise demonstrates that machine-learning-based models
could be potentially employed beyond their typical scope.
Another important application of this study is predicting

the performance degradation of transistors under HCI for
unseen electrical stress conditions. The following case study
has been set up, which targets modeling the degraded IDS −
VGS curve while only training the model using VSTR = 1.8 V
and VSTR = 2 V but testing it on VSTR = 1.9 V when tSTR =
3600 s. The results have been shown in Figs. 10 and 11.
It can be visualized that the models prove to be accurate
even though the model has not been trained for a given test
condition yet tried in that corresponding situation, thereby
resulting in RMSEtest of 0.28 mA.
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FIGURE 9. The true and predicted IDS − VGS for the model trained by
excluding the degradation data of T3.

FIGURE 10. The true and predicted IDS − VGS of T3 and T5 for the model
trained with the degradation data of VSTR = 1.8 V and VSTR = 2 V , and
tested on the data corresponding to VSTR = 1.9 V .

FIGURE 11. The true and predicted IDS − VGS of T2 at VDS = 0.2 V and
VDS = 1.1 V for the model trained with the degradation data of
VSTR = 1.8 V and VSTR = 2 V , and tested on the data corresponding to
VSTR = 1.9 V .

As a further exercise, the data for VSTR = 1.9 V and
VSTR = 2 V when tSTR = 3600 s were provided and the
degraded IDS − VDS under VSTR = 1.8 V predicted. This
experiment is more challenging since the predicted case
lies outside the range of the training set. However, from
the testing perspective, it could be beneficial to estimate
the corresponding degradation in advance since lower VSTR
values require longer tSTR, which increases the testing costs
and the time-to-market of integrated circuits.

FIGURE 12. The true and predicted IDS − VDS of T1, T2, and T3 for the
model trained with the degradation data of VSTR = 1.9 V and VSTR = 2 V ,
and tested on the data corresponding to VSTR = 1.8 V .

True and predicted results IDS − VDS characteristics for
T1, T2, and T3 have been shown in Fig. 12. The accuracy of
the model is acceptable for T1 and T2, which have relatively
small channel geometries. However, as the transistor size
grows, modeling accuracy decreases, as observed in the case
of T3. In order to prevent similar accuracy drops, the training
data sets should be extended with many more samples so
that the prediction capability of the established model is
enhanced under such difficult prediction scenarios.

V. CONCLUSION
In this paper, an ML-based approach for HCI degradation
has been proposed and implemented. GPR has been used
as the learning algorithm. Critical transistors quantities post-
stress IDS − VGS and IDS − VDS characteristics, as well as
VTH and gon have been captured using the measurement
data points by carefully avoiding the overfitting problem.
The results have demonstrated that ML-based models can
fit the combination of device aging with process variations
observed in nanoscale MOSFETs with significant accuracy.
Furthermore, as the case studies have demonstrated, these
models can possibly be used in lieu of stress measurements of
different-size MOSFETs or alternative stress considerations.
Finally, p-HCI models of great interest for CMOS circuit
design have been generated. Next, the developed models
should be invoked in conventional circuit simulators to guide
circuit designers in pre-silicon design time to meet the target
reliability specifications.
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