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ABSTRACT Artificial Neural Network (ANN) is frequently utilized for the development of behavioral
models of Gallium Nitride (GaN) High Electron Mobility Transistors (HEMTs). However, exhaustive
investigation concerning the ANN algorithms implemented in major programming platforms for small-
signal behavioral models of GaN HEMTs is generally not available. To fill this void, this paper carefully
examines and evaluates ANN algorithms implemented in MATLAB, Python and R software environments
for the development of accurate and efficient GaN HEMTs modelling. At first, the ANN based models
are developed using MATLAB, Python’s major frameworks namely Keras, PyTorch and Scikit-learn, and
R’s ANN framework namely H2O to model the GaN devices. Thereafter, an in-depth analysis is carried
out to comprehend the usefulness of each framework in different application scenarios. At last, a detailed
evaluation of the developed models in terms of generalization capability, training and prediction speed,
seamless integration with the standard circuit design tool advanced design system, and of the development
environments in respect of support and documentation, user-friendly interface, ease of model development,
open-access and cost is carried out.

INDEX TERMS ANN, device modelling, GaN HEMTs, MATLAB, Python and R.

I. INTRODUCTION
Gallium Nitride (GaN) High Electronc Mobility Transistor
(HEMT) has emerged as the main transistor device for the
design of high frequency Power Amplifiers (PAs) [1], [2],
[3], [4]. This is due to the exciting features such as high band-
width, high power density, high breakdown electric field, and
high electron saturation carrier velocity of GaN devices [5].
Furthermore, design of PAs require availability of design
flow and accurate GaN HEMT models [6], [7]. Importantly,
models which are comfortably incorporated into Computer-
Aided Design (CAD) tools are vital [8]. The Equivalent
Circuit (EC) and the behavioral modeling techniques are the
most frequently used for the development of device mod-
els [9], [10], [11]. The EC methods extract the parameters
based on the measurement set, nevertheless, keeping the
correspondence with the physics of the device alive [12]. The

EC techniques are faster in simulation—establishing them as
the standard choice of academic and industrial research [13].
However, the accuracy of EC models significantly dimin-
ishes with the increase in frequency as the influence of
the parasitic elements become noticeable. Therefore, they
require more model elements in order to accurately mimic
the behavior, that in turn makes the procedure inefficient
and computationally expensive. The alternative, behavioral
modeling overcomes most of the issues encountered in the
EC based modeling and is therefore gaining acceptance from
both the researchers and circuit designers [14].
In the last few years, some interesting work on small- and

large-signal behavioral modeling, using Machine Learning
(ML) techniques, of GaN HEMTs have been reported [15],
[16], [17], [18]. These techniques have shown huge
potential since they can explain linear, nonlinear and
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dynamic behaviors if they are provided with adequate data.
Furthermore, ML based models can be computationally inex-
pensive, scalable (if the input feature set also includes
relevant scalable parameters such as transistor dimensions
etc.), and exhibit extrapolative capabilities [19]. In spite of
that, many features of ML algorithms are unexplored and
require investigation. In fact, the selection of ML algorithms
depend on a particular problem, complexity and distribution
of the data, number of data samples, applied pre-processing
techniques, class of ML algorithms, final design applica-
tion, metrics to validate the models etc. [20]. Nevertheless,
Artificial Neural Network (ANN) is extensively employed
for the modelling of devices, operating at high frequency,
to produce highly efficient behavioral models which mani-
fest better interpolation and extrapolation abilities [19], [20],
[21], [22], [23]. MATLAB, Python and R are frequently
employed for implementation of ANN algorithms. However,
they provide distinct implementation of ANN algorithms,
unique training algorithms and optimizers and their corre-
sponding parameters, unique way to process the data, and
functional memory to run the algorithm. However, rarely,
a generalized study is conducted to investigate the applica-
bility, usefulness, shortcomings, complexity and simulation
time of ANN algorithms implemented in MATLAB, Python
and R for small-signal behavioral modelling of GaN HEMTs.
This often cause confusion and unfamiliarity regarding the
pros and cons of the available ANN algorithms in different
software environments.
It is in this context that this paper provides a detailed inves-

tigation of the ANN algorithms implemented in MATLAB,
Python, and R for small-signal behavioral modelling of
GaN HEMTs. Firstly, it envisages to serve as a compre-
hensive resource for small-signal behavioral modelling of
GaN HEMTs using ANN algorithms. Secondly, it paves
the way for the researchers to make use of the most
appropriate programming language for their application
specific tasks. Thirdly, it stimulates conducting detailed
investigation of other ML algorithms offered by these
programming languages that in turn has the potential to
advance the state-of-the-art modelling techniques. To achieve
these stated goals, this paper systematically investigates
ANN algorithms implemented in MATLAB, Python and
R by developing Small-Signal Models (SSMs) of GaN
HEMTs. Initially, MATLAB, Python’s most commonly used
ANN frameworks namely Keras, PyTorch, Scikit-learn, and
R’s ANN package H2O are explored for the develop-
ment of SSMs of GaN HEMTs. Then, the developed
models are evaluated for Average Mean Squared Error
(MSE), Average Mean Absolution Error (MAE), and coef-
ficient of determination (R2) for both the training and
testing sets. Finally, the developed models are examined
for CAD compatibility, generalization capability and train-
ing and prediction speed, whilst the software environments
are surveyed for support and documentation, user-friendly
interface, ease of model development, open-access, and cost
effectiveness.

FIGURE 1. General epitaxial structure of GaN-on-Diamond HEMT [24].

In summary, the main contributions of this paper are:
(i) a thorough and systematic approach to develop accu-
rate and efficient SSMs using ANN for GaN HEMTs by
making use of MATLAB, Keras, PyTorch, Scikit-learn, and
H2O programming frameworks; (ii) determination of the
respective topology using the standard approach; (iii) a thor-
ough assessment of the developed SSMs on the grounds of
MSE, MAE, R2, CAD compatibility, generalization capabil-
ity, and training and prediction speed and (iv) survey of the
software environments with respect to support and documen-
tation, user-friendly interface, ease in model development,
open-access and cost. The next section includes the descrip-
tion of the GaN HEMTs and data processing procedures.
Section III elucidates the model development framework.
Section IV details the model validation. Finally, Section V
provides a comprehensive discussion on the results followed
by conclusion in Section VI.

II. DEVICES AND DATA PROCESSING PROCEDURE
This section elaborates on the devices, their characterization,
and the frameworks of data preprocessing methodology.

A. DEVICE PHYSICS AND CHARACTERIZATION
A.1. GAN-ON-DIAMOND HEMT

The conventional epitaxial structure of GaN-on-Diamond
HEMT, an active device is illustrated in Fig. 1. It is fab-
ricated on 500 µm diamond substrate. Scanning from the
bottom to the top, the epitaxial layers are constructed by
making use of 1 nm AlN nucleation layer, 2 µm Fe-doped
GaN buffer, 20 nm AlGaN barrier layer and 2 nm GaN cap
layer. AlGaN barrier layer includes 0.3 nm Al-mole. The gate
of this device is designed by E-beam lithography, and the
gate-drain spacing (Lgd) and the respective gate-source spac-
ing (Lgs) of this device are 2 µm and 1 µm. Furthermore,
the gate-finger width (Wg), gate-length (L) and gate-number
(Ng) are 125 µm, 0.25 µm and 4. Initially, this device was
fabricated on epitaxial substrate (SiC) prior to the removal
from original substrate and bonded onto a high thermal-
conductivity chemical vapor deposition (CVD) polycrys-
talline diamond substrate [25]. The comprehensive details of
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FIGURE 2. An inclusive layout of ANN based SSMs for GaN-on-Diamond
HEMT.

the physics and characterization of GaN-on-Diamond HEMT
are reported in [24], [25], [26], [27].
The device is characterized using a N5245 Vector Network

Analyzer (VNA) and outputs are recorded as real and imag-
inary S-parameters. The S-parameters measurement set-up
includes two bias tees (one each at the input and the out-
put), bias voltage source, RF wafer probe station, and a PC.
Two-port calibration of the VNA is based on line-reflect-
match technique using the calibration standard 104-783 from
Cascade Microtech [27]. Overall, the measurement set con-
sists of 36400 samples and a generic layout of the proposed
modelling scheme for this device is depicted in Fig. 2. The
theoretical and mathematical construct of ANN algorithm
for device modeling purposes are explained in a number of
earlier papers [19], [20], [21]. Here, the inputs to the device
are gate to source voltage (VGS), drain to source voltage
(VDS), and frequency (f ). During characterization, VGS is
varied from –3 V to 0 V with a step size of 0.5 V, VDS is
swept from 0 V to 30 V with steps of 2.5 V, and frequency
takes a wide range of 0.1 GHz to 40 GHz with a step size
of 0.1 GHz.

A.2. GAN-ON-SI HEMT

In this work, GaN HEMT, 10 fingers of 200 µm each,
grown on silicon (Si) substrate of 2 mm gate width is
utilized. Fig. 3 shows the photograph of the coplanar waveg-
uide (CPW) on-wafer device alongside its general epitaxial
structure. It has been fabricated by Nitronex Corporation
exploiting 0.5 µm NRF1 process and grown on Si [28]. The
advance layer structure of this device includes a nucleation
layer which diminishes the lattice-mismatch that results into
low buffer trapping. An improved passivation procedure is
implemented to attenuate the surface trapping effects and
to enhance the RF characteristics. Furthermore, this device
accommodates source field plate technology.
The measurement set-up to characterize this device is com-

posed of N5242A VNA, dc power supplies, bias tees, and
probe station. Before the measurement, a 2-port calibration
of the VNA and the associated cables as a unit is carried out
using the standard short-open-load-thru (SOLT) technique to
get rid of the systematic errors and finally, outputs are col-
lected in terms of the real and imaginary S-parameters [29].

FIGURE 3. (Left to right) Photograph of studied 2-mm (10x200 µm)
GaN-on-Si HEMT, corresponding general epitaxial structure and cross
section SEM image of the implanted source field plate technology [19].

FIGURE 4. Layout of ANN based SSMs for GaN-on-Si HEMT.

TABLE 1. Ranges of VGS and VDS with the step size for GaN-on-Si HEMT.

The measurement is performed over a wide range of tem-
peratures from 25◦C to 175◦C with a step size of 25◦C
after mounting the device on temperature controlled ther-
mal chuck. The device’s internal temperature is calculated
as the aggregate of the device’s self heating and temperature
defined by the thermal chuck. In addition, the measurement
was carried out over the frequency range of 0.1 GHz to
26 GHz.
The measurement data for this device comprises of

103057 samples and a generic layout of the proposed
modelling scheme for this device is depicted in Fig. 4. The
inputs are VGS, VDS, f , and temperature (T). The outputs
are real and imaginary S-parameters. The distribution of the
biasing applied to this device is given in Table 1.

B. DATA PROCESSING METHODOLOGY
This section discusses the frameworks for data processing
methodology used in this paper. A simple flow chart to
develop and test the models are depicted in Fig. 5. As already
mentioned, here we develop the ANN based models using
MATLAB, Python, and R software and evaluate them on
various metrics. All steps including data preparation, train-
ing and testing sets, preprocessing steps, metrics to validate
the models etc. are same except the models are defined
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FIGURE 5. Data processing methodology utilized in this work.

and trained according to the respective software or library
package. All the models are developed according to the same
procedure outlined below:

• Firstly, the measurement set is imported
• Thereafter, a program is developed to clearly search for
missing values and outliers

• The full measurement set is divided into training and
testing sets

• To drive the ranges between the particular values,
feature scaling is performed

• The models are defined according to the software or
library protocol

• The models are trained on the training set and validated
over the testing set

• Lastly, the simulation plots are obtained

Once the measurement set is imported it is pertinent
to understand the overall distribution of the outputs. This
analysis assists to comprehend the differences in ranges of
the parameters and gives idea regarding any measurement
anomaly. The distributions of the outputs are plotted for
all the devices to look for the same (not shown here). We
observed that the ranges for the parameters are different.
Having different ranges for the parameters can be detrimen-
tal for the algorithm as orientation of the contour of its
error function may forms a skewed or distorted elliptical
shape. This drives the algorithm to converge at local mini-
mums as opposed to global minimums. Similarly, the outliers
or irregular peaks can affect the placement of the decision
boundary of an algorithm and force the algorithm to set up
a decision boundary, which is not the optimal. Because of
above-mentioned reasons the removal of outliers and feature
scaling are indispensable. Another aspect of the preprocess-
ing stage is the division of the data. It is essential to find out
the optimal division. It is achieved by trial-and-error analysis.

Thereafter, the models are defined, trained and validated. The
validation and evaluation of the developed models are carried
out in terms of MSE (1), MAE (2), R2 (3) for both train-
ing and testing sets, time required in training and testing,
overfitting, and simulation plots.

MSE = 1

nsamples

nsamples∑

k=1

(
ymeask − ypredk

)2
(1)

MAE = 1

nsamples

nsamples∑

k=1

|ymeask − ypredk | (2)

R2 = 1 −
∑nsamples

k=1

(
ymeask − ypredk

)2

∑nsamples
k=1

(
ymeask − ȳ

)2 (3)

where ȳ = 1
nsamples

∑nsamples
k=1 ymeask

B.1. DATA PROCESSING FOR GAN-ON-DIAMOND HEMT
A program is developed to actively search for missing values,
outliers and uneven peaks. The outliers and uneven peaks
are searched with respect to the mean. We observed that
there are no missing values and very minimal outliers due
to measurement anomalies. The dataset is divided according
to VDS as the following: the conditions where VDS = 0, 2.5,
7.5, 10, 12.5, 17.5, 20, 22.5, 27.5 and 30V are met—those
samples are included into the training set and remaining sam-
ples are incorporated into the testing set. Post division, the
training and testing sets comprise of 28000 and 8400 sam-
ples, respectively. Feature scaling is done in such a way
that all the parameters are brought between –1 to 1. Then
the models are defined and trained in accordance with the
software or the chosen library.

B.2. DATA PROCESSING FOR GAN-ON-SI HEMT
The same program is used to check the missing values and
outliers. We observed even for this device there are no miss-
ing values and outliers can be ignored. For GaN-on-Si, the
dataset is split using temperature as a reference parameter.
The data samples which correspond to the temperature val-
ues 25, 50, 75, 125 and 150◦C are added into the training set
and remaining samples form the testing set. Finally, the train-
ing set contains 78997 training examples and testing set has
24060 samples. The range of the parameters are changed to
–1 to 1. The same computation metrics (as explained before)
are used to test the models and compute the generalization
(accuracy on the testing set) of the developed models.

III. MODEL DEVELOPMENT FRAMEWORK
In this work, we developed ANN based models using deeper-
layer topology. The rationale of using more hidden layers as
opposed to one hidden layer, even-though one hidden layer
with sufficient neurons can approximate any relationships,
originates from the structure of the neurons and the way
they learn the information. Furthermore, use of deeper neural
networks minimize the adverse effects of feature extraction
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and enable the neurons to fetch intrinsic nonlinear relation-
ships. The downside of this approach is overfitting that needs
to be tackled. The theoretical and mathematical construct of
ANN are well studied and well established [19], [20], [21].
Therefore, this paper focuses on the practical implementa-
tion of ANN for modeling purposes. Nonetheless, (4)–(7),
illustrates the analytical blueprints (for GaN-on-Si HEMT,
however, same conditioning can be normalized for lesser or
more inputs) of the outputs at different layers. The notations
symbolize the following: k, m and n are the presumed number
of nodes in first, second and third hidden layers, respectively;
ActFcn indicates the activation function at each layer; hl(2)

i ,
hl(3)
j , hl(4)

l and S-parameters represent the outputs at each
layer; IP stands for inputs; w1

i1 to w1
i6 are the weights joining

the inputs to the first hidden layer; w(2)
ji , w(3)

lj and w(4)
l denote

the weights connecting other hidden layers; b(2)
i , b(3)

j , b(4)
l

and b(5)
y are the biases at each layers.

hl(2)
i =

k∑

i=1

ActFcn
(
b(2)
i + w(1)

i1 × IP1 + w(1)
i2 × IP2

+ w(1)
i3 × IP3 + w(1)

i4 × IP4 (4)

hl(3)
j =

m∑

j=1

ActFcn

(
b(3)
j +

k∑

i=1

w(2)
ji × hl(2)

i

)
(5)

hl(4)
l =

n∑

l=1

ActFcn

⎛

⎝b(4)
l +

m∑

j=1

w(3)
lj × hl(3)

j

⎞

⎠ (6)

S-parameters = b(5)
y +

n∑

l=1

w(4)
l × hl(4)

l (7)

A. COMPOSITION OF ANN BASED MODELS DEVELOPED
IN MATLAB
One of the key applications of MATLAB is found in ML. It
embodies tool-boxes for the real world ML problems which
makes the analysis straightforward. It simplifies the entire
procedure of importing the data, analysis of the data, devel-
opment of the algorithms and models, and deployment of
the models to the real world applications.

A.1. MODELS FOR GAN-ON-DIAMOND HEMT
Preprocessed data are exploited to obtain the topology of the
models. In order to determine the topology, we exploited the
standard trial-and-error method for each S-parameter sepa-
rately. Initially, we built a small size model and examined
the error behaviors (by analysing the error behaviors for
the training and testing sets). Then, we increased the size
of the model (i.e., by increasing the number of hidden
layers and related neurons etc.) and again examined the
error behaviors. This process in repeated iteratively until the
model overfitted (here, model is set to be overfitted when
the training behavior is very good, however, testing behavior
is very poor). Once we acquired the topology that overfits,
we gradually decreased the size to achieve the best fitting

topology for the studied device. In parallel, we also analyzed
distinct combinations of activation functions and other rele-
vant parameters. After the analysis, the optimized number of
hidden layers and nodes are given below. Furthermore, we
observed, tan-sigmoid activation functions at the junctions
of hidden layers and pure-linear at the output layer rendered
the most satisfactory results.

• Model’s architecture for real [S11]: 3-6-6-6-1 [Number
of input nodes (VGS, VDS and f )-neurons in the first hid-
den layer-neurons in the second hidden layer- neurons
in the third hidden layer-number of output nodes]

• Model’s architecture for imaginary [S11]: 3-6-6-6-1
• Model’s architecture for real [S21]: 3-6-6-6-1
• Model’s architecture for imaginary [S21]: 3-6-6-6-1
• Model’s architecture for real [S12]: 3-6-6-6-1
• Model’s architecture for imaginary [S12]: 3-6-6-6-1
• Model’s architecture for real [S22]: 3-8-8-8-1
• Model’s architecture for imaginary [S22]: 3-8-8-8-1

A.2. MODELS FOR GAN-ON-SI HEMT
Once again, the similar approach as explained above (see
Section III-A1) is adopted to get the best fitting topology of
the ANN based models for the GaN-on-Si HEMT device.
Furthermore, we observed that the tan-sigmoid at hidden
layers and pure-linear activation functions are perfect choice
for the modelling of this device. The implemented model’s
architecture is given below:

• Model’s architecture for real [S11]: 4-8-8-8-1 (input
nodes are: (VGS, VDS, f and T)

• Model’s architecture for imaginary [S11]: 4-8-8-8-1
• Model’s architecture for real [S21]: 4-8-8-8-1
• Model’s architecture for imaginary [S21]: 4-8-8-8-1
• Model’s architecture for real [S12]: 4-8-8-8-1
• Model’s architecture for imaginary [S12]: 4-8-8-8-1
• Model’s architecture for real [S22]: 4-10-10-10-1
• Model’s architecture for imaginary [S22]: 4-10-10-10-1

B. COMPOSITION OF ANN BASED MODELS DEVELOPED
IN PYTHON
Python is a high-level, object-oriented and user-friendly
programming language. It embodies a plethora of free, open-
source, readable, easily implementable, and easily integrable
libraries. Furthermore, the clarity and user-friendlier nature
of the syntax makes Python one of the most popular choices
for the implementation of ANN algorithms. Out of the many
Python libraries, we have used three of the most robust and
popular choices namely Keras, PyTorch and Scikit-Learn for
the modelling of the devices.
Keras, running on top of TensorFlow, is reckoned as one of

the most powerful deep learning Application Programming
Interface (API). It is utilized to work out a large pool of
problems including regression-based and classification-based
problems. Keras opens the horizons for finding the equilib-
rium of building simple, flexible and powerful ANN models.
More details about Keras library can be found here [30].
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PyTorch is an open-source ML library, primarily
developed and managed by Facebook’s AI research team.
It is mainly used for the development of ANN models
for the applications like image processing, regression prob-
lems, classifications problems, language processing etc. It is
favoured and widely used by AI researchers and ML commu-
nities because of its ease-of-use, flexibility and compatibility
with Python. It is comparatively fast since it supports CPU,
GPU, and parallel processing. Further details about the
library can be accessed through [31], [32].
Scikit-learn is known as one of the most comprehensive

and robust library for ML problems. It comprises a range
of supervised and unsupervised algorithms. It supports pow-
erful third-party libraries like Numerical Python (NumPy),
Scientific Python (SciPy), pandas, matplotlib etc. It is prin-
cipally written in Python programming language. The syntax
used to define the models are simple and easy to develop.
Details can be found here [33].

B.1. MODELS FOR GAN-ON-DIAMOND HEMT
We used the same topology and other relevant parameters
(such as hidden layers, nodes, activation functions etc.) to
develop the ANN based models in Keras, PyTorch and Scikit-
learn as of models developed in MATLAB. The utilized
architecture is given below:

• Model’s architecture for real [S11]: 3-6-6-6-1
• Model’s architecture for imaginary [S11]: 3-6-6-6-1
• Model’s architecture for real [S21]: 3-6-6-6-1
• Model’s architecture for imaginary [S21]: 3-6-6-6-1
• Model’s architecture for real [S12]: 3-6-6-6-1
• Model’s architecture for imaginary [S12]: 3-6-6-6-1
• Model’s architecture for real [S22]: 3-8-8-8-1
• Model’s architecture for imaginary [S22]: 3-8-8-8-1

B.2. MODELS FOR GAN-ON-SI HEMT
Models are developed in Keras, PyTorch and Scikit-learn
using the same topology and parameters equivalent to models
developed in MATLAB.

• Model’s architecture for real [S11]: 4-8-8-8-1
• Model’s architecture for imaginary [S11]: 4-8-8-8-1
• Model’s architecture for real [S21]: 4-8-8-8-1
• Model’s architecture for imaginary [S21]: 4-8-8-8-1
• Model’s architecture for real [S12]: 4-8-8-8-1
• Model’s architecture for imaginary [S12]: 4-8-8-8-1
• Model’s architecture for real [S22]: 4-10-10-10-1
• Model’s architecture for imaginary [S22]: 4-10-10-10-1

C. COMPOSITION OF ANN BASED MODELS DEVELOPED
IN R
R is an open-source programming language which can
be applied for a wide-variety of statistical, data analysis
and ML-based problems. R is supported and obtainable on
Windows, Linux and macOS operating systems. R environ-
ment renders a conclusive data handling and storage amenity.

R comprises of well-organised and well-supported packages
which can be exploited to process daunting ML tasks. The
packages are easily integrable and effortless to use. For this
work, we are using R for ANN based behavioral modelling
purposes. ANN, in this work, is implemented in R through
H2O package for the modelling of the GaN devices. H2O is a
comprehensive, scalable and open-source ML platform. It is
used to build tree-based algorithms (such as random forests,
gradient boosting machines etc.), generalized addictive mod-
els, k-means, ensemble methods, Naive Bayes, ANNs and
many more. Furthermore, it is an in-memory platform, mean-
ing the data to be used are loaded into the main memory
(RAM) that makes the training and other operations faster.
Furthermore, H2O grants the flexibility to define multiple
hidden layers, with many nodes, activation functions at each
layer and bunch of the training algorithms. But, the backend
H2O Java engine is required for launching H2O it in R. A
comprehensive and detailed knowledge about H2O package
can be found in [34], [35].

C.1. MODELS FOR GAN-ON-DIAMOND HEMT
Akin to models developed in MATLAB and Python, the
same topology and relevant parameters are utilized to develop
ANN based SSM in R-H2O as shown below:

• Model’s architecture for real [S11]: 3-6-6-6-1
• Model’s architecture for imaginary [S11]: 3-6-6-6-1
• Model’s architecture for real [S21]: 3-6-6-6-1
• Model’s architecture for imaginary [S21]: 3-6-6-6-1
• Model’s architecture for real [S12]: 3-6-6-6-1
• Model’s architecture for imaginary [S12]: 3-6-6-6-1
• Model’s architecture for real [S22]: 3-8-8-8-1
• Model’s architecture for imaginary [S22]: 3-8-8-8-1

C.2. MODELS FOR GAN-ON-SI HEMT
Models are developed in R-H2O using the same topology
and parameters equivalent to models developed in MATLAB
and Python.

• Model’s architecture for real [S11]: 4-8-8-8-1
• Model’s architecture for imaginary [S11]: 4-8-8-8-1
• Model’s architecture for real [S21]: 4-8-8-8-1
• Model’s architecture for imaginary [S21]: 4-8-8-8-1
• Model’s architecture for real [S12]: 4-8-8-8-1
• Model’s architecture for imaginary [S12]: 4-8-8-8-1
• Model’s architecture for real [S22]: 4-10-10-10-1
• Model’s architecture for imaginary [S22]: 4-10-10-10-1

IV. MODEL VALIDATION
This section demonstrates the models’ training strategies,
prediction abilities, simulation plots at distinct inputs, and
the time required for training and prediction.

A. ANN BASED MODELS DEVELOPED IN MATLAB
The training of the models involve numerous parameters.
But, once the network is configured the very next step
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TABLE 2. Evaluation of ANN based models developed in MATLAB for GaN-on-Diamond HEMT on the training samples.

TABLE 3. Evaluation of ANN based models developed in MATLAB for GaN-on-Diamond HEMT on the testing samples.

FIGURE 6. Measured (symbols) and simulated (lines) S-parameters for
GaN-on-Diamond HEMT at: (a) VGS = −1 V and VDS = 12.5 V and (b) VGS
= 0 V and VDS = 25 V for the frequency range of 0.1 GHz to 40 GHz (ANN
based models developed in MATLAB).

is the initialization of the weights and biases. The initial
values of the weights are extremely crucial to determine
the convergence of the final solutions and, therefore tuning
for the right method of initialization is distinctly critical.
In this context, the initial weights and biases are initial-
ized between −1 to 1 for all the developed models in
MATLAB. Moreover, Levenberg-Marquardt (LM) algorithm
is utilized to train the models. Furthermore, as epoch is
an important hyperparameter, which directly regulates the
convergence behavior of the potential solutions, it is set to
2500 for the modelling of both devices. Similarly, maxi-
mum number of validation fails (max fails) is set to 2500,
so that ANN based models could be trained for full training
epochs.
As reported earlier, the models are examined in terms

of average MSE, average MAE and R2 (R2 characterizes
the regression analysis for each model) on the training
and testing samples (generalization capability) separately.
Furthermore, simulation curves are drawn for each device
at distinct input conditions. The error profiles and simu-
lation curves for GaN-on-Diamond HEMT and GaN-on-Si
HEMT (for models developed in MATLAB) on the training
and testing samples are presented through Tables 2-5 and

FIGURE 7. Measured (symbols) and simulated (lines) S-parameters for
GaN-on-Si HEMT at: (a) VGS = −0.7 V, VDS = 28 V and T = 50◦C and
(b) VGS = –1.4 V, VDS = 48 V and T = 100◦C for the frequency range of
0.1 GHz to 26 GHz (ANN based models developed in MATLAB).

Figs. 6-7. We can infer from the Tables and Figures that
models developed in MATLAB efficiently and accurately
simulate the behaviors of the GaN devices for the entire
frequency of operation. The detailed discussion on the results
are provided in Section V.

B. ANN BASED MODELS DEVELOPED IN PYTHON
B.1. GAN DEVICES: KERAS MODELS

The models in Keras are developed using Adam algorithm
(ADAM) and the learning rate of ADAM is tuned between
1e-4 to 1. Similar to models developed in MATLAB, training
epochs and loss function are set to 2500 and MSE, respec-
tively for both devices. Likewise, the weights and biases are
initialized between −1 to 1. In this work, the batch size is
examined for the values of 16, 32, 48, 64 and 80, and it
is found that 32 is the most efficient. Finally, the models
developed in Keras are trained for both GaN devices and
tested to probe the generalization capability of the models.
Tables 6-9 and Figs. 8-9 present the results for both the
devices. We can infer from the tabulated and plotted results
that the models developed in Keras render excellent gen-
eralization capability for both GaN devices, and are able
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TABLE 4. Evaluation of ANN based models developed in MATLAB for GaN-on-Si HEMT on the training samples.

TABLE 5. Evaluation of ANN based models developed in MATLAB for GaN-on-Si HEMT on the testing samples.

TABLE 6. Evaluation of ANN based models developed in Python-Keras for GaN-on-Diamond HEMT on the training samples.

TABLE 7. Evaluation of ANN based models developed in Python-Keras for GaN-on-Diamond HEMT on the testing samples.

TABLE 8. Evaluation of ANN based models developed in Python-Keras for GaN-on-Si HEMT on the training samples.

TABLE 9. Evaluation of ANN based models developed in Python-Keras for GaN-on-Si HEMT on the testing samples.

to accurately mimic the measurement data behavior (see
Section V for more details).

B.2. GAN DEVICES: PYTORCH MODELS
The models are formulated using the standard protocols of
PyTorch library. Prior to the training, the inputs and out-
puts are converted to tensors. The same optimizer (ADAM),
loss function (MSE) and weights initialization method

(−1 to 1) are used for the development of models in PyTorch.
Similar to MATLAB and Keras, here as well training epochs
is set to 2500. The results of the models developed in
PyTorch for GaN devices are tabulated in Tables 10-13.
From the Tables, we can notice that the models developed
in PyTroch have shown competitive results as compared all
other developed models for both devices (see Section V for
more details).
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TABLE 10. Evaluation of ANN based models developed in Python-PyTorch for GaN-on-Diamond HEMT on the training samples.

TABLE 11. Evaluation of ANN based models developed in Python-PyTorch for GaN-on-Diamond HEMT on the testing samples.

TABLE 12. Evaluation of ANN based models developed in Python-PyTorch for GaN-on-Si HEMT on the training samples.

TABLE 13. Evaluation of ANN based models developed in Python-PyTorch for GaN-on-Si HEMT on the testing samples.

FIGURE 8. Measured (symbols) and simulated (lines) S-parameters for
GaN-on-Diamond HEMT at: (a) VGS = −1 V and VDS = 12.5 V and (b) VGS
= 0 V and VDS = 25 V for the frequency range of 0.1 GHz to 40 GHz (ANN
based models developed in Python-Keras).

B.3. GAN DEVICES: SCIKIT-LEARN MODELS

The models are developed as per the standard protocols
laid down by the Scikit-learn library. Here, we used the
same optimizer (ADAM) as of Keras and PyTorch. We
exploited the Multi-Layer Perceptron Regressor (MLPR)
class in Scikit-learn library to define ANN. Like the other
developed models, epochs, max fails, and loss functions

FIGURE 9. Measured (symbols) and simulated (lines) S-parameters for
GaN-on-Si HEMT at: (a) VGS = −0.7 V, VDS = 28 V and T = 50◦C and
(b) VGS = −1.4 V, VDS = 48 V and T = 100◦C for the frequency range of
0.1 GHz to 26 GHz (ANN based models developed in Python-Keras).

are set to 2500, 2500 and MSE, respectively. These set-
ting are adopted for both GaN devices tested in this work.
Once the models are trained and tested, the error tables are
constructed for both the training and testing samples for
both the devices. The results are given in Tables 14-17. We
can deduce from the results that the performance of the
models developed in Scikit-learn are almost analogous with
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TABLE 14. Evaluation of ANN based models developed in Python-Scikit-learn for GaN-on-Diamond HEMT on the training samples.

TABLE 15. Evaluation of ANN based models developed in Python-Scikit-learn for GaN-on-Diamond HEMT on the testing samples.

TABLE 16. Evaluation of ANN based models developed in Python-Scikit-learn for GaN-on-Si HEMT on the training samples.

TABLE 17. Evaluation of ANN based models developed in Python-Scikit-learn for GaN-on-Si HEMT on the testing samples.

the performance of the models developed PyTorch for both
GaN devices. A thorough discussions is provided in the next
section.

C. ANN BASED MODELS DEVELOPED IN R
The H2O library is very promising for ML based modeling
tasks as it provides computational efficiency since the data
processing is done through RAM. Prior to the training, the
predictors and predicted variables are transferred from R to
H2O instance for superior speed. To develop the ANN based
models for both GaN devices, here, the same ADAM opti-
mizer, MSE loss function and weight initialization method
(initial weights and biases are initialized between –1 to 1) are
used. Moreover, training epochs are set to 2500 for both GaN
devices. Finally, the training efficiency and generalization
capabilities of the tested devices are recorded and presented
in Tables 18-21. Furthermore, simulation plots are depicted
in Figs. 10-11. It is evident from the results that the models
developed in H2O have been able to competently replicate
the behavior for both training and testing sets, and simul-
taneously like models developed in MATLAB and Python
mimic the measurement data behavior of GaN devices which
validates the robustness of the modelling schemes. Next sec-
tion includes a thorough discussion on the advantage and

FIGURE 10. Measured (symbols) and simulated (lines) S-parameters for
GaN-on-Diamond HEMT at: (a) VGS = −1 V and VDS = 12.5 V and
(b) VGS= 0 V and VDS = 25 V for the frequency range of 0.1 GHz to 40 GHz
(ANN based models developed in R-H2O).

disadvantage of H2O framework for the modelling of the
chosen devices.

V. RESULTS AND DISCUSSION
This section analyzes the capability of ANN based models
developed in MATLAB, Python and R for several met-
rics namely seamless integration with Advanced Design
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TABLE 18. Evaluation of ANN based models developed in R-H2O for GaN-on-Diamond HEMT on the training samples.

TABLE 19. Evaluation of ANN based models developed in R-H2O for GaN-on-Diamond HEMT on the testing samples.

TABLE 20. Evaluation of ANN based models developed in R-H2O for GaN-on-Si HEMT on the training samples.

FIGURE 11. Measured (symbols) and simulated (lines) S-parameters for
GaN-on-Si HEMT at: (a) VGS = −0.7 V, VDS = 28 V and T= 50◦C and (b) VGS
= −1.4 V, VDS = 48 V and T = 100◦C for the frequency range of 0.1 GHz to
26 GHz (ANN based models developed in R-H2O).

System (ADS), generalization capability and training and
prediction speed (see Table 22). Furthermore, it also dis-
cusses software environments related properties such as
support and documentation, user-friendly interface, ease
in the development of the models, open-access, and cost.
Integrating the ANN based models with CAD tools, such
as Keysight ADS, is one of the most fundamentals and
vital stages of ANN-driven circuit design. Therefore, the
programming languages which can be comfortably inte-
grated with ADS is critical. In this context, ANN based
models developed in MATLAB and Python have advan-
tage over models developed in R. Models developed in
MATLAB and Python can be seamlessly integrated with
ADS as shown in Figs. 12 and 13. In essence, MATLAB
has the ability to create an interface between MATLAB and

FIGURE 12. The block diagram depicting the interfacing of ML algorithms
implemented in MATLAB with ADS.

ADS Ptolemy. The input-output function is executed with
the aid of MATLAB blocks. In contrast, Python has recourse
to ADS Datalink. In both cases, the trained ANN models
are provided with the testing inputs through the interfacing
mediums. A program will take those inputs, perform the
predictions and outputs in the form of a touchstone file which
is fed to ADS with the help of the interfacing mediums.
However, all platforms, MATLAB, Python and R support
a simple in-house procedure, where response of the testing
condition can be directly print in a touchstone file and sub-
sequently can be used in CAD tools. Moreover, (4)–(7) can
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TABLE 21. Evaluation of ANN based models developed in R-H2O for GaN-on-Si HEMT on the testing samples.

TABLE 22. Outcomes of the developed ANN based models for the small-signal modelling of GaN HEMTs, and survey of the different software
environments.

FIGURE 13. The block diagram depicting the interfacing of ML algorithms
implemented in Python with ADS.

be used to compute the response (S-parameters) in CAD
tools.
As mentioned earlier, the generalization capability refers

to the models’ accuracy on the unseen testing set. We com-
puted averaged error over all S-parameters for each model.
The outcomes are given below:

• MATLAB (GaN-on-Diamond HEMT)—1.39e-4
• MATLAB (GaN-on-Si HEMT)—1.94e-4

• Keras (GaN-on-Diamond HEMT)—1.29e-4
• Keras (GaN-on-Si HEMT)—1.78e-4
• PyTorch (GaN-on-Diamond HEMT)—1.43e-4
• PyTorch (GaN-on-Si HEMT)—2.68e-4
• Scikit-learn (GaN-on-Diamond HEMT)—1.48e-4
• Scikit-learn (GaN-on-Si HEMT)—3.23e-4
• H2O (GaN-on-Diamond HEMT)—1.42e-4
• H2O (GaN-on-Si HEMT)—2.82e-4

From this analysis, it is evident that the all the developed
models in different software environments have shown
excellent generalization ability.
Training and prediction speed, here, convey the time

taken by the respective software environment to train on
the training set and predict on the testing set, respec-
tively. In addition, training speed denotes the time taken
by the respective model to train using the optimal topology
only. However, speed depends on the computer specifica-
tion. The specification of the computer we are using to
develop and test all the models are as follows: Processor-Intel
Xeon W-2135 CPU @ 3.70GHz; Installed RAM-128 GB;
Windows Edition-Windows 10 Enterprise; Version-21H2. To
illustrate the training and prediction speed we computed the
average time taken by each library or platform over all S-
parameters (see Table 22). The results corresponding to the
training speed are as follows:
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• MATLAB (GaN-on-Diamond HEMT and GaN-on-Si
HEMT)—119.28 s and 443.22 s

• Keras (GaN-on-Diamond HEMT and GaN-on-Si
HEMT)—2470.83 s and 7133.76 s

• PyTorch (GaN-on-Diamond HEMT and GaN-on-Si
HEMT)—7.355 s and 32.401 s

• Scikit-learn (GaN-on-Diamond HEMT and GaN-on-Si
HEMT)—137.16 s and 420.25 s

• H2O (GaN-on-Diamond HEMT and GaN-on-Si
HEMT)—93.69 s and 115.15 s

Here, it is imperative to state that the models developed in
MATLAB are trained using LM algorithm whilst the mod-
els developed in Python (Keras, PyTorch and Scikit-learn)
and R (H2O) are trained using ADAM optimizer. MATLAB
provides excellent training speed owing to the standard
mathematical implementation, vectorized and matrix opera-
tions, and highly optimized toolboxes and built-in functions
whereas R (H2O), being an in-memory platform have shown
very good training speed. Moreover, the models developed in
Keras took the most time to train and predict for both GaN
devices since it is a high level API and requires background
processing.
MATLAB is built, supported and maintained by

MathWorks. Therefore, it is not free and is a closed-source
platform. MathWorks websites host user support and doc-
umentation for MATLAB programs and codes. There are
online communities like MATLAB Answers that helps online
questions. In contrast, Python is a free and an open source
platform. Unlike MATLAB, Python has a number of highly
efficient open source libraries to develop the ANN algo-
rithms. Python’s ANN libraries are well supported by leading
corporate including Google and Facebook. The libraries have
excellent user support and documentation. Akin to Python,
R is also a free and open source software environment.
It comprises of many packages which are freely accessi-
ble and available in the comprehensive R archive network
(CRAN) and also provides documentation and user support.
Nevertheless, for the GaN devices, all the platforms ren-
der enough contiguous memory block to store the data and
process them effectively.
In our opinion, all platforms namely MATLAB, Python

and R are equipped with user-friendly interfaces. However,
visualization of the results and statistical analysis are eas-
ier in MATLAB and R as opposed to Python. Both ANN
algorithms implemented in MATLAB and Python are easier
to build owing to their simple syntax. However, MATLAB’s
ANN implementation is even simpler than Python because
of the inbuilt functions and toolboxes. In general, R is a
little difficult for the beginners. But with some experience,
it can become easier to write the codes for ANN algorithms.

VI. CONCLUSION
This work investigated ANN algorithms implemented in
MATLAB, Python and R programming languages for the
small-signal modelling of GaN HEMTs. Then it rigorously

examined the applicability, strengths and limitations of each
programming framework to ascertain the suitability in dis-
tinct modelling settings. Initially, ANN based models in
MATLAB, Python (Keras, Pytorch and Scikit-learn) and
R (H2O) were developed to model the GaN HEMTs.
Then, the developed models were assessed using MSE,
MAE, R2 and inferences were made. Finally, the developed
models were also assessed for ADS compatibility, gen-
eralization capability, training and prediction speed, and
software environments are surveyed for support and doc-
umentation, user-friendly interface, ease in the development
of models, open-access and cost. We identified that the
ANN based models developed in MATLAB (LM), Python
(ADAM) and R (ADAM) provided accurate behavioral mod-
els for both GaN devices. It also come to notice that the
models developed in MATLAB (LM), PyTorch (ADAM),
Scikit-learn (ADAM) and H2O (ADAM) are time efficient.
Moreover, we also found that the models developed in Keras
(ADAM) is the least time efficient among all the tested
models in this paper for both GaN devices.
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[21] Z. Marinković et al., “A review on the artificial neural network appli-
cations for small-signal modeling of microwave FETs,” Int. J. Numer.
Model., vol. 33, no. 3, 2020, Art. no. e2668.

[22] A. Majumder, S. Chatterjee, S. Chatterjee, S. S. Chaudhari, and
D. R. Poddar, “Optimization of small-signal model of GaN HEMT
by using evolutionary algorithms,” IEEE Microw. Wireless Compon.
Lett., vol. 27, no. 4, pp. 362–364, Apr. 2017.

[23] A. Jarndal, S. Husain, and M. Hashmi, “On temperature-dependent
small-signal modelling of GaN HEMTs using artificial neural networks
and support vector regression,” IET Microw. Antennas Propag.,
vol. 15, no. 8, pp. 937–953, 2021.

[24] A. Jarndal, X. Du, and Y. Xu, “Modelling of GaN high electron mobil-
ity transistor on diamond substrate,” IET Microw. Antennas Propag.,
vol. 15, no. 6, pp. 661–673, 2021.

[25] Q. Wu et al., “Performance comparison of GaN HEMTs on diamond
and SiC substrates based on surface potential model,” ECS J. Solid-
State Sci. Technol., vol. 6, no. 12, pp. Q171–Q178, 2017.

[26] Q. Wu et al., “A scalable multiharmonic surface-potential model of
AlGaN/GaN HEMTs,” IEEE Trans. Microw. Theory Techn., vol. 66,
no. 3, pp. 1192–1200, Mar. 2018.

[27] Y. Chen et al., “Temperature-dependent small signal performance
of GaN-on-diamond HEMTs,” Int. J. Numer. Model., vol. 33, no. 3,
2020, Art. no. e2620.

[28] A. Edwards, B. Geller, and I. C. Kizilyalli, “Extracting a nonlinear
electrothermal model for a GaN HFET,” Microw. J., vol. 51, no. 2,
pp. 144–154, Mar. 2018.

[29] Agilent N5242A PNA-X Microwave Network Analyzer: Operating and
Service Manual, Agilent Technol., Santa Clara, CA, USA, 2014.

[30] A. Gulli and S. Pal, Deep learning with Keras. Birmingham, U.K.:
Packt Publ. Ltd., 2017.

[31] A. Paszke et al., “PyTorch: An imperative style, high-
performance deep learning library,” in Proc. Adv. Neural
Inf. Process. Syst., vol. 32, 2019, pp. 8024–8035. [Online].
Available: http://papers.neurips.cc/paper/9015-pytorch-an-imperative-
style-high-performance-deep-learning-library.pdf

[32] A. Paszke et al., “Automatic differentiation in PyTorch,” in Proc. NIPS
Workshop, Long Beach, CA, USA, 2017, pp. 1–4.

[33] F. Pedregosa et al., “Scikit-learn: Machine Learning in Python,” J.
Mach. Learn. Res., vol. 12, no. 85, pp. 2825–2830, 2011.

[34] A. Candel, and E. LeDell. “Deep Learning with H2O.”
2020. [Online]. Available: http://docs.h2o.ai/h2o/latest-stable/h2o-
docs/booklets/DeepLearningBooklet.pdf

[35] “H2O: Scalable machine learning platform.” 2020. [Online]. Available:
https://github.com/h2oai/h2o-3

572 VOLUME 11, 2023



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Helvetica-Condensed-Bold
    /Helvetica-LightOblique
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-Italic
    /HelveticaNeueLightcon-LightCond
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-Roman
    /HelveticaNeue-ThinCond
    /Helvetica-Oblique
    /HelvetisADF-Bold
    /HelvetisADF-BoldItalic
    /HelvetisADFCd-Bold
    /HelvetisADFCd-BoldItalic
    /HelvetisADFCd-Italic
    /HelvetisADFCd-Regular
    /HelvetisADFEx-Bold
    /HelvetisADFEx-BoldItalic
    /HelvetisADFEx-Italic
    /HelvetisADFEx-Regular
    /HelvetisADF-Italic
    /HelvetisADF-Regular
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


