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Abstract—Autonomous vehicles represent a significant devel-
opment in our society, and their acceptance will largely depend
on trust. This study investigates strategies to increase trust and
acceptance by making the cars’ decisions. For this purpose, we
created a virtual reality (VR) experiment with a self-explaining
autonomous car, providing participants with verbal cues about
crucial traffic decisions. First, we investigated attitudes toward
self-driving cars among 7850 participants using a simplified version
of the Technology Acceptance Model (TAM) questionnaire. Results
revealed that female participants are less accepting than male
participants, and that there is a general decline among all genders.
Otherwise in general, a self-explaining car has a positive impact on
trust and perceived usefulness. Surprisingly, it adversely affected
the intention to use and perceived ease of use. This entails dissocia-
tion of trust from the other items of the questionnaire. Second, we
analyzed behavioral of 26 750 participants to investigate the effect
of self-explaining systems on head movements during the VR drive.
We observed significant differences in head movements during the
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critical events and the baseline periods of the drive between the
three driving conditions. Additionally, we demonstrated positive
correlations between head movement parameters and the TAM
scores, where trust showed the lowest correlation. This provides
further evidence of the dissociation of trust from other TAM
items. These findings illustrate the benefits of combining subjective
questionnaire data with objective behavioral data. Overall, the
outcomes indicate a partial dissociation of self-reported trust from
intention to use and objective behavioral data.

Index Terms—Autonomous vehicles, demographic differences,
head movement, technology acceptance, virtual reality (VR).

1. INTRODUCTION

UTONOMOUS vehicles (AVs) are the primary goal of
most car manufacturers [1]. The development appears
cumulative since more and more features of the driving task
are automated in new cars [2]. One primary reason why AVs are
of value is the possibility of eliminating human driving errors,
which account for 93% of road accidents [3], [4]. Furthermore,
AVs are safer because they are faster and more accurate in
driving tasks as well as in the detection of objects and events [5]—
[8]. Given the rapid and continuous improvement in technical
developments in the field, there is no doubt that autonomous
vehicles will have a significant impact on our society [9]. This
may range from drastic reductions in greenhouse gas emissions
to a decimation of traffic-related injuries. The introduction of
AVs could lead to a possible reshaping of our existing cities’
infrastructure [9]-[12]. Thus, introducing AVs into our daily
lives seems to be a highly desirable objective.
Trust and acceptance of potential customers define the extent
to which AVs are used for individual transportation [13], [14].
Current research indicates that there is a limited willingness
among potential customers to use AVs [11], [15]-[18]. A variety
of surveys have shown that most prospective buyers are unwill-
ing to use an AV or to make full use of its functionalities [12],
[19]. Primary reasons for the lack of trust and acceptance are
the fear of system malfunctions and the hesitation to give full
control to the car [12], [17], [20]. Hesitation among potential
customers may result from low technology self-efficacy [21],
which means people do not feel confident enough to operate
an AV system [22]. Since trust and acceptance are shaped by
knowledge and experience, the cause of such reluctance may be
rooted in the lack of transparency, i.e., the AV decision-making
foundation is not well defined. Lack of awareness of the cars’
perceptions and the reasons behind the artificial agents’ deci-
sions has a direct impact on customers safety concerns [23],
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[24]. It is, therefore, crucial to find measures to increase trust
and acceptance of AVs.

According to the Technology Acceptance Model (TAM),
perceived usefulness and ease of use are cognitive responses to
new technologies and predict the intention of using them [25].
Consequently, a low intent to use this technology makes the
future application of AVs questionable [13], [19], [26]. Belanche
and colleagues have developed a research model [27] which
expands the TAM by adding trust as a component. They found
a causal relationship between trust and all three elements of the
original TAM [27]. Therefore, trust can be regarded as a critical
factor in the acceptance of a new technology [28]-[30]. Earlier
studies investigated trust modulating factors, such as human—
machine communication style, feedback, and anthropomorphic
features in automation [31]-[34]. Hoff and Bashir [31] suggested
that trust in an AV is an accumulation of personal tendencies,
environment, and user’s perception of the autonomous system.
Lee and See [35] argue that the perceived homogeneity of
communication style, feedback, and anthropomorphic features
shape trust levels. The common statement in all these findings
is that the user need to perceive the system as reliable and
trustworthy. Moreover, previous research showed that excessive
information about a car’s operation is perceived as distracting
or unpleasant [11]-[14], [19], [36]. The desired amount of
information from an AV may be the key to understand the
development of trust and, therefore, the acceptance of automated
vehicles [37].

Research on trust as a high-level cognitive phenomenon is
extensively studied with self-reported data. A review of Raats
and colleagues of 258 trust-related experiments in AVs re-
vealed that 84% used questionnaires as a method of assessment.
Among them, only 4.7% of the studies used observations as a
data-gathering tool [38]. Self-assessed data are often biased by
self-perception or socially desired behavior, thus objective data
can provide a better insight into the fields, such as trust [39].
To measure trust and acceptance objectively, we propose head
movement analysis, since humans represent their cognitive
states implicitly based on body language, facial expression, gaze
direction, and movement of the head [40], [41]. Even though
previous research has established the link between gaze shift
and cognition [42], several studies showed that head rotation
corresponds to the visual gaze [42], [43] and both coordinate
cognitive processes [44], [45]. This coordination exists in the
orientation, which means that the head and eyes move in the
same direction. Thereupon, the head orientation provides infor-
mation about the visual attention [43]. Behavioral data, such as
head movements are unconscious, fine-grained, and continuous
information that can be used to access cognitive processes like
trust [46], [47].

To gain a better understanding of AV acceptance modulators
and their representation in users head movements, we used
a large-scale virtual reality (VR) [48]. We expected to find
significant differences in attitudes among participants and
significant differences across different age groups and genders.
Additionally, we predicted differences in head movements
between experimental conditions. We expected to find
significant variance in head movement patterns and head

angular velocity as an effect of transparent communication
of an AV. We assumed that the self-reported acceptance in
conjunction with head movements provides a more objective
insight into the acceptance modulators.

II. MATERIALS AND METHODS

We collected data from visitors in the German Ministry
of Education over six months, and in a traveling exhibition
(MS-Wissenschaft) during an entire summer. Participants expe-
rienced a 90-s drive in a virtual environment called Westdrive,
which spans 2,5 km? and includes more than 100 cars and
150 pedestrians. Participants experienced a single trial in one
of the three driving conditions. In the first condition, a fully
autonomous car with an anthropomorphic voice assistant system
(AVAS) provided information about critical traffic events and the
corresponding car decisions. The second condition was an AV
with a radio broadcast playing throughout the trial. In the third
condition, a female TaxiDriver drove the participant through the
city. Here, the TaxiDriver responded verbally to the surrounding
traffic. We gathered objective and subjective data in the form
of head orientation and head angular velocity, as well as by an
adaptation of the TAM questionnaire [25].

Over the course of each trial, participants encountered three
critical traffic events without being able to intervene (Fig. 1).
The duration of the events was the time between the entry and
the exit of the event objects from the participants’ view. In the
first event, a jogger crossed the road directly in front of the car.
In the second event, a high-speed car took precedence at an
intersection, and the third event included a pedestrian who was
slowly crossing the street. The onset and end of the events were
the same for all the participants in all experimental conditions.
At neither event, the participants’ cars hit any event objects. In
the AVAS condition, the AV provided brief information on the
critical event situation. The warning happened directly at the
appearance of the critical traffic objects. The design of the events
was based on previous research which indicated that feedback
should include the reason an AV decides in a specific way [36].
Furthermore, additional information should be provided when
interacting with vulnerable road users when their intentions
are not clear but may influence the car’s behavior [33]. These
events were implemented to test the participants reactions as
a passive passenger in critical situations. They were designed
to test whether communication within the vehicle can affect
behavioral responses and acceptance.

Before beginning the trial and data recording, participants
were asked to make their own adjustment to the HMD. This
adjustment phase was not limited in time nor was it taken into
account in the experiment. Participants were subsequently made
aware of the study procedure and the purpose of the study.
Due to potential cybersickness symptoms, the participants were
informed in the introduction that they could remove the HMD
at any given time. In such cases, the data was excluded from the
analysis.

The posttrial questionnaire includes three questions from the
original TAM on perceived usefulness, ease of use, the intention
of use, and one additional question on perceived trust. It also
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Fig. 1. Three scripted critical events occurred during the ride from top to
bottom: Pedestrians running on the street from left to right, fast cars cutting in
the self-driving car path, and pedestrians walking in the middle of the road.

included questions on age, gender, aviophobia, driving experi-
ence, gaming hours per week, and the number of exposures to
VR prior to the experiment. The questionnaire was answered on
a Likert scale, with numbers from O (strongly disagree/dislike)
to 100 (strongly agree/like) indicated by thumb icons of like and
dislike.

The experimental setup consists of two HTC Vive pro HMDs
and lighthouses version 1 to track head position and rotation,
while participants were sitting in the car. The VR computers
were equipped with Nvidia Geforce RTX 2080Ti GPUs, 16 Gb
of RAM, and Intel Xeon W-2133 CPU @ 3.60Ghz core, resulting
in an average frame rate of 25,2 fps. Additionally, the setup used
two raspberry pies and touch monitors for web-based question-
naires. For analyses, Python 3.6, pandas 0.24.2, NumPy 1.16.4,
Scipy 1.7.2, statsmodels 0.10.0, as well as SPSS 29 were used.
All plots were created using Matplotlib 3.1.0 in combination
with seaborn 0.9.0. Data-driven prepossessing on questionnaire
data was performed with the OPTBIN algorithm [49] using
histogram-based age binning.

A. Analysis of the Data

Head movement data were obtained from 26 750 participants
and the questionnaire was answered by a fraction of them.
Elimination of incomplete answers resulted in 7850 datasets.

First, we focused on analyzing the questionnaire data. Out of
the full dataset, 4464 participants identified themselves as male
and 3386 as female. Using optimal binning method [49], we
divided participants into five age groups. The cleaned dataset
consisted of 2812, 1513, 1883, 582, and 86 in the age groups
<20 years, 21-40 years, 41-60 years, 61-80 years, and above
80 years, respectively. Under AVAS, TaxiDriver and RadioTalk
conditions we recorded 2691, 2636, and 2509 datasets, respec-
tively. The large number of participants in each bin permitted
the use of regression-like inferential tests (i.e., MANOVA) due
to their robustness against nonnormalities in large datasets [50].

To examine the effect of gender, age, and driving condition
on the four aspects of the questionnaire, a one-way multivariate
analysis of variance (MANOVA) was conducted. MANOVA
tests the optimal linear combination of dependent variables for
significant effects. We performed a one-way MANOVA for all
four TAM aspects modeled based on gender, age, and driving
condition. Pillai’s trace test statistic uses the estimated F-Values
to test significance, which is robust against nonnormalities.
Therefore, Pillai’s trace adds an extra layer of protection against
false positives [51] and is a good choice to interpret the results. To
understand how the different categories within each factor, e.g.,
male or female in gender, affect the four TAM aspects, we cal-
culated a separate one-way analysis of the variance (ANOVA).
Following, we calculated the different effect sizes (Cohen’s D
and Hedge’s G) for each factor calculated using the estimated
means and standard deviations reported for the category within
this factor. Although both of these effect sizes are based on
Cohen’s suggestions, Hedge’s G considers the sample sizes of
the compared groups. Consequently, both effect sizes were used
to interpret the findings. Further, the four TAM aspects of each
participants were combined into one single value. Together with
the MANOVA, we were able to make statements on how gender,
age, and the condition affect the questionnaire scores.

However, ANOVA can only be calculated on a single in-
dependent variable. The best way to combine the four TAM
aspects into one value is by multiplying each aspect’s score
for a given participant by a corresponding weight and adding
them all together to get a single value. This acceptance score
was calculated by performing a linear discriminant function
for each factor that will yielded in a different raw coefficient
for each TAM aspect concerning the given factor. The linear
discriminant analysis (LDA) intends to find a linear combination
of features that characterizes or separates two or more classes.
It expresses the dependent variable as a linear combination of
the independent variables that maximizes the group differences
within the dependent variable [52]. The raw discriminant func-
tion coefficients can be used as weights to calculate the four
TAM aspects into one independent number, which we can call
acceptance score.

Then we proceed to the analysis of objective behavior. A
head-mounted HMD measured the orientation and position of
the participant’s head in the virtual environment. We define the
orientation of the head in a frame of reference attached to the
car. Since most interesting visual detail was placed near the
ground level and all the dynamic objects of the virtual city moved
along the horizontal axis, we focused on the orientation along
the horizontal plane. Moreover, we compared the head angular
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velocity, meaning the change in head orientation degree over
time. To examine the differences in conditions, we used one-way
ANOVA followed by the post hoc Tukey honest significant
difference (HSD) test. The Tukey HSD compares pairs of means
to detect which of the group’s means differs from the others
(Meandift). With this test, we could define the separate condition
that causes differences in orientation and angular velocity in a
given time point [53]. Additionally, we calculated the Pearson
correlation between head angular velocity and TAM scores for
each questionnaire item to verify the consistency of subjective
and objective measures.

III. RESULTS

A. Questionnaire Results

The data of the simplified TAM questionnaire from 7850
participants showed a positive correlation of r>0.4 between the
questionnaire items. Hence, these items have to be analyzed
together in form of multivariate dependent variables. In order
to validate the assumptions, a Levene’s test was performed. If
the test was significant we would assume a violation of variance
homogeneity in the groups. Levenes’s test resulted in F-values
of 1.369 for perceived Usefulness (p = 0.089), 2.333 for Ease
of use (p < 0.001), 1.459 for Intention of use (p = 0.053), and
1.443 for Trust (p = 0.058). Considering the large sample size,
known to reduce p-values in Levene’s test, a further check of
the covariance matrices for the dependent variables of the TAM
concerning the main factors of gender, age group, and condition
has been done. We found homogeneity of covariances, as as-
sessed by Box’s test (p >. 001). Together, Levene’s test and the
covariance matrices provide essential evidence for the validity
of the assumptions of MANOVA. Out of the four different null
hypothesis tests of the multivariate analysis, Pillai’s trace was
chosen due to its known robustness toward nonnormalities in the
data [54]. Therefore, the multivariate analysis of variance is the
prime analysis method [55], [56].

To gain deeper insights into how gender, age, and condition
affect the TAM factors, a LDA was used to extract each in-
dependent variable’s weighted influence. LDA tries to find a
set of coefficients that will maximize the separability within
the given independent variable. These coefficients were used to
interpret the influence of each independent variable on each of
the modulator factors of the TAM.

1) Effect of Gender: First analysis checked for differences
between male and female participants regarding the acceptance
scores. In order to find out the influence of gender on acceptance,
we performed an MANOVA with a follow-up LDA for gender.
The Pillai’s trace resulted in 0.00293 (F(4,7835) = 4.761, p <
0.001) showing that there is a significant effect of gender on
overall acceptance. The follow-up LDA showed that females
have a lower score based on the observed discriminant coeffi-
cients. The resulting coefficients were —0.33 for the intention of
use, —0.06 for perceived usefulness, —0.60 for perceived ease
of use, and —0.18 for trust [Fig. 2(a)], all with a medium effect
size (Cohen’s D = 0.45). Additionally, the LDA showed that
perceived usefulness and trust were less affected by gender than
the intention of use and the perceived ease of use (Fig. 2 a).
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Fig.2. Descriptive categorical plot of the mean questionnaire answers for each
of the main factors (a) gender, (b) age group, and (c) condition.

These findings indicate that females and males have an almost
equivalent attitude toward the perceived usefulness but differ in
the perception of ease of use and, consequently, the intention
of using self-driving cars. Thus, we interpreted that females
anticipate difficulties in handling and, therefore, score lower in
the intention to use.

2) Effect of Age Group: As anext step, we investigated what
influence age had on the answers in the questionnaire. Similar to
the effects of gender, the result of the MANOVA was paired with
a follow-up LDA for the age group to find the influence of the
TAM items. The resulting Pillai’s trace of 0.04561 (F(16,313) =
24.107, p < 0.001) indicated a significant effect of age group on
the overall acceptance. LDA resulted in discriminant coefficients
of -0.27 for the intention of use, -0.19 for perceived usefulness,
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-0.46 for perceived ease of use, and -0.30 for trust. These results
showed that age has a negative effect on all TAM items. The age
group under 20 years showed high scores in all questions, with
medium effect sizes compared to the age group between 2040
(Cohen’s D = 0.50) and 61-80 (Cohen’s D = 0.43) (for the full
list of the effect sizes, see Appendix A—Table I). Similar to the
analysis of gender, perceived ease of use was affected by age the
most [Fig. 2(b)]. Together with the decreased intention of use,
it can be stated that older adults anticipate hardships in using
this technology, therefore, showing lower scores in the intention
to use. However, the overall acceptance scores increased again
beyond 80 years of age, especially in the perceived usefulness
[Fig. 2(b)]. This is also reflected in smaller effect sizes between
the age group below 20 and above 80 years (Cohen’s D = 0.18)
(SI Tablel). Concluding, data showed the highest acceptance
in the age group below 20 years, with a general decrease of
acceptance until 80 years.

3) Effect of Condition: A central hypothesis of the study was,
that compared to a traditional taxi the acceptance level of AVs is
reduced, but can be partially recovered by making the decisions
of the AV transparent. The result of MANOVA showed that the
condition had a significant effect with Pillai’s trace of 0.00259
(F(8,15672) = 2.541, p = 0.009). The LDA for condition re-
sulted in coefficients of -1.12 for the intention of use, 0.99 for
perceived usefulness, -0.33 perceived ease of use, and 0.44 for
trust, with overall small effect sizes in all comparisons (Cohen’s
D = <0.11) (Appendix A-Table IT). While the effect on trust and
ease of use is negligible between conditions, differences could be
found in intention to use and perceived usefulness. The AVAS
condition had a slightly higher median score in the perceived
usefulness of 71 compared to 69 in the TaxiDriver [Fig. 2(c)].
Here, the AVAS condition resulted in a lower median score of
65 than the TaxiDriver with a median of 68 [Fig. 2(a)]. We
concluded that there were no averse effects of the condition on
the ease of use like in gender and age. Still, there was a negative
effect on the intention to use such technology independently
of gender and age. These results already accommodated that
additional factors besides age and gender negatively influenced
the intention of use. This observed effect could also be due
to technology aversion, which had already been mentioned in
the effects of age and gender. It can be summarized that there
was a small positive effect of in-car communication methods on
accepting AVs regarding the ease of use and a small negative
effect regarding the intention of use.

4) Interaction Effect of Gender and Age Group: In examin-
ing the effects of gender, age, and condition, it became clear that
these factors separately did not explain all variance observed in
the data. There was a significant interaction effect of gender
and age group with Pillai’s trace of 0.00498 (F(16,31352) =
2.441, p =0.001). According to the follow-up LDA, there was a
negative effect for the intention of use and perceived ease of use
(both -0.73) and a positive effect on the perceived usefulness
(0.22) and trust (0.55) in the questionnaire items. Here, the
effect sizes were most notably between the age groups 21-60
years compared to under 20 years and above 60 for each gender
(Appendix A-Table III). These results support findings of the
previous analyses on gender and age. In addition, it could be
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Fig. 3.  Mean of answers for questions regarding the usefulness, intention,

trust, and ease for age group and gender combined.

shown that the interaction of gender and age had a significant
influence on the acceptance of AVs. In addition, the largest
effect sizes (0.5 < Cohens’ D <= 0.9) resulted by comparing
female participants in the age between 21-60 years against the
male participants in the same range. Participants below 20 years
had the highest TAM scores, and females between the ages of
21-60 years showed the lowest TAM scores. Although there
is was a decrease in all TAM factors in both genders for ages
between 21-60 years old compared to the below 20 years, female
participants showed stronger decreases in TAM scores (Fig. 3).
This accounts especially for the intention of use and perceived
ease of use. Once again, as age increases for people between ages
21-80 years, we can also observe TAM scores. In conclusion,
gender and age group interaction significantly affect all TAM
factors, specifically negative influences on the intention of use
and perceived ease of use for AVs, but a positive effect on
perceived usefulness and trust. This means that although the AV
was seen as useful and trustworthy, there were still other hidden
factors that decreased the ease of use and the intention to use it.
Consequently, the demographic factors of age, gender, and the
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Fig. 4. Time intervals of significant differences in head orientation after the
permutation test (n = 1000). Shaded areas represent the critical traffic event
intervals. (a) Mean of head orientation over all subjects. Each point indicates
an average of the head orientation across the participant within each frame.
(b) Variance of head orientation over all subjects. The red areas indicate the in-
tervals where there was a difference in head orientation between all participants.
Please note that the data are collapsed over condition.

interaction of these two, have much more impact on the items of
the TAM questionnaire. The positive effects of a self-explanatory
AV were not sufficient to compensate for the negative influence
of demographics on ease of use and, accordingly, intention to
use.

B. Behavioral Results

1) Identification of Critical Events: As a first step in the
analysis of head movement, we tried to determine if the behavior
of the participants differs during the critical events from the
baseline parts of the drive. The initial analysis was conducted
independently of the driving condition. We considered the mean
and variance of head orientation over all participants as the rel-
evant dependent variables. Collapsing the data over conditions,
we tested whether the mean of head orientation in each frame
was significantly different from the distribution resulting from a
permutation over time (permutation test). The head orientation
differed significantly from the baseline at the end on the first and
second and at the very end of the third event. (Fig. 4). Further,
we observed differences early in the trial, when participants
were intensely looking around inside the car. There were also
three other significant intervals observed over the trial. During
these intervals, pedestrians were visible on the sidewalk in
crowded areas of the city. We assume that this is related to
a need for information to assess the situation. A last period

—— AVAS
—— TaxiDriver
—— RadioTalk

Right

Head Orientation

T T T T T
0 500 1000 1500 2000 2500
Frame Number

Fig. 5. Mean head orientation in each frame divided in three conditions. The
positive and negative values of the mean orientation relate, respectively, to the
right and left directions. Shaded areas represent the critical traffic event intervals.

of deviant head orientation is observed at the very end of the
drive, when participants have prepared to get out of the car in a
congested area. By applying this method we are confident that
an additional measure of head movements is a valid approach
to enhance subjective data. Overall, compared to the baseline
head orientation, the three critical events revealed significant
differences in the participant behavior regardless of the condition
effect. These differences were not limited to the critical event
intervals but identified in additional areas of the trial.

2) Effect of Condition: In the next stage, we looked at the
extent to which the observed variance was associated with the
effect of the condition. We investigated whether participants
head movements objectively varied between conditions. Differ-
ences in head orientation were seen as indicators of participants’
reaction to the environment in different experimental conditions.
In visualizing the head movement data, we observed differences
in the mean head orientation, over large portions of the drive and
during the critical traffic events. (Fig. 5). In order to determine if
these differences were significant, a one-way ANOVA based on
head orientation was calculated for each frame as a dependent
variable and applied a post hoc comparison of Tukey HSD in
those significant intervals. The ANOVA result showed signifi-
cant differences in head orientation between the three conditions
for most of the frames (F>10, p < 0.05) (Fig. 6). Specifically, the
TaxiDriver condition was significantly different from the other
two on much of the drive. The post hoc comparison revealed
larger mean difference (Meandiff) for TaxiDriver compared to
AVAS (i.e., Meandiff = 2.07, p = 0.001 for frame = 1300)
and RadioTalk (i.e., Meandiff = 1.77, p = 0.001 for frame =
1300) conditions. This outcome was most often constant during
the experimental trial, including all three critical events. At
the beginning of the first and the second events, no significant
differences were observed between the RadioTalk and AVAS
conditions were found. In the third event we noted differences
across all three conditions. At this point, the participants got the
lowest degrees of the head orientation in the AVAS condition,
and the highest degree in the TaxiDriver condition. In particular,
we observed a higher mean head orientation in the TaxiDriver
condition at the beginning of the critical traffic events. This
means that the distribution of head orientations in the angular
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space were wider in the TaxiDriver condition compared to the
two autonomous conditions (Fig. 5).

3) Head Angular Velocity: To gain deeper insights into the
participants’ head movement behavior, we calculated the mag-
nitude of change in head orientation over time as the angu-
lar velocity. We quantify the absolute value of the angular
velocity in frame n for each critical traffic event separately
(wp, = |05, — 01|/ At) where 0,, is the head orientation in
frame n and At = 0.04"s based on the experiment’s overall
average frame rate. Angular velocity analysis showed that in the
AVAS condition, participants rotated their heads significantly
faster only during the first critical traffic event [F(2,24447) =
71.35,p < 0.01]. In the second critical traffic event, no significant
differences were observed between the conditions [F(2,24447)
= 2.8, p= 0.06]. In the third critical traffic event, the angular
velocity in AVAS was significantly lower than in the other two
conditions [F(2,24447) = 29.06, p < 0.01] (Fig. 7). Overall,
the data revealed that the angular velocity of head movement
decreased during the experimental trial in all three conditions.

However, the AVAS condition reduced the head’s angular ve-
locity to a greater degree than the other autonomous condition.
With angular velocity analysis, we were able to show that partic-
ipants’ behavior changed as an effect of self-explaining AV over
time.

C. Questionnaire Comparison

The head angular velocity was an illustration of the partici-
pant’s head movements behavior during the trial. The calculation
of the relationship between angular velocity and TAM items
allowed us to determine if the self-assessment of participants
was expressed in their prior behavior during the experimental
trial. We used Pearsons’ correlation for the participant’s absolute
head angular velocity over the entire trial and the participants’
respective TAM item scores. The analysis showed a positive
correlation between the head angular velocity and all TAM
item scores for all three conditions (Fig. 8). The correlation
between the angular velocity and trust was lower than its cor-
relation to other TAM items. Along with the previous finding
in the analysis of the questionnaire, the mismatch between
trust and the other items of the questionnaire was demon-
strated in the correlation between the items and the angular
velocity. The dissociation between trust and the other ques-
tionnaire items suggests that trust is not an ideal item in self
assessments via a questionnaire. This allegation is supported by
the mismatch in the self-assessment together with the objec-
tive behavioral data. As a result, we argue that the objective
behavioral data was able to reflect the findings of the TAM
questionnaire.

IV. DISCUSSION

The present study revealed that self-reported acceptance in
conjunction with objective observation, provide a better under-
standing of modulating acceptance factors. The results indicated
that, subjective data from a postexperimental questionnaire and
objective data from head movements during the experimental
trial were largely congruent. The outcome of the study on gender,
age, and the effect of condition on the overall acceptance showed
less acceptance of female participants toward AV than among
males. However, this effect is even more pronounced in the
intention to use AVs. The results also suggested that people under
the age of 20 have the highest acceptance toward AV, declining
gradually with age, while increasing again above the age of 80.
Concerning the effect of a self-explaining AV, we found a small
positive effect in the ease of use and a small negative effect
regarding the intention of use. However, the age, gender, and
the interaction of these two factors have a substantially greater
impact on the questionnaire results. Therefore, the positive
effects of a self-explanatory AV are not sufficient to compensate
for the negative influence of demographic data on ease of use and
the intention to use. It could be demonstrated that participants’
head orientation differed between the conditions by analyzing
the data on head movements. In particular in the TaxiDriver
condition, we observed significant differences across the entire
drive with additional differentiation between conditions during
the critical events. Further, we observed a decline in the head’s
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angular velocity over time for all conditions. The latter effect was
most substantial in the AVAS condition. Finally, correlate the
magnitude of the participant’s head angular velocity to the TAM
scores showed a significant relationship between acceptance as
a combination of the TAM factors, which was weaker for the
trust factor.

Earlier studies were primarily based on the responses of poten-
tial users identified through questionnaires [13], [33], [38]. How-
ever, behavioral data are not as susceptible as questionnaire an-
swers and can be used to validate possible self-assessments [25].
The presented study could show a dissociation of the self-
assessed trust from other TAM items, in particular with the
intention to use. This observation contrasts with previous re-
search, such as that of Belanche [27]. We demonstrated that
self-assessments are strongly modulated by the demographic
factors, such as age and gender, as well as the interaction of

these two factors. Behavioral data confirmed the dissociation
of trust and intention, by showing a connection between head
movements and scores in intention, ease of use, and perceived
usefulness items. Therefore, we argue that inclusion of behav-
ioral data are a valid approach to better understand underlying
factors of acceptance and justify potentially flawed subjective
data. This is due to the fact that head movements can be consid-
ered as part of nonverbal communication among humans [57]
that contains information about the participant’s emotions and
intentions [58]. For instance, the angular velocity of the head
and its acceleration were higher during negative affects [59]. The
combination of subjective and objective data sources allows data
from the questionnaire to be validated. In conclusion, behavioral
data could be described as an important resource that can be used
to validate investigations into the technology acceptance model
and its underlying factors.

Due to the nature of the experiment in a public exhibition and
a large number of visitors, we used a simplified version of the
technology acceptance questionnaire. Thus, it may fail to capture
the full aspect and spectrum of factors that modulate acceptance,
such as the technology self-efficacy, which might play a critical
role in perceived ease of use. Moreover, the questionnaire was
translated into German, and we were not able to validate it prior
tousing itin the experiment. As aresult, part of the variance in the
data could be caused by the translation. However, such an effect
is considered to be minuscule and negligible since our main
findings aligned with those of the previous work [12], [23], [60],
[61]. Certainly, when it comes to trust in AVs, there are more
modern and validated methods, such as STS-AD [62] and Jian
scale [63], which could better explain the underlying factors of
trust. Therefore, adapting such methods will undoubtedly benefit
future studies to explore the trustin AVs. However here our initial
goal is to investigate acceptance in AVs and to design behavioral
methods to study acceptance and trust. Given that the Jian and
STS-AD scales are questionnaire-based measures, suffers the
same issues arising from self-reporting nature of questionnaires.
Due to the simplified nature of the study, we cannot directly
address and analyze the underlying information processing that
influences the attitude. Nonetheless, we are confident in making
informed statements because of the magnitude of the effects
of a vast dataset. Additionally, it is also possible that cyber-
sickness has influenced TAM scores and head movement data.
Nevertheless, we tried to control the motion and cybersickness
as much as we could in this trial. To reduce the probability
of emerging cybersickness, we have tried to pay attention to
certain precautions in the creation of the environment. Among
them falls a bigger static frame for the participants as the car
interior. In addition, we only used a low-speed environment, with
no tight corners, to minimize cybersickness [64]. Furthermore,
we acknowledge that a more precise measurement instrument,
such as eye trackers would have improved the analysis and the
findings. However, once again, the nature of the experiment and
the absence of on-site experimenters made it impossible to use
such methods. Another criticism might be that the experimental
time was limited to 90 s, and each participant observed a single
experimental condition. However, this experiment already pro-
vides an opportunity to investigate participants’ acceptance in
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communicative AVs. Additionally, the vast amount of data col-
lected through the experiment allowed for entirely data-driven
analyses both for questionnaire and behavioral data. Conse-
quently, the results of this study are valuable in understand-
ing public acceptance of AVs and the importance of objective
measures.

Despite these limitations, we are confident that we were able
to demonstrate the effect of a self-explaining AV based on
subjective and objective data. As mentioned earlier, previous
research has explained trust as a combination of the communi-
cation style, feedback, and the anthropomorphic characteristics
of the AV [27], [36]. In contrast, Hoff and Bashir argued that
trust is largely shaped by the users’ personality traits [31]. This
is supported by new findings in real driving scenarios, where
personality traits were identified as relevant factors of trust [65],
and were only out weighted by the actual driving performance.
These factors are summarized under “dispositional trust,” which
comprises age and gender, and personality traits. Consistent with
previous research our study could show that the demographic
factors have a greater impact on acceptance compared to the
characteristics of AVs.

Nevertheless, our findings are not generalizable across demo-
graphic groups, since their communication needs are different;
while we see a positive influence of the talking car in one
group, the second group may regard the in-vehicle information
as excessive and distracting. Thereafter, the user-specific com-
munication could increase trust in doubtful users, making them
more confident to properly operate such a system since it might
be able to increase the knowledge of the autonomous system.
However, further investigation is required using more exten-
sive questionnaires to examine other acceptance modulators,
specifically trust in combination with more objective measuring
instruments, such as eye tracking. In the end, we argue that user
specific in-vehicle communication can be helpful in creating
guidelines for the development of a safer and inclusive future of
autonomous mobility.

APPENDIX A
CALCULATED EFFECT SI1ZES FOR EACH SIGNIFICANT FACTOR

TABLE I
EFFECT S1ZES BETWEEN DIFFERENT AGE GROUPS ON INTENTION TO USE,
PERCEIVED USEFULNESS, AND PERCEIVED EASE OF USE AND TRUST

Age group  Below 20 20-40 40-60 60-80 Above 80
below 20 0 0.40 0.50 0.43 0.17 /0.2
20 - 40 0.40 0 0.10 0.01 0.18/0.20
40 - 60 0.50 0.10 0 0.08 0.28
60 - 80 0.43 0.01 0.08 0 0207022
Above 80 0.17/0.2 0.18/0.20 0.28 0.20/0.22 0

Numbers in the table present the Cohen’s D and in the case of difference hedges G.
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