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An Eye Movement Analysis Algorithm
for a Multielement Target Tracking Task:

Maximum Transition-Based Agglomerative
Hierarchical Clustering

Ziho Kang and Steven J. Landry

Abstract—An algorithm was developed to characterize, com-
pare, and analyze eye movement sequences that occur during visual
tracking of multiple moving targets. When individuals perform a
task requiring interrogating multiple moving targets, complex and
long eye movement sequences occur, making sequence comparisons
difficult in whole and in part. The developed algorithm character-
izes a sequence by hierarchically clustering the targets that an
individual interrogated through an unordered transition matrix
created from the frequencies of eye fixation transitions among the
targets. Then, the resulting sets of clustered targets, which we de-
fine as multilevel visual groupings (VGs), can be compared with
analyze performance. The algorithm was applied to an aircraft
conflict detection task. Eye movement data were collected from
25 expert air traffic controllers and 40 novices. The task was to
detect air traffic conflicts for easy, moderate, and hard difficulty
scenarios on simulated radar display. Experts’ and novices’ mul-
tilevel (level one composed of pairs, and level two composed of
three or four targets) VGs were aggregated and visualized. Chi-
square tests confirmed that there were significant differences for
easy (level one: p < 0.001, level two: p = 0.004), moderate (level
two: p = 0.047), and hard (level two: p < 0.001) difficulty sce-
narios. The algorithm supported identifying different eye move-
ment characteristics between experts and novices. Scans of the ex-
perts had multilevel VGs around the conflict pairs, whereas those
of the novices included different aircraft. The results show promise
for using the compact representation of eye movements for perfor-
mance analysis.

Index Terms—Eye movement, eye tracking, scanpath, target
tracking task.

I. INTRODUCTION

EYE movement analysis can be used to understand the un-
derlying cognitive processes and to analyze performance

of an individual or groups of individuals. Thus, eye movement
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Fig. 1. Example of a scanpath and how it is characterized as a scanpath
sequence.

analysis has drawn attention from diverse fields, including busi-
ness marketing [1], target tracking [2], driving [3], [4], viewing
of geographic information [5], drawing [6], and reading [7]–[9].

However, eye movement analysis has focused primarily on
static visual tasks, meaning that the targets (e.g., elements such
as a banner in a website, a side-view mirror, or a word in a
sentence) or areas of interest (AOI) [10] are spatially fixed on a
display. An eye movement analysis method, such as an attention
map (or heatmap) [11], [12] can show where fixations occurred
and their durations, but it is limited in that the time-ordered
sequence of eye movements composed of fixations and saccades
are not evaluated.

A collection of time-ordered eye movements composed of
eye fixations and saccades is called a “scanpath.” To determine
a fixation, a threshold between 50 and 100 ms is typically used
based on the characteristics of a task [5], [13], [14]. A saccade
is a fast linear movement that shows the transition from one fix-
ation to another. A scanpath can be analyzed by 1) drawing the
obtained scanpath over an interrogated display or 2) transform-
ing the scanpath into a string of enumerated types, as shown in
Fig. 1. This string of enumerated types is also referred to as a
“scanpath sequence.”

Analyzing scanpaths for types of tasks that involve the inter-
rogation of dynamically moving targets is a challenging issue,
since the physical position of the targets changes over time. The
issue may become more complicated if the scanpaths are com-
plex and long. Therefore, for certain types of analyses, analyzing
the scanpath sequences may be more helpful than analyzing the
spatial layout of the scanpaths.

Scanpaths or scanpath sequences differ among individuals
[15], meaning that large deviations can exist among them; there-
fore, it is challenging to compare them in whole and in part.
Scanpaths have been compared using the string edit algorithm
(SEA) [16]–[18], ScanMatch method [13], sequential pattern
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Fig. 2. Scanpath examples.

mining (SPAM) algorithm [19], dot-plot method [20], binomial
tests of Markov matrices [4], distance-based method [21], [22],
and multimatch or vector-based approach [23], [24].

Each of these scanpath comparison methods has unique
strengths, explained below; however, the methods are difficult
to apply to a multielement target tracking task. Consider a scan-
ning task of four aircraft (see Fig. 2). If the scanpaths were short
(based on only a few targets (aircraft) on a display), we may ob-
tain circular or crisscross types of scanpaths. However, imagine
dozens of moving targets on the display. With more targets on
the screen, the scanpaths can become much more complex mak-
ing it difficult to effectively characterize and compare them.
Barriers for such a task include: 1) no predefined starting or
ending eye fixation points exist; and 2) large deviations across
complex and long scanpaths from different individuals.

To address these issues, the maximum transition-based ag-
glomerative hierarchical clustering (MTAHC) algorithm is in-
troduced in order to characterize, compare, and analyze perfor-
mance using the number of transitions among multiple moving
targets from long and complex scanpath sequences obtained
among individuals. MTAHC creates multilevel visual group-
ings (VGs), defined as sets of targets that have higher number
transitions between or among them compared with other targets.
Then, the multilevel VGs can be mapped to cognitive processes
to support performance analysis.

The rest of the paper is constructed as follows. The back-
ground section provides details on 1) existing scanpath compar-
ison methods, and 2) a multielement target tracking task. Then,
the concepts of VG and multilevel VG are explained, followed
by the MTAHC algorithm. The algorithm is then applied to a
simulated aircraft conflict detection task. This is followed by
the experimental results and a discussion.

II. BACKGROUND

A. Scanpath Comparison Methods

The most widely appreciated scanpath comparison method is
the use of SEA [16]–[18]. For scanpath sequences composed
of characters, SEA calculates the minimum number of edits
through insertion, deletion, and substitution in order to trans-
form one sequence to another. Software has been developed to
automate the pairwise comparisons [25].

Consider three sequences composed of four targets {A,B,
C,D}.

S1: ABDCA
S2: ABDCB
S3: DACBD

Within the pair {S1, S2}, only one substitution is required
(either substituting the last “B” in S1 with “A,” or the last “A”
in S2 with “B”), whereas pairs {S2, S3} and {S3, S1} require
every character to be substituted to transform one sequence to
the other. Using sequence similarity indexes, SEA can show
which sequences are more similar.

The ScanMatch method [13] enhances the concept of SEA
by comparing sequences based on the Needleman–Wunsch al-
gorithm. Instead of counting the number of edits (by insertion,
deletion, or substitution), a similarity score is computed through
a “substitution matrix” that assigns positive values for a match
and negative values for a mismatch. The benefit of this method
is that the values within the substitution matrix can be adjusted
to accommodate relationships between certain targets or their
features, such as physical distances or color; however, the com-
parison results may change based on how the analyst adjusts the
matrix.

An issue with SEA and ScanMatch is that the number of
transitions from one state to another is not considered. If many
transitions exist between or among certain targets compared
with others, it may imply that an individual is highly attentive
to certain relationships or characteristics among those targets
based on the individual’s cognitive process, as supported by the
goal-oriented or top-down perspective [26].

The SPAM algorithm has been applied to extract the occur-
rences of the same sequences among long scanpath sequences
[19]. The SPAM algorithm is an efficient pruning mechanism
that creates a lexicographic sequence tree [27]. For example,
with two elements “a” and “b,” the searched sequence “ab”
expands to searching “aba” and “abb,” etc.

Another novel method, the dot-plot method [20], aligns two
sequences to create a dot-plot for any matching eye fixation
locations. If multiple matches exist, then the dots will form
into different forms of lines that represent sequences, and lin-
ear regression can be carried out to find similar sequences. The
dot-plot method has advantages, such as providing a visual rep-
resentation of which sequences share similarities, and does not
require a cost (or a substitution) matrix.

Both the SPAM and the dot-plot methods can be effective
methods for comparing scanpaths; however, both methods do
not consider the number of transitions among all the targets that
may provide important eye movement information when pairs
or groups of moving targets are interrogated from the set of
multiple moving targets.

A viable method that can address the above issues is through
using the Markov matrix that represents the probability of eye
fixation transitions from one target to another [4]. Underwood
and colleagues evaluated each transition probability value within
the Markov matrix through binomial tests. Given a number of
targets n, the method assumes that the expected transition prob-
ability from one state to another is P1 = 1/(n − 1). Given the
observed transition probability from state A to B as P2 , the
method compares P1 and P2 .

The binomial tests within the Markov matrix were able to
effectively distinguish the eye movements of expert and novice
drivers [4]; however, several limitations exist. The expected
transition probability may not be true, and it is difficult to apply
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Fig. 3. Distance-based scanpath comparison.

the method if there are no transitions from one state to another.
Moreover, since each transition value within the matrix is eval-
uated, many binomial tests are required [28]. For example, if
there are 20 targets, then a 20 × 20 transition matrix is created,
which requires 400 binomial tests per matrix.

One may consider comparing the transition matrices instead
of comparing each value in the transition matrix. A pilot study
was performed to apply the Mantel test to compare whole ma-
trices [29]. The method worked well for four to six targets, but
as the number of targets increased, sensitivity suffered due to
too many zero values (no transitions) in the matrices compared
with the amount of transition data.

Other scanpath comparison methods have focused on the
comparing physical distance between the scanpaths [21], [22].
These methods use Euclidian distances to compare scanpaths;
however, the order of fixations is not considered. Fig. 3 shows
an example, in which the second fixation of S1 is matched with
the third fixation of S2 .

The Multimatch approach [23], [24] uses five dimensions,
namely shape, length, direction, position, and duration, to com-
pare whole scanpaths. It is challenging to make comparisons
across different dimensions, and multimatch provides a weight-
ing method. An interesting aspect of this method is that sac-
cades, which show transitions from one state to another, are
divided into vectors. These “saccade vectors” are compared to
find differences between the scanpath shapes.

The multimatch approach enhances eye movement analysis
through the use of multiple dimensions; however, the distance-
based method and the multimatch method are challenging to
apply if the targets are moving on the display. Specifically, the
shapes of the scanpath would change according to the moving
targets. Moreover, if the sequences are long, scanpath shapes
may not be apparent (discussed next).

B. Multielement Target Tracking Task to Detect
Aircraft Conflicts

A conflict detection task involves identifying near-future con-
flicts of pairs of aircraft among multiple moving targets. There-
fore, a conflict detection task is at least partially a complex
multielement target tracking task that provides an interesting
environment to investigate human cognitive processes. The task
is: 1) dynamic, meaning that targets are moving; 2) time critical,
meaning that the detection must be performed prior to any actual
conflict occurring in the near future; and 3) uncertain, meaning
that a conflict may or may not actually occur. For aircraft con-
flict detection task, air traffic controllers need to select priorities
and manage their cognitive resources to maintain a high level of
performance [30].

Fig. 4. Scanpaths for two individuals for a 5-s period overlaid on a still image.
(a) 5-s scanpath example. (b) 5-s scanpath example.

Fig. 4 provides examples to illustrate how scanpaths occur
when multiple targets are being observed. In Fig. 4, there are
multiple aircraft (moving targets): each target consists of the air-
craft itself (small diamond shape), its direction (line that stems
out from the aircraft), and its data block, which contains aircraft
information. The circles indicate the eye fixations, the num-
bers within the circles indicate the order of eye fixations, and
the lines connecting the circles indicate saccades. Note that in
Fig. 4, the scanpaths were captured only for 5 s. The scanpaths
were overlaid on a still image of the initial layout of the aircraft.
Therefore, as time progressed, all aircraft moved in the defined
directions.

Large deviations exist among scanpaths. When collecting data
from a participant for a long period, there are no real starting
or ending points, and there are no guidelines for which path
to follow among the multiple targets. Issues become clearer
when long sequences need to be compared. Fig. 5 shows a full
scanpath of one individual with a duration of approximately
3 min. Note that all aircraft are moving and, thus, the fixations
shift according to the current aircraft location.

Fig. 5 illustrates that a scanpath is very complex, mak-
ing it difficult to analyze or compare. It may be possible to
divide the scanpaths based on short-time frames to minimize
the movements of targets, but the time threshold to use is not
clear. Furthermore, in a pairwise conflict detection task, fixa-
tion order within a pair may not matter. For example, for a pair
composed of two targets {A,B}, it may not matter whether A
is observed first followed by B or vice versa.
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Fig. 5. 3-min scanpath example.

Fig. 6. Example of VG sets.

To address the mentioned issues, a different approach is re-
quired to effectively characterize and analyze the scanpaths ob-
tained from a conflict detection task.

III. CONCEPT OF VISUAL GROUPING SETS

This study introduces the concept of a VG. A VG set is a
set of targets having higher transitions between or among the
targets compared with other targets. The idea is that for a long
scanpath, we want to understand which transitions occur more
often among the targets. The ultimate goal is to support mapping
the VG sets to cognitive processes.

Fig. 6 shows a simplified example. In Fig. 6, six moving
aircraft are depicted. Letters (A,B,C,D,E, F ) are assigned
to aircraft for the purpose of expressing the transitions as a
matrix, as shown on the right. This matrix is an unordered tran-
sition matrix, meaning that the transitions from state A to B
and from state B to A are summed. One can see which air-
craft pairs the individual interrogated. Higher numbers of tran-
sitions are highlighted in the matrix, and the respective VG sets
({A,B}, {C,D}, {E,F}) are represented as ovals surrounding
pairs of aircraft.

As the task is to detect conflicts among multiple targets, an
individual may look back and forth between aircraft in conflict
[31]. Thus, an individual would likely form VG sets around the
pairs that may have conflicts. Therefore, VG sets may be used
to analyze the performance of the task.

However, there are two issues to address: How the VG sets
are determined and how the remaining transitions are consid-
ered within the matrix? Only considering the few highlighted

values within the matrix shown in Fig. 6 would not be correctly
evaluating the full-transition matrix. Therefore, we should be
able to consider other lower transition values in order to char-
acterize and evaluate the overall eye movements. These issues
are addressed next.

A. Determining Visual Grouping Sets

Let S = {s1 , s2 , . . . sn}, where S represents the set of targets,
and Sn represents the nth target. Then, the number of transitions
from one target to another can be represented as t(si, sj ), and
the set of number of transitions between two targets can be
represented as

T = {t(si, sj )|1 ≤ i < j ≤ n, i ∈ N, j ∈ N}. (1)

From T , find a VG set composed of two targets {sa , sb},
where t(sa , sb) = max T.

Cluster the two targets: {sa , sb} → sab .
Reconstruct S by inserting sab and deleting {sa} and {sb}

S ′ = {s1 , s2 , . . . , sab , . . . , sn} − {sa} − {sb}. (2)

Note that S ′ is composed of n − 1 targets. For simplicity, the
targets in (2) can be expressed as

S ′ = {s′1 , s′2 , . . . , s′n−1}. (3)

Then, the next set of number of transitions between two tar-
gets (T ′) from S ′ is

T ′ = {t(si, sj )|1 ≤ i < j ≤ n − 1, i ∈ N, j ∈ N}. (4)

The process iterates for finding the next VG set.
How VG sets are determined is an adaptation of the agglomer-

ative hierarchical clustering (AHC) algorithm. A detailed survey
of various AHC algorithms is provided in [32]. The adaptations
to the AHC are that: 1) maximum transition values are used
to cluster the targets; 2) no geographically fixed coordinates
are required to calculate the distance matrix that the original
AHC algorithm requires; and 3) the hierarchical clusters are
classified into multilevel VGs, which are shown next. If the
same maximum values exist, the described process solves them
sequentially.

B. Multilevel Visual Grouping sets

When following the process of obtaining the VG sets, all
numbers of transitions within the matrix are used to form larger
clusters resulting in multilevel VG sets (see Fig. 7). The numbers
of targets do not necessarily group from two to four or from
four to eight. For example, VG set {A,B} from Fig. 7 can
cluster with {C} into {A,B,C}. Therefore, level 1 VGs are
always composed of two targets. However, level 2 VGs can
be composed of three or four targets, and level 3 VGs can be
composed of targets between five and eight, etc.
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Fig. 7. Multilevel VG sets.

IV. MAXIMUM TRANSITION-BASED AGGLOMERATIVE

HIERARCHICAL CLUSTERING ALGORITHM

The MTAHC algorithm is explained followed by an example
of how multilevel VGs are obtained.

MTAHC Algorithm

Step 1: Obtain an unordered transition matrix from a scanpath.
Step 2: Iteratively cluster the targets using the single linkage
function

T (Ci, Cj ) = max
x∈Ci ,y∈Cj

t(x, y) (5)

where Ci and Cj are clusters, and t(x, y) is the number of
transitions between the targets in the clusters.
Step 3: Assign levels based on the size of the clusters (multilevel
VG sets).
Step 4: (For comparing between groups) Compare proportions
of obtained VG sets from the total obtained VG sets at each
level of VG.

Fig. 8 shows an example of how an observed long scanpath is
transformed into an unordered transition matrix and how mul-
tilevel VGs are obtained. In the matrix, the higher transitions
are highlighted in red, forming level 1 VG sets. The next higher
transitions are highlighted in blue, forming level 2 VG sets. Eval-
uating the transition matrix becomes challenging as the number
of targets increases, and the MTAHC method effectively shows
the sets of targets that have a higher number of transitions.

V. METHODS

A proof of concept experiment was conducted in part to find
out whether the MTAHC algorithm can be used to analyze per-
formance by characterizing scanpaths with multilevel VGs, and
to characterize the possible differences in the cognitive pro-
cesses among groups of individuals with different expertise for
a conflict detection task. The MTAHC algorithm was applied
to a task of interrogating multiple aircraft on a radar screen in
order to detect conflicts that would occur in the near future.
Multilevel VGs were evaluated based on the expertise (experts
and novices) and the difficulty of the task (easy, moderate, and
hard). Oculomotor statistics were calculated. Conflict detection

Fig. 8. MTAHC transition matrix example.

rates for the novices were investigated for relationships to their
multilevel VGs.

A. Participants

Twenty-five air traffic controllers certified by the Federal Avi-
ation Administration with an average of 20.7 years (SD 7.1) of
experience were recruited from the Indianapolis ARTCC. Ages
were not recorded. Forty novice graduate and undergraduate
students were recruited. The average age of the novices was
23.5 years (SD 2.9).

B. Apparatus

A Tobii X60 eye tracker collected data at a rate of 60 Hz.
The threshold for defining a fixation was set at 100 ms. A
19-inch monitor (1280× 1024 pixels) was used. The eye tracker
was positioned below the monitor and was not in direct contact
with the participant. The accuracy of the eye tracker was 0.5° of
visual angle. Each participant’s eyes were approximately 1 m
away from the radar display; therefore, the fixation error could
be up to 1 cm on the display.

Simscope and Simtarget [33] were used to simulate the
air traffic. The simulation settings were based on a digital
surveillance radar mode, and the aircraft movement refresh rate
was set to 5 s. An aircraft was represented as a diamond shape
(0.2 cm × 0.2 cm) with a direction indicator (1.5 cm in length)
and a data block (1.1 cm in height × 1.5 cm in length).

C. Task

The task was to detect all aircraft pairs expected to have
conflict in the near future. A conflicting pair is defined as a pair
that has lost separation standards by not maintaining a separation
of 1000 ft vertically and 5 nmi horizontally.
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Fig. 9. Aircraft and its data block. (a) Constant altitude. (b) Change of altitude.

Fig. 10. Easy difficulty scenario.

D. Scenarios

Two training scenarios and three experimental scenarios
(easy, moderate, and hard levels of difficulty) were created.
Each training scenario showed eight aircrafts, and each experi-
mental scenario showed 12 aircrafts. Each sample scenario had
two conflict pairs, and each experimental scenario had three
conflict pairs.

Conflicts were designed to occur in at least 8 min after the
start of each scenario. The lead time of conflicts were designed
based on a pilot study, where air traffic controllers identified
all near-future conflicts within 3 min or less. Thus, participants
were expected to complete the conflict detections well before
they would or would not occur.

An aircraft has a direction indicator and a data block that
contains a call sign, altitude, and speed (see Fig. 9). The diamond
shape represents the actual aircraft, which is headed south in the
example. The length of the direction indicator represents 5 nmi.
The data block in Fig. 9(a) indicates that the aircraft’s call sign
is AAL357, altitude is constant at 24 000 ft (240C), computer
ID is 870, and speed is 250 kts. The computer ID is not needed
for detecting conflicts.

If the aircraft climbs or descends, the altitude change informa-
tion is shown on the second line of the data block [see Fig. 9(b)].
The aircraft AWI896 is aiming for an altitude of 22 000 ft (220),
currently descending (↓), and currently at an altitude of 33 600 ft
(336). The altitude changes of aircraft were indicated immedi-
ately at the start of each scenario, and the climb or descend rate
was set at a constant rate of 1800 ft./min.

Fig. 10 shows the initial layout of the scenario with an easy
level of difficulty. All aircrafts move in every 5 s. All aircrafts

Fig. 11. Moderate difficulty scenario.

Fig. 12. Hard difficulty scenario.

in the easy scenario maintain constant altitudes. The conflict
pairs are {I, J}, {C,H}, and {E,F} are easier to find, since
all nonconflicting pairs have different altitudes. In the case of
{I, J}, a conflict occurs because J will overtake I due to speed
differences.

Fig. 11 shows the initial layout of the scenario with a moderate
level of difficulty. All aircraft in this scenario maintain constant
altitudes. The conflicting aircraft {B,L}, {C,D}, and {E, I}
are circled in black. Their trajectories are shown as thick lines,
and their collision locations in the near future are highlighted as
black dots. Half of the aircraft were at altitudes of 34 000 ft, and
the other half were at 37 000 ft. In this scenario, finding con-
flict pairs is more difficult because many aircraft share similar
altitudes but not all are involved in conflicts.

Fig. 12 shows the initial layout of the scenario with the hard
level of difficulty. The conflict pairs are {A,K}, {I, J}, and
{F,G}. Finding conflict pairs is more difficult as aircraft are
changing altitudes.

E. Procedure

The participants (25 experts and 40 novices) were provided
with basic training on how to observe and detect conflicts from
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the simulated enroute radar screen. The participants were trained
to quickly and verbally answer (into a microphone) the aircraft
names that would have conflict in the near future as soon as they
detected them. After the participants felt comfortable identifying
all possible conflict pairs, they were told to say “done,” which
concluded each scenario. The answers (conflicting aircraft) to
the training scenarios were provided to the participants. The
participants’ eye movements were recorded per scenario. Each
participant finished each scenario in less than 3 min. Three
scenarios (easy, medium, and hard difficulty level scenario) were
presented to the participants in random order.

F. Independent and Dependent Variables

The independent variables were the expertise (experts and
novices) and the difficulty of the task (easy, moderate, and hard).
The dependent variables were multilevel VG sets of both experts
and novices, as well as the correct conflict detection rates of the
novices. As part of the agreement with respect to obtaining
eye movement data from these controllers, no performance data
were recorded.

G. Processing Eye Movement Data

Eye movement data were collected using the Tobii Studio
software. For defining a spatial fixation, velocity threshold iden-
tification (or I-VT) algorithm [34], [35] with the threshold of
0.42 pixels/ms (default setting of the Tobii Studio software) was
applied.

Eye tracking tools provide pixel coordinates of where an eye
fixation occurred, but do not provide information on whether
the eye fixation occurred on the target. Therefore, researchers
design spatially fixed AOIs [10] around the targets. As opposed
to using dynamic AOIs created from interpolating sizes and
shapes of polygons between two time points [36], the concept
of target of interests (TOIs) [29], [37] was used so that the AOIs
would move along with the target. A TOI for each target in-
cludes the aircraft, its direction indicator, and its data block. The
TOIs were used to map the locations of the moving targets. Then,
the scanpath sequences were obtained using the TOIs in order to
apply the MTAHC algorithm. Custom software was developed
to implement the MTAHC algorithm. A total of 195 matrices
(65 participants × 3 scenarios) were created and processed to
obtain multilevel VGs.

H. Data Analysis

Oculomotor statistics were calculated for eye fixation num-
bers (FNs) and durations.

The multilevel VGs were visualized by overlaying them onto
the initial display of the scenarios. Two-sided Chi-square tests
were used to determine the association between the multilevel
VGs that included the conflict pairs and expertise.

For the novices, their overall correct conflict detection rates
(obtained through participants’ verbal answers) for each sce-
nario were compared with the proportions of number of multi-
level VG sets for each scenario.

Fig. 13. Average eye FNs and durations. (a) Average FNs. (b) Average FDs.

VI. RESULTS

A significance level of α = 0.05 was used for statistical
tests.

A. Fixation data

Fig. 13 provides the average eye FNs and durations of the
experts and the novices for each scenario. The average eye FNs
were higher for the experts, and the average eye fixation du-
rations (FDs) were higher for the novices. A Mann–Whitney
test indicated a significant difference for expertise on FN (U =
3646, p = 0.026). Kruskal–Wallis tests on scenarios (easy, mod-
erate, and hard) showed significant differences on both FN
(H = 13.9, p = 0.001) and FD (H = 26.4, p < 0.001). Posthoc
analyses were performed using the Mann–Whitney tests with
α = 0.017 (or 0.05/3). Significant FN differences were found
for easy versus moderate difficulties (U = 1483.5, p = 0.003)
and easy versus hard difficulties (U = 1362.5, p < 0.001). Sig-
nificant FD differences were found for easy versus moderate
difficulties (U = 1300, p < 0.001) and easy versus hard diffi-
culties (U = 959, p < 0.001).

B. Multilevel Visual Grouping Sets for the Easy
Difficulty Scenario

Chi-square tests for the easy scenario showed significant
differences between the experts and the novices in terms of
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Fig. 14. Level 1 VG sets from easy difficulty scenario. “E” stands for experts
and “N” for novices.

the proportion of multilevel VGs that contained conflict pairs.
Level 1 VG, χ2 1, 245 = 20.666, p < 0.001, and level 2 VG χ2

1, 118 = 8.504, p = 0.004.
Fig. 14 provides the level 1 VG sets that showed proportions of

5% or higher. The proportions of the VG sets are represented for
each VG set. Experts and novices created similar VG sets, which
are highlighted in gray; however, novices created additional VG
sets, which are highlighted in red. Both experts and the novices
created high proportions of VG sets from {C,H}, {E,F}, and
{I, J}, which accord with the conflict pairs. However, novices
created additional high percentages of VG sets from {D,E}
and {F,G}, which were not in conflict, but in close proximity
and converging.

Fig. 15 shows the level 2 VG sets. The conflict pairs are high-
lighted in small black circles along with their trajectories until
conflict occurs. The experts correctly formed VG sets around
the conflict pairs [see Fig. 15(a)], whereas the novices formed
many other VG sets around nonconflict pairs [see Fig. 15(b)].
The correct detection rates for novices were 60%, 82.5%,
and 67.5% for the conflict pairs {C,H}, {E,F}, and {I, J},
respectively.

C. Multilevel Visual Groupings Sets for the Moderate
Difficulty Scenario

Chi-square tests for the moderate difficulty scenario showed
no significant differences for the level 1 VG sets, but showed sig-
nificant differences for the level 2 VG sets between the experts
and the novices (χ2 1, 165 = 3.936, p = 0.047).

For level 1 VG sets, the novices created additional VG sets
around the nonconflicting pairs that were converging and in
close proximity, but were safely separated by altitude; however,
the experts also formed many VG sets around nonconflicting
pairs that were converging under same altitudes.

For level 2 VG sets, Fig. 16 shows how experts formed correct
VG sets, whereas novices did not. Fig. 16(a) shows that experts
correctly created VGs around the conflict pairs {B,L}, {C,D},
and {E, I}; however, Fig. 16(b) shows that novices created

Fig. 15. Level 2 VG sets from the easy difficulty scenario, (a) Experts.
(b) Novices.

additional VG sets around multiple aircraft to the left side of
the display (highlighted in red) and fewer VG sets around the
aircraft on the right side of the display. In addition, the experts
created VG sets around the same altitudes either at 34 000 ft or
37 000 ft, whereas novices did not.

The correct detection rates for the moderate scenario for
novices were 62.5%, 45%, and 30% for the conflict pairs{B,L},
{C,D}, and {E, I}, respectively. The correct detection rate was
the lowest for the pair {E, I}. This result largely accorded with
the VG result, instead of forming VG sets that contained {E, I},
novices created a high percentage of the VG set {E,F,G}
(21%) on the upper right part of the screen, which did not con-
tain conflict pairs.

D. Multilevel Visual Grouping Sets for the Hard
Difficulty Scenario

Chi-square tests for the hard difficulty scenario showed no
significant differences for the level 1 VG sets, but a significant
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Fig. 16. Level 2 VGs from moderate difficulty scenario. (a) Experts.
(b) Novices.

difference for the level 2 VG sets, between the experts and the
novices (χ2 1, 191 = 24.874, p < 0.001).

For level 1 VG sets, again the novices created VG sets around
the nonconflicting pairs that were converging and in close prox-
imity, but were safely separated by altitude; however, the experts
also formed many VG sets around nonconflicting converging
pairs that were to be at similar altitude in the near future.

For level 2 VG sets, Fig. 17 shows how experts formed correct
VG sets, whereas novices did not. Experts correctly created
VGs around the conflict pairs {A,K}, {F,G}, and {I,K}
[see Fig. 17(a)], whereas novices created VG sets around the
nonconflicting aircraft highlighted in red [see Fig. 17(b)].

The correct detection rates for the hard level of difficulty sce-
nario for novices were 30%, 17.5%, and 47.5% for the conflict
pairs {A,K}, {F,G}, and {I,K}, respectively. The correct
detection rate was the lowest for the pair {F,G}. This result
largely accorded with the VG result, instead of forming VG sets
that contained {F,G}, novices created high proportions of the
VG sets for {C,D,G} (14%) and {C,D,E,G} (18%) in the
upper right part of the screen, which did not contain conflict
pairs.

Fig. 17. Level 2 VGs from hard difficulty scenario. (a) Experts. (b) Novices.

VII. DISCUSSION

We were able to characterize, compare, and analyze com-
plex eye movements for a multielement target tracking task.
Specifically, VGs sets were created using the MTAHC algo-
rithm that showed interrogated pairs or groups of targets. The
MTAHC algorithm (1) transformed the scanpaths into an un-
ordered transition matrix, and (2) used an adapted hierarchical
clustering algorithm to produce multilevel VGs. VG sets en-
abled 1) effective quantification and comparison of eye move-
ments, 2) performance evaluation, and 3) analysis of the possible
different underlying cognitive processes for different VG sets.
These contributions should enable researchers and practitioners
to effectively compare scanpaths across different individuals,
applications, or treatments.

A. Experiment on Conflict Detection Task

Different multilevel VGs formed between the experts and the
novices. First, multilevel VG sets indicated different underlying
cognitive processes between the experts and the novices. The
experts created multilevel VGs around aircraft that were at the
same altitude or would have similar altitude in the near future,
whereas the novices tended to create multilevel VGs around
aircraft that are converging and in close proximity without con-
sidering altitudes similarities.
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This result extends the finding that participants observed alti-
tudes first when evaluating conflicts for one pair of converging
aircraft [31], [38]. The experiment in this paper further shows
how multiple moving aircraft are interrogated differently based
on expertise.

One reason the novices did not effectively identify conflicts
could be that they simply did not know that grouping aircraft by
altitude instead of convergence could be more effective when
many aircraft are presented on screen. A radar screen is a 2-D
representation of a 3-D airspace in which the vertical location
(altitude) of an aircraft is presented as data values, and the
vertical separations among aircraft cannot be visually observed,
unlike the horizontal separations. Therefore, it seems that the
experts were well trained to immediately consider altitudes first
whereas novices did not.

Second, multilevel VG sets provided a way to utilize eye
movements for performance analysis by finding out whether
VG sets were created around the conflict pairs. A high propor-
tion of VG sets around conflict pairs can be a good indicator for
identifying whether the participant was correctly paying atten-
tion to the conflict pairs. For example, as the difficulty of the
scenario increased, the obtained multilevel VG sets showed that
the novices tended not to interrogate aircraft on the left lower
side of the screen.

Level 1 VGs showed that novices created additional VGs
around unnecessary aircraft pairs that were safely separated by
altitudes; however, the comparison tests for the moderate and
hard difficulty scenarios were not significant. The reason is that
many converging nonconflict pairs existed, which were or would
have similar altitudes in the near future. Therefore, both groups
had to evaluate those pairs to determine whether conflict would
occur or not, which was not the case for the easy difficulty
scenario.

However, significant differences from level 2 VG sets, as
well as the accompanied illustrations show how VG sets are
explicitly formed around the conflict pairs for the experts and
not for the novices. Specifically, in all three scenarios, the illus-
trations of level 2 VG sets show that experts largely formed
three clusters around three conflicts, indicating their aware-
ness of the given task, whereas the novices did not show this
tendency.

B. Maximum Transition-Based Agglomerative Hierarchical
Clustering Algorithm

The MTAHC algorithm was able to characterize long scan-
paths that have large deviations. The algorithm created multi-
level VG sets based on transitions among the targets, and the VG
sets were mapped to the cognitive processes. We have shown
that hierarchically and iteratively grouping multiple targets that
have higher transitions compared with other targets can pro-
vide insights to better evaluate performance and understand the
underlying cognitive processes.

The multilevel VGs obtained from the MTAHC algorithm can
be useful, where transitions among many targets require inves-
tigation. For example, if a small number of targets are investi-
gated, then either applying the binomial test from the transition

matrix [4] or comparing whole matrices [29] may be sufficient.
However, if the number of targets increases, the size of the
matrix grows accordingly, making it difficult to apply the meth-
ods due to either too many tests to perform or to a decrease
of sensitivity. The MTAHC algorithm is not affected by these
issues.

Next, multilevel VG sets from eye movements can serve as
a complement to analyzing verbal protocols for a conflict de-
tection task. For example, if an individual was interrogating
nonconflicting targets, multilevel VG sets can identify those
targets. In detail, an individual can interrogate nonconflicting
targets for a long duration only to find out that the targets would
not conflict and choose to not answer. It is possible to obtain
this information through a critical thinking process using a talk
aloud protocol [39]. However, the talk aloud protocol could af-
fect the task performance since an individual must articulate
her/his actions during the task [40], whereas multilevel VGs are
obtained with no interference.

Finally, the MTAHC algorithm can be used for spatially fixed
targets, moving targets, or a combination of these targets. The
algorithm uses sequences of enumerated types from defined
targets, and the sequences are used to create unordered tran-
sition matrices to compute multilevel VGs. Therefore, the al-
gorithm is not affected by dynamic changes to the display or
scenery.

C. Limitations and Future Research

Although we showed that MTAHC can be used to evaluate
performance, we have not investigated whether the algorithm
can be used to quantify workload. Previous research works have
investigated eye movements to quantify workload through an-
alyzing sensitivity of spatial dispersion indices obtained from
visual search patterns [41], [42]. It may be possible that the hi-
erarchical structure of the MTAHC algorithm may contribute to
the above research. If hierarchical structure does not exist in the
matrix, then it could be an indicator of low workload meaning
that interrogation of multiple targets are being performed in a
random fashion since there are no conflicts.

The analysis is based on goal-oriented or top-down per-
spective. Although a goal-based task revealed that multilevel
VGs could be used to understand different cognitive processes,
it is still unclear whether and how much Gestalt effects [2],
[43] may have taken effect between the groups of different
expertise.

Finally, MTAHC may be used in conjunction with other ap-
proaches, such as the multimatch method [23], [24] that com-
bines several dimensions of eye movement characteristics. For
example, FDs (which is also the basis for the heatmaps), as
well as vector information, may be accompanied by multi-
level VGs to better understand and analyze the overall eye
movements.
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