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Human–Robot Interaction Video Sequencing Task
(HRIVST) for Robot’s Behavior Legibility

Silvia Rossi , Alessia Coppola , Mariachiara Gaita , and Alessandra Rossi

Abstract—People’s acceptance and trust in robots are a direct
consequence of people’s ability to infer and predict the robot’s
behavior. However, there is no clear consensus on how the legibility
of a robot’s behavior and explanations should be assessed. In
this work, the construct of the Theory of Mind (i.e., the ability
to attribute mental states to others) is taken into account and a
computerized version of the theory of mind picture sequencing
task is presented. Our tool, called the human–robot interaction
(HRI) video sequencing task (HRIVST), evaluates the legibility of
a robot’s behavior toward humans by asking them to order short
videos to form a logical sequence of the robot’s actions. To validate
the proposed metrics, we recruited a sample of 86 healthy subjects.
Results showed that the HRIVST has good psychometric properties
and is a valuable tool for assessing the legibility of robot behaviors.
We also evaluated the effects of symbolic explanations, the presence
of a person during the interaction, and the humanoid appearance.
Results showed that the interaction condition had no effect on
the legibility of the robot’s behavior. In contrast, the combination
of humanoid robots and explanations seems to result in a better
performance of the task.

Index Terms—Explainability, HRI, legibility, social robotics,
theory of mind, transparency.

I. INTRODUCTION

THE increasing use of robots in different fields of human
activities requires that people accept the robots’ presence

and trust that they are able to complete critical tasks and look for
people’s well-being. In such scenarios, robots need to adapt their
behaviors to overcome the possible negative attitudes of people
toward them (e.g., fear and anxiety), which may negatively affect
people’s trust in robots [1]. To address these issues, the relatively
new research area called explainable robotics began to study
explainability in human–robot interaction (HRI) [2]. This field
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investigates how to make a robot’s behavior legible ([3], [4])
by providing explanations of its actions and recommendations.
Existing works on explanation evaluation in AI usually break
down the problem into the evaluation of narrower aspects of
an explanation, such as its intelligibility, accuracy, precision,
completeness, and consistency (see [5], [6] for a survey on the
state of the art). These criteria are generally context-dependent
and hard to assess in a general way. They typically do not con-
sider the role of physical actions and the effects of human–robot
collaborations on the robot’s behavior legibility.

Our purpose, instead, is to design context-independent evalu-
ation metrics starting from the assumption that one of the main
drives to generate explanations and develop legible behavior
in HRI is to easily communicate the robot’s goal or “intent”
independently of the specific application scenario [7]. We also
believe that the correct attribution of a robot’s goal-directed
behaviors depends on its ability to perform actions that are
readable, and to provide the correct explanations when it is
needed. The ability to attribute mental states, such as beliefs,
goals, and intentions different from one’s own [8], and the
ability to understand and predict the behaviors of others [9],
are indispensable processes to effective social interactions, that
are known as Theory of Mind (ToM).

Is mind attribution necessary to correctly understand robots’
behavior? Do people need to think that a robot can have a
rational intention to be able to predict what the robot is going
to do? According to some authors ([10], [11]), the answer to
these questions may be “yes.” The influence of people’s mental
representations of robots in predicting their behaviors seems to
be shown by [11], who observed people forming a mental model
of the robot’s knowledge based on their own knowledge and on
the information about the robot’s origin and language. Huang
et al. [10] highlighted the inadequacy of goal understanding
to effectively predict a robot’s future behavior, and emphasize
the importance of having a good mental model of the robot’s
decision mechanism. According to the authors, people need
to have an implicit representation of what drives the robot’s
behavior (i.e., a qualitative understanding of the tradeoffs the
robot makes to achieve a certain goal). A similar distinction
can be found also in Dragan et al. [12] that differentiates
legibility, which is defined as the ability to correctly infer the
goal and predictability, which is defined as the ability to predict
the specific action that will achieve that goal. Hellström and
Bensch [13] instead introduced the term “understandability”
defined as having sufficient knowledge of the robot’s state of
mind in order to successfully interact with it. A similar definition
of legibility is provided by Takayama et al. [14] according to
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which the robot behavior is legible if people can figure out
what the robot is doing, and reasonably predict what the robot
will do next, and ultimately effectively interact with the robot.
These definitions show a partial overlapping between legibility,
as defined in human–robot interaction, and ToM, as defined in
human–human interaction. In this direction, we believe that
a comprehensive definition of legibility is well provided by
Lichtenthaler and Kirsch [15], and it is defined through two
factors: 1) understandability of intentions (an umbrella term
including predictable action, predictable motion trajectory, and
predictable goal); and 2) the matching between the behavior
of the robot and the expectations of the human observer or
interactor.

In this regard, the aims of the present study are: 1) to create
a valid measurement tool that assesses the ability of humans
to attribute a goal-oriented behavior to robots and to correctly
read their behaviors in different contexts (e.g., both in the case
of humanoid and nonhumanoid robots or if they are interacting
with a user or performing actions on their own); and 2) to start
assessing the role of symbolic explanations in improving human
prediction of robots’ behavior. We created a variation of the
theory of mind picture sequencing task, which could be applied
to social cognition in human–robot interaction. The resulting
tool, called the human–robot interaction video sequencing task
(HRIVST) involves watching a randomly ordered video se-
quence of actions while trying to put them in the correct logical
order. The test is accompanied by two open-ended questions
assessing the understanding of the intentions of the robots. We
recruited a sample of 86 healthy subjects. Results showed that
the HRIVST has good psychometric properties and could be a
valuable tool for assessing the legibility of the robot’s behavior
in terms of the human ability to solve the task and attribute a
goal-oriented behavior to the robot. Results also showed that
the interaction condition has no effect on the legibility of the
robot’s behavior, while better performances were obtained in
videos presenting humanoid robots and no explanations.

II. BACKGROUND AND RELATED WORKS

In this work, we start from the hypothesis that the need for
legibility and explainability of a robot’s behavior is a direct
consequence of the need to understand what the robot is doing or
is going to do. Since the ToM has been assumed to be a unitary
process supporting different functions depending on which kind
of judgments are made (on intentions, emotions, beliefs, etc.),
there is a wide variety of measurements to assess this ability
([16], [17]). The measurements are different for test formats
(verbal, visual, audiovisual, or scale) and aims.

A. ToM Evaluation in Human–Robot Interaction and
Association With Mind Attribution

In human–human interaction, ToM is an automatic and natural
process that allows people to understand that others have mental
states, such as preferences, beliefs, desires, and intentions that
are different from their own [8]. However, there is no clear
consensus on whether and when mind attribution can be elicited
when a human is dealing with a robot.

The propensity to recognize nonhuman agents as capable of
having a “mind” can vary depending both on the agent’s exter-
nal features (e.g., appearance and behavior) and the observer’s
internal dispositions, such as beliefs, expectations, motivations,
individual differences, and experience ([18], [19]). As for the
agent features, a relevant role in mind attribution is played by
appearance and behavior. For example, it is possible to induce
the adoption of a mental state toward a humanoid robot, due
to its human-like appearance [20]. A human-like robot is also
more likely to elicit anthropomorphic interaction and attribu-
tions and to be considered more life-like and sociable than an
artificial agent created from a photo of the same robot’s head and
neck [21]. Specifically, the study of face perception through the
evaluation of images of animate (human) to inanimate (man-
nequin) faces, varying along a spectrum, shows that life and
mind attribution appear only after a categorical threshold, close
to the human endpoint [22]. Similarly, physical manipulation
of agent appearance, ranging from mechanical to humanoid
and from humanoid to human, can influence mind attribu-
tion in human observers. After a certain threshold, increasing
human-like appearance can modulate the attribution of specific
mental states to an agent (e.g., feeling pain, being able to move,
etc.) [18].

Neuroimaging studies detected the same neural circuitry un-
derlying the perception of human and anthropomorphized robot
behavior [23]. The authors showed that the degree of anthropo-
morphism of an agent modulates cortical activity in previously
detected ToM networks. They showed that participants interact-
ing with a robotic partner had higher activity modulation than
when interacting with a computer [24].

Regarding the agent’s behavior, mentalization processes can
be triggered if they show movements reminiscent of human so-
cial interaction despite the anthropomorphism of the robot [25].
Mental states can be attributed to both human and nonhuman
agents (e.g., toy robots) when they move at speeds that approxi-
mate normal human motion, but they appear mindless when they
move either faster or slower than normal human motion [26].
Moreover, mentalizing processes are consistent across different
human-like robots and humans when displaying social cues
(e.g., eye movements, voice, appearance) that are similar and
interpretable. In particular, performances to divergent experi-
ence recognition tasks (e.g., false belief test) are similar when
the characters displayed are humans or robots, independently
of social cueing provided (e.g., round body robot with squeak
noises versus bipedal humanoid robot with human-like voice)
suggesting that mind attribution can be elicited when robot
behaviors follow human scripts [27]. This finding seems to be in
contrast with a study that showed that fewer participants passed
a false belief test when the protagonist was a humanoid robot
rather than a human [28].

We can note that external factors alone are not able to account
for mind attribution to robotic agents. The same behavior can be
interpreted in different ways according to the observer’s beliefs,
and it can modulate the observer’s behavior. For example, people
are more willing to follow the gaze direction of a robot under
the assumption that its eye movements are controlled by a
person, rather than preprogrammed, proving that manipulating
high-level cognitive processes, such as the likelihood of adopt-
ing the intentional stance, can modulate bottom-up attentional
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mechanisms [29]. The attribution of human-like intentions to
nonhuman agents can also be influenced by psychological and
social factors, such as the need to effectively interact with the
environment, to satisfy the typical human desire to establish
social connections or to reduce the anxiety deriving from the
uncertainty in anticipating others’ behaviors. Thus, a more
likely tendency to anthropomorphize nonhuman agents should
be expected when the motivation to feel efficacious increases
or when people feel a lack of social connection in the absence
of other humans [30]. This also suggests an important role of
personality traits (e.g., the tendency to feel socially disconnected
or the need for control) in mind attribution [31]. The anthropo-
morphic aspect of a humanoid robot can modulate the observer’s
expectations [32]. For instance, although human appearance has
a positive impact on first-encounter attitudes, its effect seems to
have negative consequences on HRI if the expectation that a
robot behaves as a human as induced by a robot’s appearance is
not met by its actual behavior [33].

Since there is no clarity on which conditions may elicit mind
attribution to robots, we decided to investigate this issue by
testing the proposed tool on a variety of robots’ goal-oriented
behaviors and comparing our measure with a false belief’s task
to gain insight into its psychometric properties.

B. ToM Measurements in Human–Human Interaction

A preliminary analysis of measures evaluating cognitive ToM
has been conducted to create a theoretical basis for constructing
a new metric that could appropriately assess human understand-
ing of robot behavior. Among the different measures, a great
value is recognized in those that, besides other features, reduce
the influence of verbal deficits and possess greater ecological
validity [34]. These use materials like short stories or picture
stories, in which two or more characters interact and the sub-
ject’s task is to recognize that the character’s belief does not
match shared world knowledge or reality (false belief’s task).
In addition, some assessment materials contain control tasks
requiring mechanical cause-and-effect reasoning [35] or reality
questions [16] to control interferences with memory, attention,
and verbalization.

One of the widely used measures to assess the ability to
attribute cognitive states to others, in both verbal and nonverbal
modalities, is the ToM Picture Sequencing Task (TPST) [16].
It consists of the presentation of six cartoon picture stories of
four cards each, depicting two scenarios where two characters
cooperate, two scenarios where one character deceives a second
character, and two scenarios where two characters cooperate in
deceiving a third. The cards are presented in a mixed order and
participants are asked to arrange them in a logical sequence of
events. The logic reasoning task is followed by 23 questions
investigating comprehension of first, second, and third-order
beliefs, understanding of the cheating, and comprehension of
reciprocity.

Although false belief tasks like TPST are considered the gold
standard test in evaluating cognitive ToM [36], the use of static
images limits ecological validity. Attempts to overcome this
limit in ToM assessment have led to the development of video-
based tasks detecting the understanding of social interactions

and behaviors based on the observation of dynamic over static
stimuli, depicting real people in real-life contexts. Video-based
tasks have been created from existing excerpts of films [37], with
the quality of an actual movie [38], or vignettes with professional
actors and a camera team [39].

Clips from television commercials and series showing a char-
acter experiencing a socially awkward or unpleasant moment
were used in the awkward moments test. The test comprised
of questions referring to a character’s feelings besides control
questions about a visual or verbal feature within the film or the
dialog, serving as general indices of attentional processing and
memory for information [37]. Relevant features of the TV com-
mercials’ selection were their high-quality technical production,
short duration (from 45 to 120 s), complete storyline, no need for
prior knowledge of the characters, variety of situation settings
and characters’ age, roles, and relationships.

Despite their capacity to approximate everyday social in-
teractions more adequately than static pictures or story for-
mats, video-based tasks strongly involve executive functions
and central coherence. To minimize demands on these cognitive
functions and gain more control over the generation of mental
states to be inferred, Dziobek et al. [38] created the Movie for the
Assessment of Social Cognition (MASC) by shooting a 15-min
film made from scratch, avoiding distracting or prompting stim-
uli such as music, direct camerawork, a complete storyline, and
fast-changing scenes that are typical of TV clips. Respondents’
task consists of watching the movie depicting everyday social
interactions and answering questions about the actor’s mental
states (thoughts, emotions, intentions).

III. HUMAN–ROBOT INTERACTION VIDEO SEQUENCING TASK

On the basis of the background and related works so far
explored, we designed a tool to assess the legibility of a robot’s
behavior by evaluating the human’s ability to properly interpret
the intentions of the robotic agent, and therefore of its final goal,
by looking at a sequence of goal-oriented actions. To evaluate
this, we proposed a new version of the well-known TPST test that
could be applied to the evaluation of social cognition in HRI. Our
solution differentiates from the TPST in the use of video clips
instead of pictures that the subject has to order correctly to create
a logical sequence of events. We believe that watching video
clips of a robot performing actions may contribute to greater
ecological validity.

To apply the metrics to the evaluation of a robot’s behavior,
such behavior has to be recorded in a video. The video showing
a goal-directed behavior has to be divided into several video
clips, one for each single, purpose-directed, robot action so
that humans could have temporal projections to create a logical
sequence. Indeed, cognitive psychology showed that people
perform their actions based on intended consequences [40], and
they tend to perform mental simulations through mirror neurons
to understand the final outcome [41].

Then, the test consists of asking the participants to order the
video clips to form a sequence of logical sense in the shortest
time possible. As in TPST, we measure people’s sequencing
ability using the scoring method of Langdon et al. [35]. There-
fore, we assign two points each for both the first and the last



978 IEEE TRANSACTIONS ON HUMAN-MACHINE SYSTEMS, VOL. 53, NO. 6, DECEMBER 2023

video clips, while we assign two points divided by the number
of remaining clips if people correctly order the remaining clips.
For example, in the case of a video composed of four clips,
four points are assigned for the first and last video clip, and one
point is assigned for correctly positioning each of the central
clips within the sequence. Thus, for each correct sequence, the
subject can obtain a maximum score of six points.

To measure whether people are able to recognize the robot’s
actions as intelligible and understandable, participants under-
went a semistructured questionnaire that had a twofold task. We
used it to investigate what was objectively the action that the
robot was performing (“What is the intention of the robot?”)
and, similarly to the TPST, we wanted to measure the robot’s
predictability (“What do you expect the robot to do next?”).
This first phase of the questionnaire allowed us to investigate the
correct understanding of the robot’s intentions and the attribution
of mental states. We assigned a one-point score for each correct
answer. A high and low score indicate respectively a good and
bad understanding of the intentions of the robots. We then as-
sessed the subject’ perceived confidence in correct intentionality
attribution (“How difficult was it for you to attribute intention
to the robot?”) using a Likert scale [from 1 to 5]. Thus, the
total score of our measuring instrument is given by the sum
of the score obtained from the logical sequence task (i.e., 0 to
6) and the score of correct answers given to the questionnaire
(i.e., 0 to 2), so that the total ranges from 0 to 8, for each
video.

IV. HRIVST VALIDATION

The task validation consisted of three phases: 1) video selec-
tion; 2) video clip creation; and 3) testing. Moreover, we decided
to address the effect of some factors on human understanding
of the robot’s behavior, with specific reference to: the humanoid
appearance of the robot; the presence of symbolic explanations.
We also investigated whether the presence of a human agent
involved in the robot’s actions may influence the capacity to
predict its behavior.

A. Video Selection

In the first phase, we selected 12 videos from YouTube1 show-
ing humanoid (humanoid condition) or nonhumanoid robots
(nonhumanoid condition) performing sequences of actions on
their own (noninteraction condition) or in interaction with a
human (interaction condition). The selection has been con-
ducted following the same criteria used in the literature to
minimize distracting effects deriving from fast-changing scenes
or music [38].

To gain greater ecological validity, we chose videos showing
different tasks but with a similar duration, with a range between
12 and 48 s. For the majority of the videos, we decided to include
those with robotics tasks, which are common to industrial and
service robots, such as delivery tasks that also involve manipu-
lation [42].

1The list of the used videos and the action samplings is available on request.

Fig. 1. Video 5 from Table I is an example of the interaction of a nonhumanoid
robot. It was used for HRIVST validation.

Fig. 2. Example of a noninteracting video of the HRIVST test. Video 11 shows
a humanoid robot doing a folding task.

B. Video Clips Creation

The videos were divided into several video clips, with the
number of clips varying from three to six. We considered a video
composed of three or four clips as having a “short length”; videos
of five clips as having a “medium length”; and videos of six clips
as having a “long length.” Furthermore, since knowing the be-
havior of a robot improves the understanding of the actions [43],
some video clips were modified to feature simple explanations in
terms of keywords. The explanations were provided during the
robot’s action. Explanations are to be considered as communica-
tive components that create a manageable and shared meaning,
which influences the mind or behavior of those who observe
the actions performed by the robot [42]. Since people always
seek explanations to clarify and better understand intentions,
some of the selected video clips were left without explanations
to assess whether, in the absence of verbal clues, the robot’s
intent was equally clear, and to verify whether this might have
consequences on the robot’s behavior prediction accuracy. The
12 videos used to validate the HRIVST measure are described
in Table I.

C. Testing

With HRIVST, we want to create a subjective measure to
assess a robot’s behavior legibility through the evaluation of
people’s ability to attribute goal-oriented behavior to the robot.
To validate such a measure, we administered the selected 12
videos to the participants. Figs. 1 and 2 show examples captured
from two videos used in the validation study. Both videos were
divided into six video clips, one for each action done by the
robot or the people involved in the interaction (i.e., two children
in Fig. 1). Participants were asked to watch each video clip and
order them according to the temporal sequence of the actions.



ROSSI et al.: HUMAN–ROBOT INTERACTION VIDEO SEQUENCING TASK (HRIVST) FOR ROBOT’S BEHAVIOR LEGIBILITY 979

TABLE I
FEATURES’ DESCRIPTION OF THE VIDEOS USED TO VALIDATE THE HRIVST QUESTIONNAIRE

They were allowed to watch the clips as many times as they
wanted. The geometric shapes associated with each video clip
need to be named in the correct order to create the sequence. If
participants selected the wrong sequence, the examiner showed
them the correct sequence of actions. For example, the correct
sequence of actions, as shown in Fig. 1 is given by the following
sequence: (blue square) the robot navigating next to a child;
(orange circle) a child opens the robot’s trunk; (blue circle)
the child picks some shopping bags up with the help of the
other child; (orange triangle) the first child closing the robot’s
trunk; (orange square) the kids waiting for the robot to leave;
(blue triangle) the robot leaves. Similarly, Fig. 2 shows a video
in which a humanoid robot is folding scarfs with no human
interaction.

After each video sequence, participants were asked to answer
a short questionnaire and identify the intention of the robot’s
actions, their expectation of the robot’s actions, and their confi-
dence in attributing intention to the robot (i.e., it was difficult or
easy). The first two questions were tailored to reflect the video
sequence. For example, related to the video in Fig. 1, they were
asked to answer the following set of questions: 1) intention:
What is the intention of the robot? [Correct answer: bring a
shopping bag/something]; 2) expectation: What do you expect
the robot will do next? [Correct answer: go away/get away]; and
3) confidence: How difficult was it for you to attribute intention
to the robot? [Scale from 1 to 5, where 1 is “not at all” and 5 is
“very”].

D. Participants

One hundred healthy subjects (HCs) were recruited and
screened for eligibility. Prior to their participation in the study,
people underwent a brief neuropsychological assessment using
the Mini-Mental State Examination (MMSE) [44] and Raven’s
Colored Progressive Matrices [45] tests. The MMSE test con-
sists of a 30-point questionnaire that takes from 5 to 10 min, and
it examines people’s functionalities, including orientation, atten-
tion, memory, language, and visual-spatial skills. The Raven’s

TABLE II
DESCRIPTIVE STATISTICS OF DEMOGRAPHIC AND COGNITIVE VARIABLES,

WHERE MMSE IS THE MINI-MENTAL STATE EXAMINATION, AND RCPM IS

THE RAVEN’S COLORED PROGRESSIVE MATRICES

Colored Progressive Matrices [45] is a nonverbal test typically
used to measure general intelligence and abstract reasoning.

After this prescreening, we included only 86 participants
based on the following criteria: no evidence for dementia or
cognitive decline as defined by age, and education-adjusted
score on the Mini-Mental State Examination lower than 23.8
according to Italian norms [46]; no deficits in abstract reasoning
as defined by age and education adjusted score on the Raven’s
Colored Progressive Matrices [47]; no psychiatric or neurolog-
ical disorders as assessed through the question “Have you ever
suffered from psychiatric or neurological disorders?”

Participants’ demographics (e.g., age and education in years)
and cognitive variables (MMSE and RCPM total scores) are
reported in Table II.

The study was performed in accordance with the ethical
standards of the 1964 Declaration of Helsinki. It was approved
by the Ethical Committee of Psychological Research of the
University of Naples Federico II (n.13/2022). People also gave
written informed consent prior to their participation.

E. Assessing Participants’ ToM Ability

To test the ability of our tool to assess the attribution of
intentions, it was necessary to compare it with a widely used
questionnaire with good reliability. For this reason, a comput-
erized version of the TPST was administered to participants to
assess their ability to infer others’ mental states. We adopted
the scoring method of Langdon [35] for measuring people’s
ability to sequence the images, which assigns two points each
for the first and the last picture, and one point for each middle
picture, if they are correctly sequenced. The maximum score is
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TABLE III
DESCRIPTIVE STATISTICS OF THE HRIVST

six points per story, with an overall score of 36 points for the
six stories. In the case of incorrect sequencing, the rater corrects
the sequence before asking questions. For each correct answer,
1 point is given, with an overall score of 23 points. The total
score of the TPST ranges from 0 to 59.

F. Statistical Analysis

An a priori sample size calculation using G*Power 3.1.9.2
considering ANOVA tests within factors, as analysis, was con-
ducted. We used an Effect size f = 0.25 for a large effect size, an
error probability equal to 0.05, Power (1− β error probability)
equal to 0.95, and df = 2, which reflected the number of fixed
choices in our measure, and a number of measurements equal
to 4, representing the number of the independent conditions in
our study. The sample size calculation for a sufficiently powered
statistical analysis resulted in 86 HC participants, which is ex-
actly the number of participants remaining after the prescreening
assessment. We analyzed psychometric properties by exploring
internal consistency and construct validity and considered the
level of internal consistency Cronbach’s α as an acceptable level
when its value is equal to or greater than 0.70 [48].

The construct validity was evaluated through convergent and
discriminant validity. The convergent validity was assessed by
correlation analysis between the HRIVST total score of each
video and the TPST total scores of each short story. The discrim-
inant validity was assessed by correlation analysis between the
HRIVST, RCPM, and MMSE scores. To evaluate and compare
the performance of the participants in the HRIVST test, we
used an ANOVA test with dichotomization of the following
conditions:

1) interaction analyzing the differences in the scores for
videos with human interaction and noninteraction;

2) humanoid analyzing the differences in the scores for
videos with humanoid and nonhumanoid robots;

3) explanation analyzing the differences in the scores for
videos with explanation and nonexplanation;

4) length analyzing the differences in the scores for videos
with different length (short, medium, long).

The HRIVST total scores for each video were used as depen-
dent variables.

Analyses were followed up by Bonferroni-adjusted post
hoc tests for further investigating whether, independently of
the examined conditions (interaction, humanoid appearance,
explanation, and length) some videos could be more difficult
to assess for the participants.

V. RESULTS

The mean values and SD obtained for each video of the
questionnaire are reported in Table III.

A. Quality of Data and Internal Consistency

A Kolmogorov–Smirnov test was used to verify the normal
distribution of the data. Since the results and histogram indicated
that the data were normally distributed, parametric analyses were
performed.

The HRIVST had high internal consistency (Cronbach’s
α = 0.970) showing a good degree of agreement between the
participants’ answers given to each video of the questionnaire.

B. Construct Validity

The HRIVST total score correlated moderately and sig-
nificantly with the TPST total score (r = 0.329, p = 0.004),
but not with the MMSE (r = 0.036, p = 0.744) and RCPM
(r = −0.014, p = 0.902). This result showed that the HRIVST
questionnaire can be considered a reliable tool to assess the
correct understanding of the robot’s intentions by humans. Bon-
ferroni’s correction showed that the second short figure story of
the ToM task was moderately and significantly correlated with
Video 2 (r = 0.377, p < 0.001); and Video 3 (r = 0.339, p =
0.001); Video 10 (r = 0.377, p ≤ 0.002); Video 12 (r = 0.337,
p = 0.002) of the HRIVST questionnaire. The third short-figure
story of the ToM task was moderately and significantly corre-
lated with Video 2 (r = 0.319, p = 0.003) and Video 10 (r =
0.372, p = 0.001). While the fifth short figure story of the ToM
task was moderately and significantly correlated with Video 1
(r = 0.350, p = 0.001); Video 2 (r = 0.334, p = 0.002) and
Video 10 (r = 0.418, p ≤ 0.001). Correlations between each
HRIVST video and the TPST stories are reported in Table IV.

C. Effect of Anthropomorphism, Interaction, and Explanations

An ANOVA test comparing the total scores obtained by the
participants to each video on the basis of the different conditions
showed: 1) no statistically significant effect for the interaction
condition (F = 0.451; p = 0.652), meaning that the presence or
absence of a human interacting with the robot in the video does
not influence the participant’s answers; 2) a statistically signif-
icant effect for humanoid condition (F = 3.911; p = 0.048),
and in particular, participants showed higher total scores to
videos with humanoid robots than with nonhumanoid robots;
and 3) a statistically significant effect for the explanation condi-
tion (F = 5.433; p = 0.020), with participants showing higher
total scores to the videos that did not present the explanations.

To assess the effect of explanation in relation to the robot’s
type, we conducted an ANOVA with the total scores obtained
from the videos only featuring nonhumanoid robots in the
explanation condition (with or without explanations). The re-
sults showed that the participants have a higher score for the
videos that presented explanations (F = 0.028; p = 0.866),
even though this effect was not statistically significant. Finally,
an analysis of the effect of the length condition (short, medium,
long sequence) was statistically significant (F = 22.856;
p ≤ 0.001). In particular, these results showed that people had
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TABLE IV
CONVERGENT AND DISCRIMINANT VALIDITY OF THE HRIVST QUESTIONNAIRE WITH MMSE STANDS FOR MINI-MENTAL STATE EXAMINATION, RCPM FOR

RAVEN’S COLORED PROGRESSIVE MATRICES, AND SF FOR SHORT FIGURE STORY OF PICTURE SEQUENCE TASK

TABLE V
COMPARISON OF THE PARTICIPANTS’ PERFORMANCE IN EACH VIDEO

a higher score for the videos that presented a short sequence
compared to the long and medium-long sequence, and the par-
ticipants scored worse in the medium sequence than in the long
sequence.

D. Comparison Between the Videos HRIVST Scores

A Bonferroni-adjusted post-hoc analysis showed some signif-
icant differences in the scores participants obtained for the items
of the questionnaire for each video. The results with statistically
significant differences for each individual video are presented
in Table V.

VI. DISCUSSION

The results of this study showed that the HRIVST test has
good psychometric properties, in terms of reliability and con-
struct validity (both convergent and discriminant), providing
a valuable metric for future investigations. The correlation
between the HRIVST and the TPST scores indicated a fair
convergent validity, and, therefore, suggests that our test is able
to assess people’s ability to attribute mental states. The HRIVST
also has good internal consistency, with a Cronbach’s α value of
0.97. Observing that participants had similar HRIVST scores for
each video, this result leads us to believe that the difference in
the video average results is linked to the legibility of the robot’s
behaviors across different tasks. The low and not significant
correlation between the HRIVST score and cognitive tasks
scores (MMSE and RPCM) indicated good discriminant validity,
meaning that the considered tasks assess different constructs.
Building on these preliminary data based on healthy participants,
we highlight the need for future studies to investigate the effect

of different age groups of adults on the ability to attribute mental
states to robots.

In particular, the results of our study highlighted that:
a) Individual participants’ scores significantly differ depend-

ing on each video: The comparison of the mean scores for each
video showed some remarkable patterns: The worst scores were
obtained in Video 2 and Video 8, while the best score was
obtained in Video 7. In Video 2 participants showed significantly
worse scoring than all videos except for Video 4 and Video
12. Indeed, Video 2 presented all the conditions resulting in
lower scores, such as the presence of explanations, the longest
sequence, and the presence of a nonhumanoid robot. In Video 2,
deficient performances may also be due to the used characteris-
tics for creating the video, such as viewpoint, lighting, and frame
resolution. These seem to have worsened the resulting scores
in the nonhumanoid, the long sequence, and the explanation
conditions. In Video 8, participants may have scored lower in
the nonhumanoid condition than in the humanoid condition for
similar reasons. Indeed, action recognition through video may
be difficult when the video’s recording quality does not provide
a full overview of the scenario [49]. In a complex sequence
of actions where the single movements cannot always be clearly
distinguished, the detection of objects may help to a better under-
standing of the ongoing event, providing useful information [50].
This may not be the case in Video 8, in which a robot opens a
drawer, grasps a toy car from one of the shelves, puts the car in the
drawer, closes it and opens another drawer. In this video, multiple
cars are visible, and this may have led the participants to confuse
the opening and closing actions of the drawer. As a result, the
sequence and the robot’s goal could have been more difficult to
discern, resulting in the worst scores. On the contrary, Video 7
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resulted in having the highest score with no explanation, a short
length of time, and a humanoid robot. In summary, we found that
the significant differences in participant scores for each video
are consistent with the existing literature about the methods to
achieve legible robot behaviors [15]. In particular, to generate
legible robot behaviors, the following variables were proposed:
human-like behavior ([51], [52]); stereotypical motions of ev-
eryday activities (e.g., reaching for an object) ([51], [53]); the
addition of complementary gestures to clarify intentions (e.g.,
gaze, pointing) ([54], [55]); and the greatest possible visibility
of the robot motion ([56], [57]). We agree that these variables
reported may have played a role in the scores. For example, the
visibility of the robot motion may have been reduced by the
video’s recording features; the activities which are not carried
out in daily life (e.g., grasping a tool to assemble an object in
an industrial-like environment, like in Video 2) may have been
responsible for reduced scores to our questionnaire.

b) No significant difference was found between participants’
scores in the interaction condition: Independently of the pres-
ence or absence of another agent, we believe that the absence
of a significant effect of the interaction condition may suggest
that watching a robot performing a sequence of goal-oriented
actions elicits in a human observer an intention attribution that
is influenced more by the robot’s goal than by the context. This
is supported by Gazzola et al. [23] who showed that the goal of
action might be more important for the activation of the mirror
neuron system, which plays a role more in the understanding of
the actions than the completion modality of the action [17].

For a better understanding of our results, with particular refer-
ence to section a) and section b), we believed that greater focus
should be given to the similarities and differences characterizing
the task’s videos and to what we mean by “context.” Our idea
was to create a measure that could be used in different scenarios
and not be limited to assessing the legibility of a robot’s behavior
in the restricted context of a specific task. For this reason, we
wanted to explore how the readability of a robot’s behavior
may vary in different situations. Specifically, we decided to
first investigate how an HRI scenario may affect this variable,
compared to a scenario with a robot alone. In the selection
phase, we chose six videos presenting a human–robot interaction
scenario and six videos presenting a robot in a solitary setting.
Of the first six videos, three of them presented a humanoid
robot, while the other three presented a nonhumanoid robot. The
same distinction was maintained for the other six videos. Despite
this subdivision, the videos still have in common the presence
of a robot performing a goal-oriented action (e.g., a behavior
driven by an expectation that it is likely to bring about a desired
outcome) [58]. Most of the videos also include a manipulation
task (e.g., grasping an object, or folding laundry). This similarity
may account for the absence of an interaction effect, meaning
that despite the presence of a human–robot interaction or not,
what makes a behavior readable is the comprehension of the
goal itself. Therefore, physical features such as the presence of
an object and whether it is visible, may have a leading role in
the capacity to infer on robot’s actions in different scenarios as
features that are closely related to the target.

c) Participants performed better in videos showing humanoid
robots than nonhumanoid robots: Our results also showed that

people find it easier to understand the behavior of a human-like
robot rather than a nonhumanoid robot. This is in line with
the existing literature that highlights the role of human-like
appearance in facilitating mind attribution ([18], [21], [22]). Our
finding can also be considered in line with the “complementary
gesture” assumption, according to which the use of complemen-
tary motions made by the robot could improve legibility (e.g.,
during an arm motion looking at the object) [59]. This might
be the case in humanoid robot videos shown in our measure’s
validation, where the robot’s head faced and followed the object
of interest in goal-oriented actions. This robot’s behavior is a
forethought cue that makes the robot’s behavior more readable.
For example, in Video 7, the robot turns its head toward origami
before grasping it.

d) Participants performed better in videos without expla-
nations than with explanations: Contrary to our expectations,
symbolic explanations seem to worsen the scores (i.e., making
the robot’s actions less readable). However, we observed that in
videos featuring a nonhumanoid robot, explanations may have a
facilitating effect, although not significant. Indeed, participants
scored higher on videos with explanations and a nonhumanoid
robot than on videos with explanations and a humanoid robot.
The legibility and predictability of the robot’s actions increase in
the scenario with a nonhumanoid robot providing explanations.
We believe that, in this case, since participants were not able to
attribute a mental model similar to humans, people were able to
predict the robot’s behaviors with the help of verbal descriptions.
In the case of humanoid robots, textual explanations were a
distracting or annoying factor for the participants, which is in
line with recent studies exploring the effect of the timing of
explanations on people’s perception of a robot and its behavior.
Indeed, Han et al. [42] found that approximately half of the
participants who watched videos of robots performing action-
oriented movements wanted the robot to explain unexpected
events as they happened, and only a small percentage of par-
ticipants preferred the explanations from the robot before these
happened. Another study also found that providing explanations
of a robot’s behavior before its execution rather than afterward
makes the robot’s behavior perceived as less desirable [60].

e) Participants performed better in the videos presenting short
sequences rather than long and medium-long sequences: We
hypothesized that participants were able to attribute intentions
to the robot’s action better when shown in short sequences rather
than in medium or long sequences because sequencing tasks with
a larger number of video clips may require a higher cognitive
workload.

A. How to Use the HRIVST in Your Study

Our tool can be used by our peers for assessing people’s ability
to understand correctly a robot’s behavior in different contexts in
comparative design studies with different conditions (e.g., with
or without explanations, different types of explanations, etc.).
First, while creating the videos it is fundamental to consider our
results which imply that

1) the surroundings and contextual environment need to be
minimalized or controlled to keep a person’s focus of
attention active;
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2) short interactions are considered more clear, hence if the
goal is to compare different interactions, the length of the
videos should be the same;

3) people are able to read more clearly behaviors of humanoid
robots; and

4) the timing of the explanations is relevant, hence whether
to provide them during the action, before or after should
be carefully considered also considering the type of the
provided explanation.

Then, the videos should be split into sequences of elementary
actions. For example, if a robot is picking and placing an object
in the video, this should be at least divided into three new video
clips: 1) picking the object; 2) moving to the new position; and
3) placing the object. The video clips created are to be shown in
a random order to the participants. Then, participants are asked
to order the video clips according to the logical sequence of the
actions. Finally, participants’ responses should be collected to
the questions as previously defined, and that identify the robot’s
intention, the person’s expectation of the next robot’s behavior,
and the person’s confidence in attributing the intention to the
robot.

VII. LIMITATIONS AND FUTURE WORK

Our current work presents some limitations that will guide
future research. First, while some studies highlighted compa-
rable results for assessing users’ evaluation of robots’ behavior
using both video-based and in-person interaction studies [61],
other studies suggest that people do not necessarily respond in
the same way to robots in videos and physical scenarios [62].
Specifically, video scenarios presenting an interaction between
a robot and a human were more effective in increasing users’
perceptions of a robot’s ease of use and adaptability (i.e., how
well the robot completed its tasks) compared to a live interaction
scenario, probably due to the fluency with which the video
presented the interaction [62].

For a more precise evaluation of the effectiveness of ex-
planations, we will explore different modalities for providing
explanations considering different information provided as well
as different ways to provide them (oral or written).

Finally, we intend to assess whether the individuals’ charac-
teristics (e.g., age) influence the legibility of the robot’s behavior.
Thus, we will focus on the extension of a diverse sample of par-
ticipants to provide useful insights for enhancing human–robot
interaction in different contexts.

VIII. CONCLUSION

In this work, we were interested in developing evaluation
metrics for the legibility of the robot’s behavior starting from
the assessment of the ability of humans to attribute intentions to
robots in different contexts. To these extents, we asked healthy
subjects to evaluate the intentions of humanoid and nonhu-
manoid robots performing goal-oriented actions in videos with
or without labels describing such actions. We evaluated their
perceptions and the robot’s legibility and predictability by a new
measurement, HRIVST, here presented.

Our results show that HRIVST is a reliable tool for assessing
the legibility of a robot’s behavior by evaluating the human

ability to correctly interpret its intentions. Our results also
showed that people find the behaviors of a human-like robot
more comprehensible than those of a nonhumanoid robot. This
is also in line with the existing literature that underlies the role
of human-like appearance in facilitating mind attribution. More-
over, our results have shed some light on the role of symbolic
explanations in enhancing people’s understanding of a robot’s
intentions, as assessed through video scenarios. Our results sug-
gest a facilitating, although not significant, effect on the legibility
of the intentions when the video included nonhumanoid robotic
behaviors.

The finding of this study will be used to investigate further
both the effects of individual characteristics and the role of
subjective perception of the effectiveness of explanations in
determining the legibility of a robot’s behaviors.
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