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Predictor-Based Extended-State-Observer Design for
Consensus of MASs With Delays and Disturbances
Chunyan Wang , Zongyu Zuo , Member, IEEE, Zhenqiang Qi, and Zhengtao Ding , Senior Member, IEEE

Abstract—In this paper, we study output feedback leader–
follower consensus problem for multiagent systems subject to
external disturbances and time delays in both input and output.
First, we consider the linear case and a novel predictor-based
extended state observer is designed for each follower with relative
output information of the neighboring agents. Then, leader–
follower consensus protocols are proposed which can compensate
the delays and disturbances efficiently. In particular, the pro-
posed observer and controller do not contain any integral term
of the past control input and hence are easy to implement.
Consensus analysis is put in the framework of Lyapunov–
Krasovskii functionals and sufficient conditions are derived to
guarantee that the consensus errors converge to zero asymptot-
ically. Then, the results are extended to nonlinear multiagent
systems with nonlinear disturbances. Finally, the validity of the
proposed design is demonstrated through a numerical example
of network-connected unmanned aerial vehicles.

Index Terms—Consensus, extended state observer (ESO), input
delay and output delay, multiagent systems, nonlinear distur-
bances, output feedback.

I. INTRODUCTION

IN RECENT years, cooperative control of a group of agents
has drawn increased attention due to its high potential in

many applications, such as vehicle formation [1], [2], syn-
chronization [3], satellite clusters [4], and distributed sensor
network [5]. Consensus control is a fundamental problem in
distributed cooperative control of multiagent systems, which
deals with the control design to ensure that all the agents
achieve the same control objective, such as common output or
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state values [6]. Laplacian matrix, which plays an important
role in consensus control design, is used to describe the net-
work connection. Pioneering results in [7]–[10] are focused
on simple agent dynamics, such as single or double integra-
tors. By using local neighbor-to-neighbor interaction or the so
called nearest neighbor rule, a group of simple agents can stay
together and move in the same direction without centralized
coordination. Then, consensus results for higher order linear
and nonlinear multiagent systems are addressed in [11]–[19]
and the references therein. In term of the number of leader,
the researches can be roughly classified into three classes, that
is, leaderless consensus (consensus without a leader) [12],
leader–follower consensus (or consensus tracking) [16], and
containment control where more than one leaders may exist in
agent networks [18]. Compared to leaderless consensus, con-
sensus tracking, and containment control have the advantages
to determine the final consensus value in advance. Adaptive
control-based protocols are developed in [14]–[16] to avoid the
use of the Fiedler eigenvalue of the Laplacian matrix in con-
trol gain design. Most of the consensus protocols are based
on the states of neighboring agents. Some results on output
feedback consensus can be found in [20]–[22]. Furthermore,
reinforcement learning and iterative learning control have also
been used for consensus control in [23] and [24]. Recent
results on consensus problems are reported in [25]–[29] and
the references therein.

With the deepening research on multiagent systems, time
delays arising from agents are diverse and cannot be ignored.
Communication delay is one source of delay due to the
interactions between the agents. Another source of delay is
delays in the input and output channel due to the decision-
making and signal processing. In applications, for vision-based
autonomous robots, camera latency and image processing will
cause delays as well. State predictor has been commonly
used to deal with input delay. By adding compensation in
the controller design, the adverse effect of the input delay
could be offset. State-predictor-based controllers are designed
in [30] and [31] for single systems and in [32]–[34] for mul-
tiagent systems. However, a drawback of the predictor-based
methods is that the controllers involve integral terms of the
control input, resulting in difficulty for the control imple-
mentation. An asymptotic predictor design is first proposed
in [35] for linear time invariant systems, as an alternative
to methods based on direct integral expressions. A sequen-
tial subpredictors approach is introduced in [36] for single
linear systems to avoid the use of infinite-dimensional inte-
gral term. A truncated prediction feedback (TPF) approach is
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developed to avoid this problem by ignoring the troublesome
integral part, and use the prediction based on the exponen-
tial of the system matrix. Finite-dimensional TPF controllers
have been designed in [37]–[39] for multiagent systems with
input and communication delay. Due to the measurement and
signal processing, in many scenarios state information can-
not be accessed and observer-based output feedback consensus
protocols need to be designed. For the output feedback con-
sensus protocols designed in [20]–[22], time delays are not
considered. Output feedback TPF consensus controller is given
in [37] for some special input-delayed multiagent systems
that the eigenvalues of A matrix are on the imaginary axis.
There is still a lack of research for general multiagent sys-
tems with input/output delay. In addition to the results above,
there are some other delays have been studied in consen-
sus control. For example, in [40], distributed time delays is
considered for a class of complex networks using sampled
data information. Containment control problem with multi-
ple stationary/dynamic leaders are investigated in [41] for
second-order multiagent systems with time-varying delays.
The exponential leader-following consensus problem is inves-
tigated in [42] for a class of nonlinear stochastic networked
multiagent systems with partial mixed impulses and unknown
time-varying but bounded delays.

One of the fundamental problems in control theory is
the disturbance rejection problem, which addresses design
of a feedback controller to achieve asymptotic rejection of
undesired disturbances in an uncertain system while main-
taining closed-loop stability [43]. There are many classical
results including H∞ control, sliding mode control, back-
stepping and disturbance observer design that address this
problem [44]–[48], among many others. Furthermore, consen-
sus output regulation has been a topic for consensus control
in recent years which deals with the rejection of deterministic
disturbances. Some typical results can be found in [6] and [49]
and the references therein.

The main purpose of this paper is to further advance the
application of state predictor feedback method in consensus
control of multiagent systems with mixed time delays. There
are possibly three main contributions. First, unlike [32]–[34]
where traditional state predictors are designed for multia-
gent systems with input delay, in this paper, a new structure
of state predictor is designed for each agent without the
use of any integral term of the past control input, which
greatly reduces the computation burden and improves the
practical implementation. Second, the observer-based output
feedback consensus problem is considered and the output
delay is also taken into account in the observer design.
Compared with the consensus state observers designed in [37],
the observers here are simpler and the restriction on the
structure of A matrix is removed. The result is suitable for
general multiagent systems. Third, nonlinear system dynam-
ics and nonlinear disturbances are considered in this paper.
An improved predictor-based extended state observer (ESO)
design strategy is developed and the nonlinear disturbances can
be efficiently estimated. Compared with [25], [46], and [48],
the results in this paper are more preferable in practical
applications.

The remainder of this paper is organized as follows.
Section II presents some notations and the problem formu-
lation. A few preliminary results for consensus analysis are
given in Section III. Section IV presents the main results
on the consensus control design for general linear multiagent
systems. The results are extended to nonlinear multiagent sys-
tems in Section V. Simulation results are given in Section VI.
Section VII concludes this paper.

II. PROBLEM STATEMENT

Consider a group of N +1 agents consisting of N followers
and one leader indexed by 0 (here and hereafter, the argument
t is omitted excepting delayed arguments)

⎧
⎨

⎩

ẋi = Axi + Bui(t − τu) + BFωi

yi = Cxi
(
t − τy

)

ω̇i = Sωi

(1)

where for agent i, i = 0, 1, . . . , N, xi ∈ R
n is the state, ui ∈ R

q

is the control input, and yi ∈ R
p is the output. A ∈ R

n×n,
B ∈ R

n×q, C ∈ R
p×n, and F ∈ R

q×s are constant matrices with
(A, B) being controllable and (A, C) being observable, τu, τy >

0 are the input and the output delay, respectively, S ∈ R
s×s is

a known constant matrix, ωi ∈ R
s is external input disturbance

with unknown bound. For the leader–follower structure, it is
reasonable to assume that the leader has no neighbors, and the
leader’s control input is zero [15], [50], [51], i.e., u0 ≡ 0 and
ω0 ≡ 0.

The communication connections among agents are
described by a graph G(V, E), where V represents the agents
and E represents the connections between the agents. In
the directed graph, (i, j) ∈ E represents the communication
from the ith agent to the jth agent, but not vice versa.
For N + 1 agents, the associated adjacency matrix of G is
defined as A = [aij](N+1)×(N+1) ∈ R

(N+1)×(N+1). If there is a
connection from agent j to agent i, aij = 1; otherwise aij = 0.
The Laplacian matrix L = [lij](N+1)×(N+1) associated with A
is defined by lii = ∑N+1

j=1 aij and lij = −aij when i �= j.
The consensus disturbance rejection problem considered in

this paper is to design an observer-based control algorithm
for each follower by using its relative output information such
that the system (1) can reach state consensus with disturbance
rejection. That is, under the proposed algorithm, the following
hold for all initial conditions:

lim
t→∞(xi − x0) = 0, ∀i = 1, 2, . . . , N. (2)

Assumption 1: The eigenvalues of S are distinct and on the
imaginary axis. Furthermore, the pair (S, BF) is observable.

Assumption 2: The communication topology G contains a
directed spanning tree with the leader as the root.

Remark 1: From a practical point of view, any periodic dis-
turbances can be approximated by sinusoidal functions with
different frequencies, and those sinusoidal functions can be
formulated as the state variables of the exosystem under
Assumption 1 [52]. For the convenience of presentation, in
this paper, it is assumed that the disturbance frequency is same
for all the agents which determined by S matrix. With some
slight adjustments, the results can be extended to ω̇i = Siωi

case as shown in [25].
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III. PRELIMINARY RESULTS

In this section, we give some preliminary results.
Lemma 1 [14]: Under Assumption 2, the Laplacian matrix

L has the following structure:

L =
[

0 01×N

L2 L1

]

where L1 ∈ R
N×N and L2 ∈ R

N×1. Furthermore, L1 is a non-
singular M-matrix and there exists a positive diagonal matrix
G such that

GL1 + LT
1 G ≥ ρ0I

for some positive constant ρ0. G can be constructed by setting
G = diag{g1, g2, . . . , gN}, where g = [g1, g2, . . . , gN]T =
(LT

1

)−1
[1, 1, . . . , 1]T .

Lemma 2 [53]: For a positive definite matrix P, and a func-
tion x : [a, b] → R

n, with a, b ∈ R and b > a, the following
inequality holds:

(∫ b

a
xT(τ )dτ

)

P

(∫ b

a
x(τ )dτ

)

≤ (b − a)

∫ b

a
xT(τ )Px(τ )dτ.

Lemma 3 [54]: For a positive definite matrix P, the follow-
ing identity holds:

eAT tPeAt − eαtP = −eαt
∫ t

0
e−ατ eATτ ReAτ dτ (3)

where α ≥ 0 is a scalar and R = −ATP − PA + αP.
Furthermore, if R is positive definite, ∀t > 0

eAT tPeAt ≤ eαtP. (4)

Lemma 4: For any given a, b ∈ R
n, we have

2aTSQb ≤ aTSPSTa + bTQTP−1Qb (5)

where P > 0, S and Q have appropriate dimensions.

IV. PREDICTOR-BASED EXTENDED-STATE-OBSERVER

CONSENSUS DESIGN FOR LINEAR CASE

A. Predictor-Based ESO and Controller Design

Let ηi = xi − x0. Then, we have
{

η̇i = Aηi + Bui(t − τu) + BFωi

ỹi = Cηi(t − τy)
(6)

where ỹi = yi − y0.
Define a new state zi = [ηT

i , ωT
i ]T , which includes the

exosystem model. The state-space equation (1) can be rewrit-
ten in the augmented form

{
żi = Azzi + Bzui(t − τu)

ỹi = Czzi(t − τy)
(7)

where

Az =
[

A BF
0 S

]

, Bz =
[

B
0

]

, Cz = [
C 0

]
.

Define z̄i = [η̄T
i , ω̄T

i ]T as the estimation of the state zi at
time t + τu. Then, a predictor-based extended-state-observer is
constructed as

˙̄zi = Azz̄i + Bzui + L
N∑

j=1

lij
(
ỹj − Czz̄j(t − τ)

)
(8)

where τ = τu+τy, L is the observer gain matrix to be designed
later. The estimation error is defined by ẽi = [ẽT

ηi
, ẽT

ωi]
T =

zi − z̄i(t − τu). Then, we have

˙̃ei = Azẽi − L
N∑

j=1

lij
(
Czzj(t − τ) − Czz̄j(t − τ − τu)

)

= Azẽi − LCz

N∑

j=1

lijẽj(t − τ)

= Azẽi + LCzvi(t − τ) (9)

where vi = −∑N
k=1 likẽk. From the error dynamics (9), we

have

ẽi = eAzτ ẽi(t − τ) +
∫ t

t−τ

eAz(t−s)LCzvi(s − τ)ds (10)

and

˙̃ei = Azẽi − LCze
−Azτ

N∑

j=1

lije
Azτ ẽj(t − τ)

= Azẽi − LC̄z

N∑

j=1

lijẽj

+ LC̄z

N∑

j=1

lij

∫ t

t−τ

eAz(t−s)LCzvj(s − τ)ds

where C̄z = Cze−Azτ . Define ẽ = [ẽT
1 , ẽT

2 , . . . , ẽT
N]T and v =

[vT
1 , vT

2 , . . . , vT
N]T . The closed-loop system is then described by

˙̃e = [
(I ⊗ Az) − (L1 ⊗ LC̄z

)]
ẽ + λ (11)

where I represents the identity matrix with appropriate dimen-
sion, and

λ = (L1 ⊗ LC̄z
)
∫ t

t−τ

(
I ⊗ eAz(t−s)LCz

)
v(s − τ)ds.

The controller for the ith agent is designed as

ui = −Kη̄i − Fω̄i = −[K, F]z̄i (12)

where K is the control gain matrix to be designed later.
Under control algorithm (12), multiagent systems (6) can be
written as

η̇i = Aηi − BKη̄i(t − τu) − BFω̄i(t − τu) + BFωi

= (A − BK)ηi + BB1ẽi

where B1 = [K, F]. Let η = [ηT
1 , ηT

2 , . . . , ηT
N]T . The closed-

loop system is then described by

η̇ = (I ⊗ (A − BK))η + (I ⊗ BB1)ẽ. (13)

Remark 2: Unlike [55], which requires the state of the
leader to be accessed by all the followers, in this paper, we
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assume that only a few followers can access the output infor-
mation of the leader. Under this assumption, ỹj = yj − y0
in (8) is not available to all the agents. However, based on the
relative output information of the neighboring agent, we have

N∑

j=0

aij
(
yi − yj

) =
N∑

j=1

aij
(
yi − yj

)+ ai0(yi − y0)

=
N∑

j=1

aij
(
ỹi − ỹj

)+ ai0ỹi =
N∑

j=1

lijỹj.

From this equation, it can be verified that observer (8) is
implementable even if some agents cannot access the leader’s
information.

B. Stability Analysis

With the observer and the control law shown in (8) and (12),
the control and observer gains are chosen as

K = BTP1, L = cP−1
2 C̄T

z (14)

where P1 and P2 are positive definite matrices, c is a constant
such that c ≥ 2gmax/ρ0, gmax = max{g1, g2, . . . , gN}.

For the stability analysis, first we need to establish a bound
of the extra integral term λ.

Lemma 5: For the integral term λ, a bound can be estab-
lished as

‖λ‖2 ≤ σ0

∫ t

t−τ

ẽT(s − τ)ẽ(s − τ)ds (15)

where σ0 = τ‖L1‖4
Fρ4e2ατ , α is a positive number such that

α ≥ λmax(AT
z + Az), ρ is a positive real number such that

ρ2I ≥ c2C̄T
z C̄zP

−1
2 P−1

2 C̄T
z C̄z (16)

and ‖ · ‖F denotes the Frobenius norm of a matrix.
Proof: See Appendix A.
Based on the above results, the following theorem presents

sufficient conditions such that the consensus disturbance rejec-
tion problem is solved by using the relative output information.

Theorem 1: For multiagent systems (1) with Assumption 2,
the consensus disturbance rejection problem can be solved by
the observer (8) and the controller (12) with (14) if there exist
positive definite matrices P1, P2 and constants κ, ρ > 0, such
that

AW + WAT − BBT < 0 (17)

ρP2 − cC̄T
z C̄z ≥ 0 (18)

[
P2Az + AT

z P2 − 2C̄T
z C̄z + H P2

P2 −κ−1

]

< 0 (19)

are satisfied with W = P−1
1 and H = g−1

minBT
1 B1 + σ1I, where

gmin = min{g1, g2, . . . , gN}, σ1 = κ−1gmaxg−1
mineτ σ0, σ0 =

τ‖L1‖4
Fρ4e2ατ is a positive number defined in Lemma 5.

Proof: To start the consensus analysis, we try a Lyapunov
function candidate

V0 = ηT(I ⊗ P1)η + ẽT(G ⊗ P2)ẽ. (20)

In view of (11) and (13), we have

V̇0 = ηT[I ⊗ (
ATP1 + P1A − 2P1BBTP1

)]
η

+ ẽT[G ⊗ (
AT

z P2 + P2Az
)− c

(
GL1 + LT

1 G
)⊗ C̄T

z C̄z
]
ẽ

+ 2ηT(I ⊗ P1BB1)ẽ + 2ẽT(G ⊗ P2)λ

≤ ηT[I ⊗ (
ATP1 + P1A − P1BBTP1

)]
η

+ ẽT[G ⊗ (
AT

z P2 + P2Az − 2C̄T
z C̄z + κP2P2

)+ BT
1 B1

]
ẽ

+ κ−1gmax‖λ‖2 (21)

where Lemmas 1 and 4 are used for the derivation.
Using (15) and (21), we obtain that

V̇0 ≤ ηT[I ⊗ (
ATP1 + P1A − P1BBTP1

)]
η

+ ẽT[G ⊗ (
AT

z P2 + P2Az − 2C̄T
z C̄z + κP2P2

)+ BT
1 B1

]
ẽ

+ κ−1gmaxσ0

∫ t

t−τ

ẽT(s − τ)ẽ(s − τ)ds. (22)

For the delayed term shown in (22), we consider the following
Krasovskii functional:

V1 = eτ

∫ t

t−τ

es−tẽT(s − τ)ẽ(s − τ)ds + eτ

∫ t

t−τ

ẽT(s)ẽ(s)ds.

A direct evaluation gives that

V̇1 = −eτ

∫ t

t−τ

es−tẽT(s − τ)ẽ(s − τ)ds

− ẽT(t − 2τ)ẽ(t − 2τ) + eτ ẽT ẽ

≤ −
∫ t

t−τ

ẽT(s − τ)ẽ(s − τ)ds + eτ ẽT ẽ. (23)

Let

V = V0 + κ−1gmaxσ0V1. (24)

From (22)–(24), we obtain that

V̇ ≤ ηT(I ⊗ H1)η + ẽT(G ⊗ H2)ẽ (25)

where

H1 := ATP1 + P1A − P1BBTP1 (26)

H2 := AT
z P2 + P2Az − 2CT

z Cz + κP2P2

+ g−1
minBT

1 B1 + σ1I (27)

with σ1 = g−1
mineτ κ−1gmaxσ0 being a positive number defined

in Theorem 1.
From the analysis in this section, we know that the control

law (12) stabilizes η and ẽ if H1 < 0 and H2 < 0 in (25)
are satisfied. Indeed, it is easy to see the conditions H1 < 0
and H2 < 0 are equivalent to the conditions specified in (17)
and (19). Furthermore, the condition specified in (18) is equiv-
alent to the condition (16). It implies that η and ẽ converge
to zero asymptotically. Hence, the consensus with disturbance
rejection in (2) is achieved.

Remark 3: The conditions shown in (17)–(19) can be
checked by standard LMI routines for a set of fixed values. In
particular, we suggest the following step by step algorithm.

1) Solve the LMI equation (17) for W, and then B1 =
[K, F] = [BTP1, F] is fixed with P1 = W−1.

2) Fix the value of ρ, κ to some constants ρ̃, κ̃ > 0; make
an initial guess for the values of ρ̃, κ̃ .
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3) Solve the LMI equation (19) for P2 with the fixed values;
if a feasible value of P2 cannot be found, return to step
2) and reset the values of ρ̃, κ̃ .

4) Solve the LMI equation (18) for ρ with the feasible
value of P2 obtained in step 3) and make sure that the
value of ρ is minimized.

5) If the condition ρ̃ ≥ ρ is satisfied, then (ρ̃, κ̃, W, P2) is
a feasible solution for Theorem 1; otherwise, set ρ̃ = ρ

and return to step 3).
Remark 4: As mentioned in [56], unlike low-order time-

delayed linear systems, where necessary and sufficient condi-
tions for the stability of such systems have been determined by
analyzing the positions of the roots of the characteristic equa-
tions, for high-order time-delayed linear systems (including the
multiagent case considered in this paper), only sufficient con-
ditions for the stability of such systems have been determined
through Lyapunov stability analysis. The delay bound and
closed-loop parameters are simultaneously involved in these
sufficient conditions, which are typically in the form of LMIs.
Thus, to find the upper bound of τ , we may use τ ∗ to replace
τ in (17)–(19) and solve the following optimization problem:

τ̄ = sup
P1≥0,P2≥0,κ≥0,ρ≥0

{τ ∗} s.t. (17)−(19).

V. PREDICTOR-BASED EXTENDED-STATE-OBSERVER

DESIGN FOR NONLINEAR CASE

In this section, we consider the predictor-based extended-
state-observer design for nonlinear case

⎧
⎨

⎩

ẋi = Axi + Bui(t − τu) + BFωi + f1(xi)

yi = Cxi(t − τy)

ω̇i = Sωi + f2(ωi)

(28)

where f1(·) and f2(·) are Lipschitz nonlinear functions with
Lipschitz constants γ1 and γ2, such that

{ ‖f1(x) − f1(y)‖ ≤ γ1‖x − y‖
‖f2(x) − f2(y)‖ ≤ γ2‖x − y‖. (29)

Let ξi = xi − x0. Then, we have

{
ξ̇i = Aξi + Bui(t − τu) + BFωi + f̃i(xi, x0)

ȳi = Cξi(t − τy)
(30)

where ȳi = yi − y0, f̃i(xi, x0) = f1(xi) − f1(x0).
Define a new state χi = [ξT

i , ωT
i ]T , which includes the

exosystem model. The state-space equation (30) can be rewrit-
ten in the augmented form

{
χ̇i = Aξχi + Bξ ui(t − τu) + Fi

ȳi = Cξ ξi(t − τy)
(31)

where

Aξ =
[

A BF
0 S

]

, Bξ =
[

B
0

]

,Fi =
[

f̃i(xi, x0)

f2(ωi)

]

Cξ = [
C 0

]
.

Define χ̄i = [ξ̄T
i , ω̄T

i ]T as the estimation of the augmented
state χi at time t + τu. Then, a predictor-type observer is
constructed as

˙̄χi = Aξ χ̄i + Bξ ui + F̄i

+ L
N∑

j=1

lij
(
ȳj − Cξ χ̄j(t − τ)

)
(32)

where F̄i = [0, f T
2 (ω̄i)]T , L is the observer gain matrix. The

estimation error is defined by

ēi = [ēT
ξ i, ēT

ωi]
T = χi − χ̄i(t − τu).

It follows that:

˙̄ei = Aξ ei − L
N∑

j=1

lij
(
Cξχj(t − τ) − Cξ χ̄j(t − τ − τu)

)+ F̃i

= Aξ ēi − LCξ

N∑

j=1

lijēj(t − τ) + F̃i (33)

where F̃i = Fi − F̄i(t − τu). Similar to (10), we obtain that

˙̄ei = Aξ ēi − LC̄ξ

N∑

j=1

lijēj + F̃i

+LC̄ξ

N∑

j=1

lij

∫ t

t−τ

eAξ (t−s)
[
LCξ v̄j(s − τ) + F̃j

]
ds

where v̄j = −∑N
k=1 ljkēk, C̄ξ = Cξ e−Aξ τ . Define

ē = [ēT
1 , ēT

2 , . . . , ēT
N]T , v̄ = [v̄T

1 , v̄T
2 , . . . , v̄T

N]T , and F̃ =
[F̃T

1 , F̃T
2 , . . . , F̃T

N ]T . The closed-loop system is then described
by

˙̄e = [(
I ⊗ Aξ

)− (L1 ⊗ LC̄ξ

)]
ē + λ̄ + φ (34)

where

λ̄ = (L1 ⊗ LC̄ξ

)
∫ t

t−τ

(
I ⊗ eAξ (t−s)LCz

)
v̄(s − τ)ds

φ = (L1 ⊗ LC̄ξ

)
∫ t

t−τ

(
I ⊗ eAξ (t−s)

)
F̃ds.

The controller is designed in the same way as shown in (12)

ui = −Kξ̄i − Fω̄i = −[K, F]χ̄i. (35)

Under (35), the multiagent systems (30) can be written as

ξ̇i = Aξi − BKξ̄i(t − τu) − BFω̄i(t − τu)

+ BFωi + f̃i(xi, x0)

= (A − BK)ξi + BB̄1ēi + f̃i(xi, x0)

where B̄1 = [K, F]. Let ξ = [ξT
1 , ξT

2 , . . . , ξT
N ]T and f̃ =

[f̃ T
1 , f̃ T

2 , . . . , f̃ T
N ]T . The closed-loop system is written as

ξ̇ = (I ⊗ (A − BK))ξ + (
I ⊗ BB̄1

)
ē + f̃ (xi, x0). (36)

The control and observer gains are chosen as

K = BTP̄1, L = cP̄−1
2 C̄T

ξ (37)

where P̄1 and P̄2 are positive definite matrices, c is the same
constant as defined in (14).
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For the stability analysis, first we need to establish bounds
of the extra terms φ and λ̄.

Lemma 6: For the integral terms φ and λ̄ shown in the error
dynamics (34), bounds can be established as

‖φ‖2 ≤ τ‖L1‖2
Fρ̄2eᾱτ

∫ t

t−τ

(
γ 2

1 ‖ξ‖2 + γ 2
2 ‖ēω‖2

)
ds

‖λ̄‖2 ≤ τ‖L1‖4
Fρ̄4e2ᾱτ

∫ t

t−τ

ēT(s − τ)ē(s − τ)ds

where ᾱ is a positive number such that ᾱ ≥ λmax(AT
ξ + Aξ ),

and ρ̄ is a positive number such that

ρ̄2I ≥ c2C̄T
z C̄zP̄

−1
2 P̄−1

2 C̄T
z C̄z. (38)

Proof: See Appendix B.
Theorem 2: For nonlinear multiagent systems (28), the con-

sensus disturbance rejection problem can be solved by the
observer (32) and the controller (35) if there exists positive
definite matrices P̄1, P̄2 and constants κ1, κ2, κ3, ρ > 0, such
that

[
AW̄ + W̄AT − BBT + κ1I W̄

W̄ −γ̃ −1

]

< 0 (39)

ρ̄P̄2 − cC̄T
ξ C̄ξ ≥ 0 (40)

[
AT

ξ P̄2 + P̄2Aξ − 2CT
ξ Cξ + H̄ P̄2

P̄2 − 1
κ2+κ3

]

< 0 (41)

are satisfied with W̄ = P̄−1
1 and

γ̃1 =
(
κ−1

1 + γ̄1

)
γ 2

1

H̄ = g−1
minB̄T

1 B̄1 + σ̄ I + g−1
minγ̄2D̄

where γ̄1 = κ−1
2 gmaxτ‖L1‖2

Fρ̄2eᾱτ γ 2
1 , γ̄2 =

κ−1
2 gmaxτ‖L1‖2

Fρ̄2eᾱτ γ 2
2 , σ̄ = eτ κ−1

3 gmaxτ‖L1‖4
Fρ̄4e2ᾱτ ,

D̄ = [0n×n 0n×s; 0s×n Is×s].
Proof: To start the consensus analysis, we try a Lyapunov

function candidate

V̄0 = ξT(I ⊗ P̄1
)
ξ + ēT(G ⊗ P̄2

)
ē. (42)

In view of (11) and (13), we have

˙̄V0 = ξT[I ⊗ (
ATP̄1 + P̄1A − 2P̄1BBTP̄1

)]
ξ

+ ēT
[
G ⊗

(
AT

ξ P̄2 + P̄2Aξ

)
− c

(
GL1 + LT

1 G
)

× ⊗ C̄T
ξ C̄ξ

]
ē + 2ξT(I ⊗ P̄1BB̄1

)
ē

+ 2ēT(G ⊗ P̄2
)
λ̄ + 2ξT(I ⊗ P̄1

)
f̃ (xi, x0)

+ 2ēT(G ⊗ P̄2
)
φ

≤ ξT
[
I ⊗

(
ATP̄1 − P̄1BBTP̄1 + κ−1

1 γ 2
1 I

+ κ1P̄1P̄1 + P̄1A
)]

ξ

+ ēT
[
G ⊗

(
AT

ξ P̄2 + P̄2Aξ + (κ2 + κ3)P̄2P̄2

− 2C̄T
ξ C̄ξ

)
+ B̄T

1 B̄1

]
ē

+ κ−1
2 gmax‖φ‖2 + κ−1

3 gmax‖λ̄‖2

≤ ξT
[
I ⊗

(
ATP̄1 − P̄1BBTP̄1 + κ−1

1 γ 2
1 I

+ κ1P̄1P̄1 + P̄1A
)]

ξ

+ ēT
[
G ⊗

(
AT

ξ P̄2 + P̄2Aξ + (κ2 + κ3)P̄2P̄2

− 2C̄T
ξ C̄ξ

)
+ B̄T

1 B̄1

]
ē

+ κ−1
2 gmaxτ‖L1‖2

Fρ̄2eᾱτ

∫ t

t−τ

(
γ 2

1 ‖ξ‖2 + γ 2
2 ‖ēω‖2

)
ds

+ κ−1
3 gmaxτ‖L1‖4

Fρ̄4e2ᾱτ

∫ t

t−τ

ēT(s − τ)ē(s − τ)ds

where Lemmas 1, 4, 6, and (29) are used for the derivation.
For the integral terms, we consider the following Krasovskii

functionals:

V̄1 = γ̄1

∫ t

t−τ

ξT(s)ξ(s)ds + γ̄2

∫ t

t−τ

ēT
ω(s)ēω(s)ds

V̄2 = eτ

∫ t

t−τ

ēs−teT(s − τ)ē(s − τ)ds + eτ

∫ t

t−τ

ēT(s)ē(s)ds

where γ̄1 = κ−1
2 gmaxτ‖L1‖2

Fρ̄2eᾱτ γ 2
1 and γ̄2 =

κ−1
2 gmaxτ‖L1‖2

Fρ̄2eᾱτ γ 2
2 are defined in Theorem 2.

Let

V = V̄0 + V̄1 + κ−1
3 gmaxτ‖L1‖4

Fρ̄4e2ᾱτ V̄2. (43)

A direct evaluation gives that

V̇ ≤ ξT(I ⊗ H̄1
)
ξ + ēT(G ⊗ H̄2

)
ē (44)

where

H̄1 := ATP̄1 + P̄1A − P̄1BBTP̄1 + κ1P̄1P̄1 + γ̃1I (45)

H̄2 := AT
ξ P̄2 + P̄2Aξ + (κ2 + κ3)P̄2P̄2 − 2CT

ξ Cξ

+ g−1
minB̄T

1 B̄1 + σ̄ I + g−1
minγ̄2D̄. (46)

where γ̃1 = (κ−1
1 + γ̄1)γ

2
1 , σ̄ = eτ κ−1

3 gmaxτ‖L1‖4
Fρ̄4e2ᾱτ , and

D̄ = [0n×n 0n×s; 0s×n Is×s] are defined in Theorem 2.
Following the same analysis in Section IV, the conditions

H̄1 < 0 and H̄2 < 0 are equivalent to the conditions speci-
fied in (39)–(41) which implies that ξ and ē converge to zero
asymptotically. Hence, the nonlinear consensus disturbance
rejection is achieved.

Remark 5: Since the values of τ, γ1, and γ2 are fixed and
they are not the decision variables of the LMIs, a feasible
solution may not exist if these values are too large. To avoid
this problem, a set of free parameters κ1, κ2, and κ3 are intro-
duced to provide more design degrees of freedom. In addition,
if the delay τ is too large to find a feasible solution, an alter-
native way is to design a series of coupled predictors, each of
which is responsible for prediction of one small portion of the
delay [36].

Remark 6: In this paper, we consider the known network
connection case. The global information Laplacian matrix L1
can be derived from the information flow among agents. It
is adopted for the convenience of presentation of the pro-
posed design. For delay-free multiagent systems, there are
some results on fully distributed case, in which the controllers
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10 2

3 4

Fig. 1. Communication topology.

are designed without use of any global information (see [14],
[16], [25], [46], for instance). How to extend the analysis pre-
sented in this paper to the fully distributed case is still an open
problem and will be a topic of our future research.

VI. NUMERICAL EXAMPLE

In this section, an example is used to demonstrate the
potential applications of the proposed approach. Suppose a net-
work of five unmanned aerial vehicles (UAVs) are subject to
the connection topology specified by the following adjacency
matrix:

A =

⎡

⎢
⎢
⎢
⎢
⎣

0 0 0 0 0
1 0 1 0 0
0 0 0 0 1
0 1 0 0 0
0 0 0 1 0

⎤

⎥
⎥
⎥
⎥
⎦

.

Note that the first row all are zeros, as the agent indexed by
0 is chosen as the leader. The communication graph in Fig. 1
shows that only the follower indexed by 1 can get access to
the leader and the communication topology contains a directed
spanning tree. The dynamics of the ith agent are described
by (28), with

ẋi =
[

xi1
xi2

]

, A =
[

0 −1
1 0

]

, B =
[

1 0.5
0.5 1

]

C = [
1 0

]
, f1(xi) = β1

[
sin(xi1) sin(xi2)

]
.

This practical dynamical model of UAV is given in [57]. In
this scenario, it is supposed that only the output information is
available. Our task in this example is to reject harmonic dis-
turbances in the input channel which generated by a nonlinear
external disturbance model (28) with

ω̇i =
[

ωi1
ωi2

]

, S =
[

0 −0.1
0.1 0

]

, F =
[

1 0
0 1

]

f2 = β2
[
(|ωi1 + 1| − |ωi1 − 1|) 0

]

which represents an external periodic disturbance with known
frequency but without any information of its magnitude and
phase. The input delay τu = 0.05 s, the output delay τy =
0.05 s, and the Lipschitz constants are γ1 = β1 = 0.03 and
γ2 = 2β2 = 0.04. It can be checked that both Assumptions 1
and 2 are satisfied.

The Laplacian matrix L1 associated with A is

L1 =

⎡

⎢
⎢
⎣

2 −1 0 0
0 1 0 −1

−1 0 1 0
0 0 −1 1

⎤

⎥
⎥
⎦.

Fig. 2. States trajectories of the five agents.

Fig. 3. Control inputs of the four followers.

Following the result shown in Lemma 1, we obtain that
G = diag{4, 5, 7, 6} and ρ0 = 1.7995. With gmax = 7 and
2gmax/ρ0 = 7.7799, we set c = 8 in (37).

The initial states of agents are chosen randomly within
[0, 5], and u(θ) = [0, 0]T , ∀θ ∈ [−τu, 0], χ̄(θ) =
[0, 0]T , ∀θ ∈ [−τ, 0]. With ρ̄ = 0.2, κ1 = κ2 = κ3 = 0.1,
a feasible solution of the observer gain L is found to be
[ 0.8406 −0.2526 −0.1067 −0.2220 ], and a feedback
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Fig. 4. Relative output error of the four followers.

Fig. 5. Estimation errors of the predictor-based state observers.

gain K is found to be

K =
[

0.0364 0.0188
0.0182 0.0376

]

.

Simulation study has been carried out with different dis-
turbances for agents. Fig. 2 shows the simulation results for
the trajectories of the states. The control input and the rel-
ative output errors, Yi = ∑N

j=0 aij(yi − yj), i = 1, 2, 3, 4,
are shown in Figs. 3 and 4. The state and the disturbance
observation errors are shown in Figs. 5 and 6. From the
results shown in these figures, it can be seen clearly that
all the five agents reach consensus although they are under
different disturbances. Therefore, the conditions specified in
this paper are sufficient to guarantee the consensus distur-
bance rejection. Furthermore, compared to our previous results
in [32], [33], and [48], the observer-based predictor controllers
designed in this paper have some good points. The first point
is that the consensus disturbance rejection can be achieved via
only relative output information. The second point is that this
method not only can deal with input delay but also can deal
with output delay and nonlinear disturbances. Finally, the pro-
posed observer-based predictor controllers are easier and safer
to implement.

VII. CONCLUSION

This paper has investigated the observer-based output feed-
back consensus problem for multiagent systems subject to
external disturbance and delays in input and output. Novel
predictor-based ESOs are designed, and the delays and dis-
turbances can be compensated efficiently with the proposed

Fig. 6. Estimation errors of the disturbance observers.

controllers. In particular, the observers and the state predic-
tors do not contain any integral term of the past control input,
which greatly reduces the computation burden and improves
the practical implementation. Consensus analysis is put into
the framework of Lyapunov–Krasovskii functionals and suf-
ficient conditions are derived to guarantee that the consensus
errors converge to zero asymptotically. The results have been
also extended to nonlinear multiagent systems with nonlin-
ear disturbances. Simulation results show the validity of the
proposed method and design.

APPENDIX A
PROOF OF LEMMA 5

Let λ = [λT
1 , λT

2 , . . . , λT
N]T . From (11), we have

λi = LC̄z

N∑

j=1

lij

∫ t

t−τ

eAz(t−s)LCzvj(s − τ)ds

= −LC̄z

N∑

j=1

lij

∫ t

t−τ

eAz(t−s)LCz

N∑

k=1

ljkẽk(s − τ)ds.

We define

θk = −LC̄z

∫ t

t−τ

eAz(t−s)LCzẽk(s − τ)ds.

Then, we obtain that

λi =
N∑

j=1

lij

N∑

k=1

ljkθk.

Let θ = [θT
1 , θT

2 , . . . , θT
N ]T . It then follows that:

‖λi‖ ≤
N∑

j=1

∣
∣lij
∣
∣

N∑

k=1

∣
∣ljk
∣
∣‖θk‖ ≤ ‖li‖‖L1‖F‖θ‖

where li denotes the ith row of L1. Therefore, we have

‖λ‖2 =
N∑

i=1

‖λi‖2 ≤
N∑

i=1

‖li‖2‖L1‖2
F‖θ‖2 = ‖L1‖4

F‖θ‖2.
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Next, we need to deal with ‖θ‖2. By Lemma 2, we have

‖θi‖2 = c2
∫ t

t−τ

ẽT
i (s − τ)CT

z LTeAT
z (t−s)dsC̄T

z C̄zP
−1
2

× P−1
2 C̄T

z C̄z

∫ t

t−τ

eAz(t−s)LCzẽi(s − τ)ds

≤ τρ2
∫ t

t−τ

ẽT
i (s − τ)CT

z LTeAT
z (t−s)

× eAz(t−s)LCzẽi(s − τ)ds.

In view of Lemma 3 with P = I, α ≥ λmax(AT
z + Az), we

have eAT
z teAzt ≤ eαtI, and

‖θi‖2 ≤ τρ2c2
∫ t

t−τ

eα(t−s)ẽT
i (s − τ)eAT

z τ C̄T
z C̄zP

−1
2

× P−1
2 C̄T

z C̄ze
Azτ ẽi(s − τ)ds

≤ τρ4e2ατ

∫ t

t−τ

ẽT
i (s − τ)ẽi(s − τ)ds.

Then, ‖θ‖2 can be bounded as

‖θ‖2 =
N∑

i=1

‖θi‖2 ≤ τρ4e2ατ

∫ t

t−τ

ẽT(s − τ)ẽ(s − τ)ds.

Finally, we have

‖λ‖2 ≤ τ‖L1‖4
Fρ4e2ατ

∫ t

t−τ

ẽT(s − τ)ẽ(s − τ)ds.

This completes the proof.

APPENDIX B
PROOF OF LEMMA 6

Define φ = [φT
1 , φT

2 , . . . , φT
N]T . From (34), we have

φi = LC̄ξ

N∑

j=1

lij

∫ t

t−τ

eAξ (t−s)F̃jds =
N∑

j=1

lijφ̃j

where φ̃j = LC̄ξ

∫ t
t−τ

eAξ (t−s)F̃jds. Let φ̃ =
[φ̃T

1 , φ̃T
2 , . . . , φ̃T

N]T . Then, we have

‖φi‖ ≤
N∑

j=1

∣
∣lij
∣
∣
∥
∥
∥φ̃j

∥
∥
∥ ≤ ‖li‖

∥
∥
∥φ̃

∥
∥
∥

and

‖φ‖2 =
N∑

i=1

‖φi‖2 ≤
N∑

i=1

‖li‖2
∥
∥
∥φ̃

∥
∥
∥

2 ≤ ‖L1‖2
F

∥
∥
∥φ̃

∥
∥
∥

2
.

Next, we need to deal with ‖φ̃‖2. By Lemmas 2 and 3, we
have

∥
∥
∥φ̃i

∥
∥
∥

2 =
∫ t

t−τ

F̃T
i eAT

ξ (t−s)dsC̄T
ξ LTLC̄ξ

∫ t

t−τ

eAξ (t−s)F̃ids

≤ τ ρ̄2
∫ t

t−τ

F̃T
i e

(
AT

ξ +Aξ

)
(t−s)F̃ids

≤ τ ρ̄2eᾱτ

∫ t

t−τ

∥
∥
∥F̃i

∥
∥
∥

2
ds

≤ τ ρ̄2eᾱτ

∫ t

t−τ

(
γ 2

1 ‖ξi‖2 + γ 2
2 ‖ēωi‖2

)
ds.

Then, ‖φ̃‖2 can be bounded as

∥
∥
∥φ̃

∥
∥
∥

2 =
N∑

i=1

∥
∥
∥φ̃i

∥
∥
∥

2 ≤ τ ρ̄2eᾱτ

∫ t

t−τ

(
γ 2

1 ‖ξ‖2 + γ 2
2 ‖ēω‖2

)
ds.

Therefore, we have

‖φ‖2 ≤ τ‖L1‖2
Fρ̄2eᾱτ

∫ t

t−τ

(
γ 2

1 ‖ξ‖2 + γ 2
2 ‖ēω‖2

)
ds.

This completes the proof. The proof of λ̄ is similar to that of
λ and hence omitted.
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