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Dongning Liu, Member, IEEE, Yunyi Yuan, Haibin Zhu, Senior Member, IEEE,
Shaohua Teng, and Changqin Huang, Member, IEEE

Abstract—Role assignment is a critical element in the
role-based collaboration process. There are many factors to con-
sider when decision makers undertake this task. Such factors
include a decision maker’s preferences and the team’s perfor-
mance. This paper proposes a series of methods, relative to these
factors, to solve the group role assignment with balance problem
through an association with the one clause at a time approach
that is a well-accepted and logic-based association rule mining
method. The proposed methods are verified by simulation exper-
iments. The experimental results present the practicability of the
proposed solutions. Using the proposed methods, decision mak-
ers need only to establish coarse-grain preferences. The fine-grain
preferences can be mined. Furthermore, a balance is obtained
between the fine-grain preferences and the team’s performance.

Index Terms—Assignment, group role assignment (GRA),
one clause at a time approach (OCAT), preference, role-based
collaboration (RBC), team performance.

I. INTRODUCTION

ROLE assignment has been revealed as a complex pro-
cess throughout the life cycle of role-based collabora-

tion (RBC) [1], i.e., agent evaluation, role assignment, role
playing, and role transfer. Group role assignment (GRA) seeks
an optimal role-to-agent assignment based on the results of
agent evaluations [2] and greatly affects collaboration effi-
ciency and the degree of satisfaction of members involved in
RBC.

RBC is a very different topic compared with role-based
access control (RBAC) [3]–[5] that is a well-known approach
to conduct system protections. The specifications of roles
in RBC are also different from those in RBAC. Previous
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work in RBC has clarified the differences between RBAC and
RBC [1], [6]. In short words, RBC utilizes roles as fundamen-
tal mechanisms to facilitate collaboration but RBAC access
control. Roles in RBC specify both rights and responsibilities
but those in RBAC emphasize rights [1], [6].

GRA is itself a complex problem where the exhaustive
search algorithm has an exponential increase in complexity.
In our previous work, an efficient algorithm was developed
by using the Hungarian algorithm (also called Kuhn–Munkres
algorithm [7], [8]) [9]. That means GRA becomes a straight-
forward process, which is devoted to finding the maximum
team performance.

Note that in addition to individual agent role perfor-
mance, there are other factors such as preferences that
determine whether roles are performed effectively by agents.
Psychologically, preferences could be considered as an indi-
vidual’s attitude toward a set of objects. Such an atti-
tude is typically reflected in an explicit decision-making
process [5], [10]. Alternatively, one could interpret the term
preferences to mean the judgment of a decision maker in the
sense of liking or disliking an agent [11], [12]. Preferences
may also express those factors that are highly intelligent and
difficult to state. For example, in a battlefield, the prefer-
ences of the commander is more important than the objective
evaluations of soldiers and groups of soldiers. Therefore,
in role assignment, we need to consider not only the team
performance but also the preferences of decision makers.

However, in the real-world, preferences and performances
are often in conflict. For example, in a company, manager
A may prefer staff member B, but if A considers objective
evaluations, staff member C may be more competitive. How
should manager A choose one from B and C? If there are teams
involved and many tasks to undertake, the manager’s decision
making is far more difficult. Moreover, how does a supervisor
present his/her preferences? If these preferences are coarse-
grained, how does an analyst refine and balance them with
team performance?

Although there are many investigations of assignment prob-
lems in different applications [13]–[17], we still require an
assignment solution that effectively balances preferences with
team performance. Therefore, the GRA with balance (GRAB)
problem is formed. The primary objective of this paper is
to provide a series of practical solutions to the GRAB prob-
lem. Although such problems arise in the research of RBC,
they are also important and challenging in the domains of
administration, production, and engineering.
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The contributions of this paper include: 1) the concise for-
malization of the GRAB problem; 2) a fundamental approach
to solving the GRAB problem by providing a feasible
solution; and 3) a series of improvements to the fundamen-
tal approach by combining with the one clause at a time
approach (OCAT) [43], which is an iterative, and logic-based
association rule mining method.

The proposed methods require a decision maker to estab-
lish only coarse-grain preferences. The fine-grain preferences
will be mined, and then the balance between the performance
and the fine-grain preferences is established by using a GRAB
solution. For example, if a manager expresses his/her coarse-
grain preferences as like and dislike, our proposed method can
conduct GRA with fine-grain preferences, or Likert-scale pref-
erences, i.e., strongly like, like, neutral, dislike, and strongly
dislike.

This paper is organized as follows. Related work is dis-
cussed in Section II. It describes a real-world scenario related
to the proposed problem in Section III and formally specifies
the GRAB problem with the revised environments—classes,
agents, roles, groups, and objects (E-CARGO) model in
Section IV. Section V presents the fundamental solution and
Section VI explains how preferences can be mined and refined
by OCAT. After that, Section VII proposes two methods to
improve the fundamental solution by combining with OCAT to
solve the GRAB problem. Section VIII is used to supplement
Section VII and deals with the negative association preference
set while the former processes the positive set. Section IX
illustrates experiments and analyzes their results. This paper
concludes and points out future works in Section X.

II. RELATED WORK

Preference research is an important and challenging topic
in decision theory, operation research, computer science, eco-
nomics, etc. [19]–[23]. Currently, such research is more
popular than ever. As for human’s behavior or performance,
preference research can be divided into two aspects.

1) Preference and personal behavior, such as recom-
mendations, retrieval, social network, and customer
classification [24], [25].

2) Preference and team performance. In this paper, we
mainly focus on the latter.

In the research of preferences and team performance,
Salterio [26] showed that managers respond to their own
incentives and preferences when subjectively evaluating per-
formance. He indicated that performance evaluation biases
affect not only current performance ratings, but also future
employee incentives. Mohammadi et al. [27] proposed a met-
ric for evaluating the performance of user preferences based on
evolutionary multiobjective algorithms by defining a preferred
region. Olaverri-Monreal et al. [28] investigated whether
drivers would like to have additional in-vehicle information
that can be also found in other mobile environments. They
also studied the driving performance with the preferred loca-
tions for in-vehicle information. Zeydan et al. [29] considered
both qualitative and quantitative variables in evaluating per-
formances for selection of suppliers based on efficiency and

effectiveness in one of the biggest car manufacturing factory
in Turkey. Melville et al. [30] revealed that studies examining
the association between information technology and organi-
zational performance are divergent in how they conceptualize
key constructs and their interrelationships.

Because preferences and performances have different mea-
surements, many researches always deal with task assignments
as a multiobjective problem [18], [31]–[33]. However, in this
paper, based on the introduction of roles, RBC and GRA,
via normalization, we use methods of dynamic preference
weights of agents, such that, we can consider both preferences
and performance intuitively. This is in favor of finding the
balance points between preferences and performance. Simply,
existing methods for solving role assignment problems cannot
be used in dealing with the proposed GRAB problem.

As regards to role assignment, some related research
work focuses on role assignment for agents in multiagent
systems [34], [35] or nodes in networked systems [36].
Bhardwaj and Chandrakasan [36] presented a real-world
application that requires role assignment. Dastani et al. [34]
presented research on the determination of conditions under
which an agent can perform a role. Durfee et al. [37] pro-
posed a new formulation of the team formation by modeling
the assignment and scheduling of expert teams as a hybrid
scheduling problem. Shen et al. [38] proposed a multicri-
teria assessment model capable of evaluating the suitability
of individual workers for a specified task according to their
capabilities, social relationships, and existing tasks. We
formally identified a group of problems in role assignment.
We propose a formal provision of taxonomy for collective
GRA and an indication of the complexities arising from this
type of problem through simulations and experiments. Based
on these, we successively deal with role transfer, adaptive,
conflicts problem [1], [2], [9], [39]–[41], etc.

The aforementioned research indicates a strong need to fun-
damentally investigate role assignments to balance between
preferences and performance.

III. REAL-WORLD SCENARIO

Company X hopes to release a new product. Ann, the Chief
Executive Officer, asks Bob, the Human Resources (HR) offi-
cer, to organize a team of employees for the project. Bob drafts
a team position list (Table I) and a candidate staff shortlist
shown as column 1 in Table II. Then, Bob initiates an evalu-
ation process by asking branch officers to evaluate employees
for each possible position (Table II). As a routine policy, the
new team leader’s preferences are considered in the evalu-
ation of team members. Therefore, Bob requests Chris, the
Product Manager and Team Leader, to offer her preferences
in the recruiting process. To avoid personal conflict with team
members, Chris avoids providing a list of names. Instead,
she offers a list of preferences for staff properties (Table III).
Chris’ demand is reasonable because the nonobjective factors,
such as gender, experiences and personalities of team members
affect the quality of the work. Based on Chris’ preferences,
Bob creates Table IV based on staff’s properties and Table III.
Now he obtains the preferred staff list (the rightmost column
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TABLE I
REQUIRED POSITIONS

TABLE II
CANDIDATES AND POSITION EVALUATIONS

of Table IV). He must assign the most qualified candidates
to jobs to maximize the team performance while satisfying
Chris’ preferences.

The challenge to Bob is that there are not enough positively
preferred staff members to fulfill the required positions. On
the other hand, as a qualified HR officer, Bob knows that he
must consider a balance between overall team performance
and Chris’ preferences.

Bob thinks that he can lower the performance scores of
Chris’ negatively preferred staff appropriately. If so, there will
be an impact on the opportunities for staff to be chosen.
Therefore, Bob sets the weight of Chris’ negative prefer-
ences to 0.5 and the weight for positive preferences to 1.
Performance scores in Table II would therefore be adjusted,
i.e., if one’s score for a position is 0.9, then the score is
0.9×0.5 = 0.45 if she/he is in the negative preference list. Note
if she/he is in the positive preference list, the score remains
0.9. This can lower the chances of negatively preferred staff
to be chosen based on Chris’ preferences.

If Bob wants to choose staff according to the newly updated
performance score list, he still needs to consider those who are
not in Chris’ preference list, such as Ashley, Jojo, Richard, etc.

TABLE III
CHRIS’ PREFERENCES OF STAFF’S PROPERTIES. (a) POSITIVE

PREFERENCE. (b) NEGATIVE PREFERENCE

(a)

(b)

TABLE IV
STAFF’S PROPERTIES AND PREFERENCES AFFILIATION

What weight should be assigned in this situation? If this
weight is too big, it will reduce chances of positively preferred
staff. On the other hand, if the weight is too small, positively
preferred staff with low-performance scores may be chosen.
As a result, the overall team performance is lowered.

In consideration of the above situations, Bob suggests that
a satisfactory solution, in light of such a challenge, may
require a significant amount of time. Fortunately, Ann, as
an experienced administrator, understands the complexity of
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the problem and does not demand an unreasonable response
timeframe.

From the above scenario, Ann and Bob follow the ini-
tial steps of RBC and Bob encounters a variation of
the GRA problem that considers both preferences and
performance [1], [2], [9], [39]–[41]. However, according to
GRA the algorithm, the final optimized solution, is shown as
the bold numbers in Table II, i.e., a tuple set as: {[Ashley,
{Channel}], [Ava, {Sales}], [Bill, {Channel}], [Eley, {E-
Business}], [Fide, {Ad}], [Jojo, {Ad}], [Lily, {Logistics}],
[Mark, {Sales}], [Oliver, {E-Business}], [Peter, {Client
Service}], [Tutu, {Ad}], [Winfred, {Logistics}], [Xanthus,
{Logistics}], [Yeal, {Sales}], and [Zero, {Client Service}].
The total sum of the assigned evaluation values is 14.48. Note
that it only considers the team performance. Members from
Chris’ negative preference list such as Eley, Mark, Peter, Tutu,
and Zero are assigned jobs. It is obvious that the result cannot
satisfy Chris’ demands. What should Bob do? This scenario
clearly demonstrates the significance of the proposed prob-
lem. It indicates that the challenge of how to balance the
team leader’s preferences with overall team performance is
not trivial.

IV. PROBLEM FORMALIZATIONS WITH

THE EXTENDED E-CARGO MODEL

With the E-CARGO model [1], [2], [9], [39]–[41], a sys-
tem � can be described as a nine-tuple � ::= <

C , O, A, M , R , E , G , s0, H >, where C is a set of classes,
O is a set of objects, A is a set of agents, M is a set of mes-
sages, R is a set of roles, E is a set of environments, G is
a set of groups, s0 is the initial state of the system, and H
is a set of users. In such a system, A and H , E and G are
tightly coupled sets. A human user and his/her agent perform
a role together. Every group should work in an environment.
An environment regulates a group.

In discussing role assignment problems
[1], [2], [9], [39]–[41], environments and groups are sim-
plified into vectors and matrices, respectively. Furthermore,
we use non-negative integers m(=|A |, where |A | is the
cardinality of set A) to express the size of the agent set
A, n(=|R |) the size of the role set R , i0, i1, i2, . . . the indices
of agents, and j0, j1, j2, . . . the indices of roles. Note: we use
N to denote the set of non-negative integers.

Definition 1 [Property Set (�)]: A property set � is
a set of properties defined as an object that is identified by
p0, p1, . . . , pl−1, where l = |�|.

Note that in the above scenario, � = {“Gender,”
“Department,” “Experience”}.

Definition 2 (Role): A role [1], [2], [9], [39]–[41] is defined
as r ::= < id,�>, where id is the identification of r and �
is the set of requirements of properties for agents to play r.

Definition 3 (Agent): An agent [1], [2], [9], [39]–[41] is
defined as a ::= < id, Q >, where id is the identification of
a; Q is the set of a’s values corresponding to the properties
required in the group.

For example, Agent Ashley = <“Ashley,” {F, Marketing,
<1 year’s experience}>.

Definition 4: A role range vector L [1], [2], [9], [39]–[41]
is a vector of the lower bound of the ranges of roles in
environment e of group g .

Definition 5: A qualification matrix Q [9], [39], [40] is an
m×n matrix, where Q[i, j] ∈ [0, 1] expresses the qualification
value of agent i ∈ N (0 ≤ i < m) for role j ∈ N (0 ≤ j < n).

Q[i, j] = 0 indicates the lowest value and 1 the highest.
Note that, a Q matrix can be obtained by comparing all the

Q s of agents with all the �s of roles [9].
Definition 6: A role assignment matrix T [1], [2],

[9], [39]–[41] is defined as an m×n matrix, where T[i, j]∈{0,1}
(0 ≤ i < m, 0 ≤ j < n) indicates whether agent i is assigned
to role j or not. T[i, j] = 1 means yes and 0 no.

Definition 7: The group performance σ [9], [39], [40]
of group g is defined as the sum of the assigned agents’
qualifications, that is

σ =
m−1∑

i=0

n−1∑

j=0

Q[i, j] × T[i, j].

Definition 8: Role j is workable [9], [39], [40] in group g if
it has been assigned enough agents, i.e.,

∑m−1
i=0 T[i, j] ≥ L[j].

Definition 9: T is workable [9], [39], [40] if each role j is
workable, i.e.,

∑m−1
i=0 T[i, j] ≥ L[j] (0 ≤ j < n). Group g is

workable if T is workable.
From the above definitions, a group can be expressed by

a Q, L, and T.
Definition 10: GRA [9], [39], [40] is to find a workable T to

max σ =
m−1∑

i=0

n−1∑

j=0

Q[i, j] × T[i, j]

subject to T[i, j] ∈ {0, 1} (0 ≤ i < m, 0 ≤ j < n) (1)
m−1∑

i=0

T[i, j] = L[j] (0 ≤ j < n) (2)

n−1∑

j=0

T[i, j] ≤ 1 (0 ≤ i < m) (3)

where expression (1) is a 0-1 constraint; (2) makes the group
workable; and (3) means that each agent can only be assigned
to one role.

For example, the case in Table II works with vector L =
[3, 2, 2, 3, 2, 3] (Table I). The sum of the assigned values is
14.48. The qualification matrix and the assignment matrix for
Table II can be found in Fig. 14 of the Appendix.

Note GRA does not consider preferences. From the sce-
nario discussed in Section III, we need to consider preference
weights in revising the qualification matrix then making agent
assignments accordingly. This new requirement imposes the
introduction of new definitions.

Definition 11: A property preference list I is defined as
a list of instances of the property set and is identified by e0,
e1, . . . , eq−1, where q = | I |.

We use I + and I − to express positive and negative prefer-
ence lists, respectively. For the scenario in Section III, Chris’
positive preference list in Table III is a property preference list,
i.e., I + = {[F, Marketing, >5 years’ experience], [F, Sales,



1804 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 48, NO. 6, JUNE 2018

Fig. 1. Classification of preferences of agents.

<1 year’s experience], [M, Marketing, >5 years’ experience],
[M, Sales, 1–3 years’ experience]}.

Definition 12: A preference vector Pa is an m vector, where
Pa[i]∈(0, 1], i∈ N (0 ≤ i<m), which indicates the preference
weights of agents according to the agents’ property preference
list I .

Note that we use λ to denote a positive preference weight, θ

a negative one, and β a weight that is neither positive nor nega-
tive, called middle preference weight (such as Ashley, Ava, etc.
in Table IV), which is shown in Fig. 1. Therefore, Pa[i]∈{λ,
β, θ}(λ>β>θ ).

Fig. 1 is corresponding to Table IV. Note that, Pa can be
obtained by comparing I with each agent’s property value set
Q . For the scenario in Section III, Pa = [β, β, λ, θ , λ, λ, λ,
λ, θ , β, θ , β, β, β, β, β, θ , β, β, θ , β, β, β, θ , θ , β, β, β, θ ,
θ ], i.e., if agent i’s Q matches the positive I , then Pa[i] =
λ; if negative Pa[i] = θ ; and otherwise Pa[i] = β.

Definition 13: An preferred qualification matrix Qp is an
m×n matrix, where Qp[i, j] = Q[i, j]×Pa[i] ∈ [0, 1] expresses
the preferred qualification value of agent i∈ N (0 ≤ i < m)
for role j∈ N (0 ≤ j < n). Qp[i, j] = 0 indicates the lowest
value and 1 the highest.

Definition 14: The preferred group performance σp of group
g is defined as the sum of the assigned agents’ preferred
qualifications, that is

σp =
m−1∑

i=0

n−1∑

j=0

Qp[i, j] × T[i, j].

With the brief introduction, if vector Pa is given, we can
formalize the proposed problem with a very concise way as
presented in Definition 15.

Definition 15: GRAB is to find a workable T to

maxσp =
m−1∑

i=0

n−1∑

j=0

Qp[i, j] × T[i, j]

subject to (1)−(3).

With such a T, the group performance is represented as
σp. Note that σp is not the maximum for Q, because T is
determined through consideration of preferences.

The GRAB problem is in fact a special GRA problem
that considers the balance between preferences and perfor-
mance, i.e., the Q matrix in GRA is changed into a new
matrix Qp.

V. SOLUTION 1: THE FUNDAMENTAL SOLUTION

Given a tuple <λ, β, θ> (λ>β>θ ), via RBC and the
E-CARGO model, one can find the maximum σ p via the GRA
algorithm [9]. However, as shown in Section III, the difficulty
is how to find a method that can compute the appropriate Pa

and then balance the preferences with performance. Therefore,
we put forward the fundamental solution to find an available
set of <λ, β, θ> to solve the problem.

To compute preferences, it is common to use the average
value of the chosen agents, such as

Pavg =
∑m−1

i=0
∑n−1

j=0 Pa[i] × T[i, j]
∑n−1

j=0 L[j]
∈ (0, 1)

where (0, 1) means all the real numbers between 0 and 1
exclusively.

Note that we use λ>β>θ as the prerequisite for the values
of Pa. If λ = β = θ = 1, the Pavg and σ are maximum, too.
This is transformed to the GRA problem, which is a special
case of the GRAB problem. Because the GRA solution cannot
reflect conflicts between preferences and performance, there
are no difference among positive, negative, and middle pref-
erences. Therefore, we define a gradient value to distinguish
them at first, and then display the variation of σ accompanied
with the variations of λ, β, and θ .

Definition 16: A preference gradient Pg is a positive
decimal, where if Pa[i]∈{λ, β, θ}(λ>β>θ , 0 ≤ i<m), then

Pg =
∑

λ Agent + 2−1 ∑
β Agent + 2−2 ∑

θ Agent
∑n−1

j=0 L[j]
∈ (0, 1).

∑
λ Agent indicates the total number of agents chosen in T

with positive preferences,
∑

β Agent that with middle ones,
and

∑
θ Agent that with negative ones, respectively.

With respect to the gradient equation, we use the split-
half method to deal with preferences. The split-half method is
intuitive and common in computational algorithms [15].

Without loss of generality, there might be another variable
preference value for a set of agents, i.e., α, where θ<β<α<λ

(in Sections VI and VIII, we use an example to explain why
and when α is introduced), then the preference gradient Pg is
changed to be

Pg =
∑

λ Agent + 2−1 ∑
α Agent + 2−2 ∑

β Agent + 2−3 ∑
θ Agent

∑n−1
j=0 L[j]

∈ (0, 1).

It is obvious that the bigger λ is and the smaller β and θ

are, the bigger Pg is. In the meantime, σ is becoming smaller,
because agents with higher preferences but lower qualifications
have better chances of being chosen while agents with lower
preferences but higher qualifications have fewer.

In most cases, positive and negative preference values can
be manually acquired. Without loss of generality, we might
set λ = 1 and θ = 0.5, i.e., positive preference values are
not changed but negative ones are reduced by half. Now, the
kernel of the solution is finding the value of β and how to
balance preferences with performance via β.

In this situation, for every given β, we can compute every
Pg, T, σ p, and σ . Because λ>β>θ , we can set the value of
β via sampling. For example, let β and θ be initialized as 0.5
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Fig. 2. Result of solution 1.

and increase β with a step of 0.01, such that we can get a list
of βs and other values as functions of β, such as Pg(β), T(β),
σ p(β), and σ (β).

On the other hand, Pg and σ have different measurements.
In order to balance them, we must normalize them to the same
scale, such as the percentage of the maximum Pg and σ .

Definition 17: The normalized preference gradient Pβ
g of

group g is a positive decimal, where β is a preference variable
for a set of agents, and

Pβ
g = Pg(β) − min

{
Pg

}

max
{
Pg

} − min
{
Pg

} ∈ (0, 1)

where min{Pg} indicates the minimum value of Pg(β) for all
possible βs while max{Pg} the maximum.

Definition 18: The normalized group performance σβ of
group g is a positive decimal, where β is a preference variable
for a set of agents, and

σβ = σ(β) − min{σ }
max{σ } − min{σ } ∈ (0, 1)

where min{σ } indicates the minimum value of σ (β) for all
possible βs while max{σ } the maximum.

Note that if there is another variable preference value for
a set of agents, i.e., α, then Pβ

g and σβ become Pα,β
g and σα,β .

Now, we can compare preferences with performance as in
Algorithm 1.

Fig. 2 illustrates the basic solution (solution 1) with respect
to the example mentioned in Section III. We can now compare
preferences and performance via normalization. As a result,
the intersection in Fig. 2 is the balance point, where β = 0.81
and Pβ

g = σβ = 0.594.
The left portion indicates that preferences are in favor rel-

ative to the performance, while the right portion indicates
that the performance is favored relative to preferences. In this
case, β = 0.81 is the balance point between preferences and
performance, and Pβ

g = σβ = 0.594.
According to this balance β, the assignments are shown as

underlined numbers in Table II. Now, the team performance
σp is 13.54, which is not the maximum for Q but the most
balanced one. The preference gradient Pg is 0.618.

Algorithm 1 Solution 1
Input:
➢ Agent list A ;
➢ Positive preference list I +;
➢ Negative preference list I −;
➢ A role range vector L; and
➢ A qualification matrix Q.
Output:
➢ A normalized preference gradient Pβ

g ; and
➢ A normalized group performance σβ .
CPPσβ(A, I +

, I −
, L, Q) //Calculation of Pβ

g and σβ

{ Initialization: λ = 1 and β = θ = 0.5;
Get Pa based on A , I +, I −, λ, θ , β;
while (!(λ = β)) {

β+ = 0.01;
Updated βs’ value in Pa;
for (i = 0; i < m; i + +)

for (j = 0; j < n; j + +) Qp[i, j] = Q[i, j] × Pa[i];
Calculate T(β) and σp(β) with Qp via the Kuhn-
Munkres Algorithm;

σ(β) =
m−1∑

i=0

n−1∑

j=0

Q[i, j] × T(β)[i, j];

Save max{σ} and min{σ};

Pg(β) =
∑

λ Agent + 2−1 ∑
β Agent + 2−2 ∑

θ Agent

m
;

Save max{Pg} and min{Pg};
}
β = 0.5;
while (!(λ = β)) {

β+ = 0.01;

Pβ
g = Pg(β) − min{Pg}

max{Pg} − min{Pg} ; σβ = σ(β) − min{σ }
max{σ } − min{σ } ;

}
}

VI. POSITIVE ASSOCIATION PREFERENCE

MINING VIA OCAT

Based on the method mentioned in Section V, we can
basically balance preferences with performance. However,
this “basic” method is “coarse-grain,” because the middle
preference is coarse-grain. We can mine and refine it.

In the view of data mining, positive and negative prefer-
ences can be treated as positive and negative training sets,
respectively. After mining, there are some association prefer-
ences that can be discovered in the middle preference set. For
example, because β is 0.81 and bigger than 0.75 in solution 1,
there are some positive association preferences (assume that
the value is α) in the middle preferences, which are similar to
what is shown as Fig. 3 that is a modification of Fig. 1. To
balance preferences with performance in the fine-grain scale,
we ought to discover the middle preferences and then compute
a revised weight value.

According to the characteristics of preferences, we use
a data mining method called OCAT, which is a logic-based
association rule mining method [43]. The input data is the
two collections of disjoint positive and negative binary exam-
ples. It determines a set of conjunction normal formula (CNF)
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Fig. 3. Classification of preferences of agents after mining.

Fig. 4. Process of OCAT in preference mining.

TABLE V
CHRIS’S BINARY CODE OF PREFERENCES OF STAFF

clauses, where each clause accepts all the positive examples
but the conjunction of all the clauses rejects the negative ones.

Preferences shown in Section III are easily expressed as
binary numbers, i.e., binarized. Then, they can be changed to
positive or negative training sets, such that we can construct
CNF clauses via OCAT. These are reasons why we choose
OCAT. The process is shown in Fig. 4.

According to our case and OCAT, we set binary fields cor-
responding to the attributes as shown in Table V first. Note
that, gender is an important factor for a specific product in
marketing and sales.

The corresponding relations are as follows:

A1 =
{

0, female
1, male

A2 =
{

0, sales
1, marketing

A3A4 =

⎧
⎪⎪⎨

⎪⎪⎩

00, > 5 years’ experience
01, 3 − 5 years’ experience
10, 1 − 3years’ experience
11, < 1 year’s experience.

Based on these, we code positive and negative preferences as
binary numbers.

Following the classical OCAT approach [43] and the exam-
ple illustrated in Section III, we can get an association rule as
the following:

(A2 ∨ A4) ∧ (¬A2 ∨ ¬A3) ∧ (A1 ∨ A3 ∨ ¬A4).

TABLE VI
ASSOCIATION POSITIVE PREFERENCE SET AND MIDDLE PREFERENCE

SET. (a) POSITIVE ASSOCIATION PREFERENCE IN BINARY.
(b) MIDDLE PREFERENCE IN BINARY

(a)

(b)

It indicates that we can split the middle preference set into
two sets as shown in Table VI.

Now, in addition to the positive, negative, and middle pref-
erence sets, we have one more preference set, which can be
named “positive association preference” set, and we set its
weight as α.

Note that, the OCAT algorithm becomes slower when deal-
ing with an increasing number of attributes. Therefore, to
accelerate it, one can combine it with the branch and bound
algorithm [43], which is a heuristic method. In fact, this is the
third solution in mining association preferences in this paper.

On the other hand, preferences can be divided into many
segments by using OCAT repeatedly. We can use the bisection
method to change the bounds of positive or negative preference
training sets. Every time, we get one more preference set that
makes preferences finer. This gives us an option to improve
the solution of GRAB.

VII. IMPROVEMENT OF THE GRAB SOLUTION

To illustrate the validity of the improved method, we still use
the scenario from Section III. Now, we have four preference
sets, the positive preference set whose weight is λ, the negative
one whose weight is θ , the middle one whose weight is β,
and the positive association one whose weight is α, which are
shown in Fig. 3. Assume that λ and θ are still 1 and 0.5, we
have two methods to deal with α and β.

A. Solution 2: Variable α and Constant β

Now, the values of α and β both affect the normalized
preference gradient and the normalized group performance.
Intuitively, we can set either α or β to be a constant and
change the other value to find the balance. As the value of
the middle preference set, we may set β = (λ + θ )/2 =
0.75 or other approximate middle values. It is obviously that
θ < β < α < λ, therefore α varies in [0.75, 1]. We
can calculate the new normalized preference gradient and
the normalized group performance. Considering variable α

and constant β, the calculation procedure of Pβ
g and σβ

is changed to the procedure of calculating Pα
g and σα as

in Algorithm 2.
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Fig. 5. Result of solution 2.

Algorithm 2 Solution 2
Input:
➢ Agent list A ;
➢ Positive preference list I +;
➢ Negative preference list I −;
➢ A role range vector L; and
➢ A qualification matrix Q.
Output:
➢ The normalized preference gradient Pα

g ; and
➢ The normalized group performance σα .
CPP σα(A, I +

, I −
, L, Q) //Calculating of Pα

g and σα

{ Initialization: λ = 1, α = β = 0.75 and θ = 0.5;
Get elements’ affiliations for Pa via OCATP;
Get Pa based on A , I +, I −, λ, θ , α, β;

while (!(λ = α)) {
α+ = 0.01; Updated αs’ value in Pa;
for (i = 0; i < m; i + +)

for (j = 0; j < n; j + +) Qp[i, j] = Q[i, j] × Pa[i];
Calculate T(α) and σp(α) with Qp via the Kuhn-
Munkres Algorithm;

σ(α) =
m−1∑

i=0

n−1∑

j=0

Q[i, j] × T(α)[i, j];

Save max{σ} and min{σ};

Pg(α) =
∑

λ Agent + 2−1 ∑
α Agent + 2−2 ∑

β Agent + 2−3 ∑
θ Agent

m
;

Save max{Pg} and min{Pg};
}
α = 0.75;
while (!(λ = α)) {

α+ = 0.01;

Pα
g = Pg(α) − min{Pg}

max{Pg} − min{Pg} ; σα = σ(α) − min{σ }
max{σ } − min{σ } ;

}
}

Fig. 5 shows the result of solution 2. Note that, when α

increases, there are three cases.
Case 1: Agents referred by β are chosen originally. With

the increasing of α, they may not be picked up now. Then Pα
g

may be increasing and σα decreasing.
Case 2: Agents referred by λ are favored originally. With

the increasing of α, they are not picked up now. Then Pα
g may

be decreasing and σα increasing.

Case 3: Although α is increasing, no agent changes the
preference status, then Pα

g and σα keep the same.
Because θ is only 0.5 so small that the corresponding agents

will not be chosen, it will not affect the variations of the
normalized preference gradients and the normalized group
performance.

On the other hand, in solution 2, there are often many
intersections among the curves of Pα

g and σα . As a result,
we choose the biggest value of Pα

g = σα among intersections
as the balance point. For samplings of α and in a 2-D figure,
this point is unique.

Therefore, in Fig. 5, the balance point of Pα
g and σα is 0.651,

and α is 0.79. According to this balance α, the binary code
matrix, the assignments are shown as the highlighted numbers
in Table II. Now, the team performance σp is 13.33, which is
not the maximum for Q but the most balanced one with the
assumption of solution 2. The preference gradient Pg is 0.588.

B. Solution 3: Both α and β Are Variables

In solution 2, β is a constant. In fact, we can set β as
a variable, too. In this case, the unary functions Pα

g or Pβ
g is

transformed to a binary one Pα,β
g , so is σα,β . If they have two

unknowns, the intuitions are lost, and it is too complex for us
to analyze.

It is worth noting that, if we assume that x is the total
number of chosen agents (that will be assigned eventually)
referred by α, y is the total number of selected agents (that
will be assigned eventually) referred by β, and ξ is the result
of solution 1, then we ought to get an identical equation, that is

ξ = x × α + y × β

x + y
.

According to this, one can get

β = ξ × (x + y) − x × α

y
.

Then, Pα,β
g and σα,β are transformed to two unary func-

tions, i.e., Pα,β
g (α) and σα,β (α), which are intuitive and easy

to analyze.
However, the difficulty is that x and y are unknown now. If

we do not know what are α and β, then we could not get x
and y, even though we could get ξ from solution 1.

To solve this problem, we use the iteration method [15].
1) We set X(0) as the total number of the chosen agents

(that are assigned eventually) referred by α under ξ in
solution 1.

2) We set Y(0) as the total number of chosen agents (that
are assigned eventually) referred by β.

3) We set α(0) = β(0) = ξ .
Then

β(0) = ξ × (X(0) + Y(0)) − X(0) × α(0)

Y(0)
.

To obtain the new α (and β), such as α(1) [and β(1)], we
can use ξ , X(0) and Y(0) as the prerequisite knowledge and
assume

β(1) = ξ × (X(0) + Y(0)) − X(0) × α(1)

Y(0)

where α(1) = α(0) + 0.01.
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Algorithm 3 Solution 3
Input:
➢ Agent list A ;
➢ Positive preference list I +;
➢ Negative preference list I −;
➢ A role range vector L;
➢ A qualification matrix Q; and
➢ ξ , X, and Y.

// get from Solution 1, X as X(0), Y as Y(0)
Output:
➢ The normalized preference gradient Pα,β

g ; and
➢ The normalized group performance σα,β .
CPPσα,β(A, I +

, I −
, L, Q, ξ, XandY)

//Calculating of Pα,β
g and σα,β

{ Initialization: λ = 1, γ = 0.1 and α = β = ξ ; // ξ < α (and β)
<1.

Get elements’ affiliations for Pa via OCATP;
Get Pa based on A , I +, I −, λ, θ , α, β;

while (!((λ = α) || (θ ≥ β))) {
α+ = 0.01;

β = ξ × (X + Y) − X × α

Y
;

Updated αs’ and βs’ value in Pa;
for (i = 0; i < m; i + +)

for (j = 0; j < n; j + +) Qp[i, j] = Q[i, j] × Pa[i];
Calculate T(α), and σp(α) with Qp via Kuhn-
Munkres Algorithm;

σ(α) =
m−1∑

i=0

n−1∑

j=0

Q[i, j] × T(α)[i, j];

Save max{σ} and min{σ};

Pg(α) =
∑

λ Agent + 2−1 ∑
α Agent + 2−2 ∑

β Agent + 2−3 ∑
θ Agent

m
;

Save max{Pg} and min{Pg};
Update X and Y;
}
α = ξ ;
while (!((λ = α) || (γ ≥ β))) {

α+ = 0.01;

Pα
g = Pg(α) − min{Pg}

max{Pg} − min{Pg} ; σα = σ(α) − min{σ }
max{σ } − min{σ } ;

}
}

Now, we can get β(1) by α(1). Via β(1), we can get X(1)
and Y(1) immediately. Then, we can iteratively calculate α(1)
[and β(1)], α(2) [and β(2)], α(3) [and β(3)], . . . until α ≥ λ

or β = θ .
That is to say, we use

β(k + 1) = ξ × (X(k) + Y(k)) − X(k) × α(k + 1)

Y(k)

where α(k + 1) = α(k) + 0.01 (k ≥ 0). We take α(k) ≥ λ

or β(k) = θ as an exit condition of the iterative equation to
calculate an appropriate α, and then get the balance point of
Pα,β

g and σα,β .
The process of solution 3 is Algorithm 3
Fig. 6 displays the result of solution 3. It is similar to that of

solution 2, where there are intersections among the curves of
Pα,β

g and σα,β . As a result, we choose the biggest intersection

Fig. 6. Result of solution 3.

Fig. 7. Variation of ε in solution 3.

of Pα,β
g = σα,β as the balance point (in this case, there is

only one intersection. In some other cases, there may be more
than one).

Therefore, in Fig. 6, Pα
g and σα at the balance point are

both 0.782, and α is 0.86 while β is 0.76. According to bal-
ance α, the binary code of agent matrix, the assignments are
shown as the

√
checked numbers in Table II. The team per-

formance σ p is 13.49, which is not the maximum for Q but
the most balanced one with the assumption of solution 3. The
preference gradient Pg is 0.60.

Here, if α > 0.96, then β < 0.5 = θ is invalid. That is, we
need to pay attentions to computing errors due to their impor-
tance for an iterative method. In order to check the validity of
the solution, we set

ε =
X×α+Y×β

X+Y − ξ

ξ

as an error. In the process, the variation of ε is shown as in
Fig. 7. In this case, the final ε is 0.01, which can be accepted,
because the acceptable error in engineering is ±0.1 [42].

VIII. NEGATIVE ASSOCIATION PREFERENCE

AND ITS SOLUTION

In above cases, we debate how to balance preferences
and performance via positive association preference mining
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(a) (b)

Fig. 8. Matrices of the new case. (a) Binary code matrix. (b) Qualification
matrix Q.

at a fine-grain scale. To change values of α and β by our
method, one can obtain a solution.

Note that, the precondition for us to mine the positive asso-
ciation preference set is that β is bigger than 0.75 in solution 1.
If β is smaller than 0.75, the settings of solutions 2 and 3 are
invalid. Therefore, we still need to process cases while β is
smaller than 0.75. To solve them, we need to mine the negative
association preference set rather than the positive one.

With the OCAT method, we can exchange the positive train-
ing set with the negative one. The rest remains the same.
Then, we can acquire the negative association preference set.
To illustrate these, we give another example, which is shown
in Fig. 8.

This case is different from the above example in the
qualification matrix Q. The binary scheme is not changed.

Based on solution 1, when β is 0.61 (smaller than 0.75),
and Pα

g and σα are 0.620, the solution is balanced (Pg is 0.635
and σ is 13.85), which is shown in Fig. 9.

Because β is smaller than 0.75, if we interchange positive
and negative preferences, then we get the rule of the negative
association preference via OCAT as the following:

(¬A1 ∨ A2 ∨ ¬A4) ∧ (¬A2 ∨ A3 ∨ A4) ∧ (A1 ∨ ¬A3).

Now, we get the negative association preference set and the
new middle preference set shown as Table VII.

Note that 1101 is always in the positive association prefer-
ence set, because the intersection set of positive and negative
association preference is not empty. This is determined by the
data set itself. One can deal with 1101 as the middle prefer-
ence, or still deal with it as the negative (positive) association

Fig. 9. Result of the fundamental solution of new case.

TABLE VII
ASSOCIATION NEGATIVE PREFERENCE SET AND MIDDLE PREFERENCE

SET. (a) NEGATIVE ASSOCIATION PREFERENCE IN BINARY.
(b) NEW MIDDLE PREFERENCE IN BINARY

(a)

(b)

preference. Because the emphasis of this paper is not on
data mining, we ignore the detailed process.

We set the weight of the negative association preference set
as γ , the weight of the middle preference set still as β, and
Pg as the following:

Pg =
∑

λ Agent + 2−1∑
β Agent + 2−2∑

γ Agent + 2−3 ∑
θ Agent

∑n−1
j=0 L[j]

∈ (0, 1).

With these settings, solution 2 is transformed to the solution
with the variable γ and constant β. We still set β as 0.75, but
the initial γ is 0.5. The process adds 0.01 to γ after every
iteration until γ is 0.75. Functions become unary functions
on γ , and other calculations remain the same. Then, we get
the solution, i.e., when γ is 0.57, Pγ

g and σγ are 0.545, the
preferences and the performance are balanced (Pg is 0.635 and
σ is 13.34), as shown in Fig. 10.

Solution 3 is transformed to a solution in which both γ

and β are variables. We use ξ (0.61, result of solution 1),
X(0) and Y(0) as the prerequisite knowledge, γ changes from
0.61 to 0.5 by a step of 0.01, and then the result is: when γ is
0.59, β is 0.70, and Pγ

g and σγ are 0.500, the preferences and
performances are balanced (Pg is 0.633 and σ is 13.13) shown
in Fig. 11. The error variation is shown as in Fig. 12.

In this case, ε of the final result is 0.06, which can be
accepted in applications [42].

To draw a conclusion, if β is bigger than 0.75 in solution 1,
then a better result can be obtained by mining the positive pref-
erence set in solutions 2 and 3. Otherwise, if β is smaller than
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Fig. 10. Result of solution 2 with γ instead of α for the new case.

Fig. 11. Result of variable γ and β solution in the new case.

Fig. 12. Variation of ε of variable α and β solution.

0.75, then the negative preference set is appropriate. Actually,
preferences can be divided into many segments, such as the
case of this section. If we use the middle preference set as
the negative training set and the positive one as the posi-
tive training set, then we can get the new positive association
preference set.

IX. SIMULATION EXPERIMENTS

To check the applicability of the three solutions, we conduct
experiments with random groups by different scales, where

TABLE VIII
TEST PLATFORM CONFIGURATION

TABLE IX
D-VALUES AMONG THE THREE SOLUTIONS WITH ORIGINAL SOLUTION.

(a) SOLUTION 1. (b) SOLUTION 2. (c) SOLUTION 3

(a)

(b)

(c)

m is from 30 to 120 with an increment of 30, n = m/5,∑n−1
j=0 L[j](abbr. �L) = m/2, 0 < L[j] < 5 (0 ≤ j < n), and

the binary bits of attributes are from 4 to 16 with an incre-
ment of 4. By “a random group,” we mean a group with a Q
matrix whose values are produced randomly, after m, and n
are chosen.

For each scale, we produce 100 random groups and collect
performances, the error statistics of solution 3 and times used
by three solutions (Fig. 13). The experiments are based on the
platform shown in Table VIII.

The experiments indicate that although team performances
from solutions 1–3 have no significant changes, but the bal-
ances become more and more accurate, which are more
appropriate for decision makers to apply.

Table IX indicates the difference between the performances
of the three solutions and that of the original GRA, where
“maximum D-value” means the maximum difference between
the performances of a solution and GRA among 100 random
groups, “minimum D-value” the minimum one, and “aver-
age D-value” the average one. “Ratio of average D-value”
means the ratio of the average difference compared with the
performance of GRA.
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Fig. 13. Time cost comparison of three solutions.

On the other hand, in order to prove the validity of the
iteration of solution 3, we do error statistics. The experiment
result indicates that errors are in the controllable range [42].

At last, we do the time cost experiment, where Fig. 13 shows
the average times used by the three solutions. The results show
that our solutions are practical.

Note that, preference and performance may not be always
at the opposite ends. If preference and performance are con-
sistent, our proposed method does not have much influence. If
good performers obtain nicer preferences, then they have better
opportunities to be chosen via the Kuhn–Munkres algorithm,
because their values in the preferred qualification matrix Qp

(see Definition 13) are less influenced. For example, Fide in
Table II, who is a good performer having a nice preference.
He is chosen to do Ad. in all of the three solutions.

X. CONCLUSION

GRAB is an important, interesting, and complex problem.
We implement a fundamental approach to solve it. Based
on this solution, we give a series of improved methods that
combine with the OCAT logical association rule mining algo-
rithm and an iteration method. Experiments indicate that the
improved approaches are effective and practical.

1) The preferences and performance are influenced by
each other.

2) If middle preference β becomes bigger, then it tends to
be positive preference, vice versa.

3) If β is big enough (i.e., β > 0.75), then we can mine and
separate positive association preferences from it; else if
β is small enough (i.e., β < 0.75), then we can mine
and separate negative association ones.

4) This is a bisection and iteration process, decision mak-
ers are only requested to provide “coarse” preferences.
Our methods can mine that “fine” preferences from the
coarse ones and find a more accurate balance in the
fine-grain scale via the GRA algorithm.

From this paper, further investigations may be required
along the following directions.

1) Although the proposed algorithm is fine-grain, it is still
possible to make the solutions finer.

TABLE X
NOMENCLATURE

2) The preferences in this paper are common, there are still
some more special and complicated preferences we need
to investigate and then balance with performance.

3) Because preferences and performance are influenced
by each other, it is not the best appropriate method
to measure the two factors separately. We may need
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(a) (b)

Fig. 14. Sample matrices. (a) Qualification matrix Q. (b) Assignment
matrix T.

to study more strategies to synthesize preferences and
performance into an integrated parameter and try to
optimize it with relevant constraints.

4) There may be additional factors that require further
investigations around the problem of GRA.

5) It is a meaningful task to investigate a more efficient way
to find the best parameters, i.e., α, β, and γ , for GRAB
to save time, because many parts in Figs. 5, 6, and 9–11
show that Pg is evidently far away from σ .

APPENDIX

See Fig. 14 and Table X.
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