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The Designated Convergence Rate Problems of
Consensus or Flocking of Double-Integrator Agents

With General Nonequal Velocity and Position
Couplings: Further Results and Patterns of

Convergence Rate Contours
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Abstract—This paper considers the designated convergence
rate (DCR) (or the designated convergence margin) problems of
consensus or flocking of coupled double-integrator agents. The
DCR problems are more valuable for systems design than just
convergence or stability conditions. The system setting in this
paper is general, i.e., the velocity coupling and position coupling
(VCPC) between agents, respectively, are set to be general and
nonequal (up to rescaling), together with distinct damping and
stiffness gains for the VCPC, respectively. This paper has two
primary contributions on consensus: 1) further necessary and
sufficient conditions are established to guarantee the DCR prob-
lems of the system, which have enriched the previous results and
2) the patterns of the convergence rate contours for the DCR
are characterized, in terms of the damping and stiffness gains,
which are closely related to the characteristics of the spectra
of the two Laplacian matrices of the VCPC. Additionally, this
paper has a contribution on matrix theory, i.e., the sufficient
conditions for the simultaneous upper-triangularization of two
independent Laplacian matrices, particularly from an easily ver-
ifiable topological perspective on the corresponding digraphs of
these Laplacian matrices.

Index Terms—Consensus margin, convergence margin, conver-
gence rate contour, cooperative control, designated convergence
margin, designated convergence rate (DCR), flocking, formation,
rendezvous, stability margin.

I. INTRODUCTION

COOPERATIVE control of multiple agents has
attracted a great deal of attention recently,

e.g., consensus [2], [6]–[9], [15], [19]–[22], [25], [30],
[32], coverage [16], deployment [18], flocking [1], [3]–[5],
[26], [27], rendezvous [12], [24], swarming [11], [13], [14],
[18], formation in the Euclidean space [17], or on the spher-
ical manifolds [18], etc. For a first-order (single-integrator)
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model, there is only position coupling between agents, for
which many results have been obtained. Flocking gener-
ally refers to the scenario when the agents (typically the
double-integrator agents) will move at a same velocity with
an explicitly [1], [3] or implicitly [26] described formation;
such a motion is called (second-order) consensus when the
agents will converge to a zero formation [1], [28], [34].

Flocking of double-integrator agents provides a framework,
within which one can introduce more complex behaviors
of agents into the networked system. For example, one
can introduce a leader or an external reference [23], cou-
pling delays [19], [20], [31], input constraints [28], optimal
control [29], into flocking [22].

For second-order (double-integrator) models of flocking or
consensus, the state of a single agent includes both velocity
and position. Thus, generally, there exist both velocity cou-
pling and position coupling (VCPC) among agents, together
with distinct damping and stiffness gains for the VCPC,
respectively.

The consideration of nonequal VCPC (up to rescaling) has
not only theoretical merits but also application implications.
For example, physical agents can possibly carry range detec-
tion sensors or proximity sensors (e.g., laser range-finders or
infrared proximity sensors), as well as velocity detection sen-
sors (e.g., a Doppler radar is a specialized radar that uses the
Doppler effect to produce velocity data about objects at a dis-
tance). Just due to the measurements (on relative velocity and
position) using different physical sensors, the nonequal VCPC
setting has its very physical meaning.

However, the VCPC setting in most reports is merely
assumed to be identical; it is known that, the VCPC play dis-
tinct roles in systems dynamics, thus, should be considered
nonequal in general [1], [3], [4], with the equal setting as its
special case. There is also insufficient attention on a general
setting of the damping/stiffness gains for the VCPC: usually
in literature, the stiffness gain was set to be unity, with only
the damping gain being a possible variable parameter, or the
damping and the stiffness gains were set to be just identical
(except for a few works, e.g., [1], [3], and [4], to the author’s
knowledge).
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Moreover, another major concern is what conditions can
ensure the designated convergence rate (DCR) or the desig-
nated convergence margin of a system, which extends many
categories of cooperative control problems (e.g., flocking, con-
sensus, swarming, formation, etc., which generally concern
merely about the convergence or stability) in the very large
literature. Convergence or stability conditions alone are insuf-
ficient for understanding the problems for at least two reasons:
1) a system should be designed more robust than having
merely the theoretical convergence or stability (in applications,
noise and inaccurate measurements may make a theoreti-
cally convergent or stable system unstable) and 2) it is often
important to design a system with a DCR (for consensus
problems and the consensus margin) [1]. Deriving conditions
for a system with a DCR has important implications, which
unfortunately was rarely concerned in most literature.

Recently, Li and Chen [1] have investigated one of the DCR
problems of consensus or flocking of double-integrator agents
with nonequal VCPC (as well as the distinct damping and
stiffness gains for the VCPC, respectively), and established
the necessary and sufficient conditions to guarantee the DCR,
which generalized the existing results in the field, and which
are valuable for systems design than merely the convergence or
stability conditions; refer to [1, Fig. 1] for the coverage of the
convergence and the DCR problems. Even for a linear system,
solving a DCR problem for unknown damping/stiffness gains
is still difficult, particular with a general nonequal setting of
the VCPC.

In this paper, we consider more forms of the DCR problems.
For convenience, we list the rationales for the consideration
of the different DCR forms in this paper in Section II-D, as
compared with the DCR form in [1].

The main contributions in this paper are listed as follows.
1) We provide further necessary and sufficient conditions

to guarantee the DCR problems, which have enriched
the previous results in [1]. Refer to Sections V and VI.

2) Particularly, we characterize different patterns of the
convergence rate contours for the DCR, which are the
functions of the damping and stiffness gains, and which
are closely related to the characteristics of the spectra
of the two Laplacian matrices of the VCPC, refer to
Section V-C. The convergence rate contours also show
that, increasing the damping gain does not necessarily
increase the convergence margin of consensus (or con-
sensus margin), which may be unexpected to one’s
intuition.

3) Additionally, this paper has another contribution on
matrix theory, i.e., the sufficient conditions for simul-
taneous upper-triangularization of two independent
Laplacian matrices, particularly from an easily verifiable
topological perspective on the corresponding digraphs of
these two Laplacian matrices. Refer to Section IV.

The rest of this paper is arranged as follows. Section II is
the problem. Section III is the preparations. Section IV is the
sufficient conditions for simultaneous upper-triangularization
of two independent Laplacian matrices. Sections V and VI are
the main results on the DCR problems. Finally, Section VII is
the conclusions.

II. PROBLEM DESCRIPTION

A. Model

Consider n agents in the N-dimensional Euclidean space.
Denote xi ∈ R

N as the position of agent i, i = 1, 2, . . . , n,
the dynamics of the agents can be described by the double-
integrators [1], [4], [25], [34]

ẋi = vi

v̇i = ui

where the control input [1], [4]

ui =
∑

j∈Mi

−bwij
(
ẋi − ẋj

)+
∑

j∈Ni

−kvij
(
xi − xj − aij

)
(1)

where b, k > 0 are the damping and stiffness gains, respec-
tively; wij ≥ 0 (vij ≥ 0) is the velocity (position) coupling
weight on agent i from agent j; Mi and Ni are the neighbor
sets of agent i; wij > 0 if j ∈ Mi, and vij > 0 if j ∈ Ni;
vectors aij ∈ R

N , i, j = 1, 2, . . . , n, are compatible.
System (1) is convergent iff ẋi → ẋj and xi−xj → aij for all

i, j. System (1) is called second-order consensus if the agents
will achieve the zero formation (i.e., aij = 0 for all i, j).

The Laplacian matrices L = [Lij] ∈ R
n×n and H = [Hij] ∈

R
n×n, which model the VCPC structures, respectively, are

defined as

Lij =
{−wij i �= j∑n

j=1,j �=i wij i = j , Hij =
{−vij i �= j∑n

j=1,j �=i vij i = j.

Define the weighted digraph of L as GL = (V, E,A), where
V = {1, 2, . . . , n}, E ⊆ V × V; eij = (i, j) ∈ E iff there is
a directed link from i to j, with wji being the weight of eij;
A = [Aij] = [wji] ∈ R

n×n is the weighted adjacency matrix
(note the sequence of i, j). Define the weighted digraph GH of
H similarly.

Denote I as the identity matrix, 1 = [1, 1, . . . , 1]T , 0 =
[0, 0, . . . , 0]T , with the dimension determined in the subscript
or the context. λ(·) denotes the spectrum of a matrix. Define

A :=
(−bL − kH

In 0

)
∈ R

2n×2n

which has at least two zero eigenvalues [1, Proposition 1];
thus, without loss of generality, denote

λ(A) = {�j ∈ C, j = 1, 2, . . . , 2(n− 1),�2n−1 = �2n = 0}.
Define the maximum of the real parts of the 2(n − 1)

eigenvalues as

rmax := max
j=1,...,2(n−1)

{
Re
(
�j
)}

where rmax is a function of L, H, b, and k.

B. DCR

If L, H, b, and k are all known, then calculation of rmax is
trivial.

Here, we consider an inverse problem—the DCR problem:
the gains b and k are two unknown variables to be designed,
then what values of b and k can ensure a designated condition
of rmax?
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Although system (1) is linear, the DCR problem for
unknown gains is nonlinear, particular with respect to general
nonequal VCPC [1].

C. Main Concerns in This Paper

Denote constant r0 > 0. A DCR problem considered in [1]
is for

rmax < −r0. (2)

If r0 = 0, conditions for (2) to hold reduce to the consensus
condition.

Different from [1], this paper considers the DCR prob-
lems for

rmax = −r0 (3)

rmax ≤ −r0. (4)

D. Rationale for Different Concerns of the DCR
Problems (2)–(4)

One may wonder, the DCR problems (2)–(4) can be merged
as one DCR problem, e.g., (4). Here, they are separated for
many reasons.

Reasons for Separating the DCR Problem (2):
a) For some cases, there is a solution for (2), but no solu-

tion for (3) [i.e., (4) with the equal sign], e.g., as shown
in Proposition 3 (the first two items).

b) The reduction of (2) with r0 = 0 is just the pure con-
sensus problem; thus, separating (2) is convenient to
compare the generalization/reduction.

Reasons for Separating the DCR Problem (3): The con-
vergence rate contours of b and k for (3) have important
properties, which are closely related to different types of the
spectra of the two Laplacian matrices of the VCPC; refer to,
e.g., Fig. 1, Proposition 2, Corollary 2, and Proposition 3 (the
last two items).

The DCR problem (3) is the main focus in this paper.

III. PREPARATIONS

A. Lemmas

Lemma 1: For a Laplacian matrix, there is at least one zero
eigenvalue, and all nonzero eigenvalues have positive real parts
(which can be derived from Geršgorin Disks Theorem [33]).

Without loss of generality, denote the n eigenvalues of the
Laplacian matrix L as λj ∈ C, j = 1, 2, . . . , n, and denote
the n eigenvalues of the Laplacian matrix H as μj ∈ C, j =
1, 2, . . . , n

Re(λj) ≥ 0, j = 1, 2, . . . , n− 1; λn = 0

Re(μj) ≥ 0, j = 1, 2, . . . , n− 1; μn = 0.

Further, Re(λj) > 0 for all j = 1, 2, . . . , n − 1, iff GL has
a directed spanning tree [34]. λ(H) has the same properties
as λ(L).

Furthermore, we write λj and μj, respectively, as

λj = uj + vji

μj = ũj + ṽji (5)

where uj, vj, ũj, ṽj ∈ R, uj, ũj ≥ 0, i = √−1 (the imaginary
unit).

Lemma 2 (Schur Decomposition): For matrix L, there exists
a unitary matrix U ∈ C

n×n (i.e., U∗ = U−1, where U∗ is the
complex conjugate transpose of U) such that U∗LU = V1 as

U∗LU = U−1LU = V1 :=

⎡

⎢⎢⎢⎢⎢⎣

λ1 ∗ . . . ∗ ∗
0 λ2 . . . ∗ ∗
...

...
. . .

...
...

0 0 . . . λn−1 ∗
0 0 . . . 0 λn

⎤

⎥⎥⎥⎥⎥⎦
.

If λ(L) ∈ R, then U reduces to be an orthogonal matrix U ∈
R

n×n.

B. L-Assumption for Two Independent Laplacian Matrices

In this paper, assume that the Laplacian matrix H can be
also transformed upper triangular by the same matrix U in
Lemma 2, i.e.,

U∗HU = U−1HU = V2 :=

⎡

⎢⎢⎢⎢⎢⎣

μ1 ∗ . . . ∗ ∗
0 μ2 . . . ∗ ∗
...

...
. . .

...
...

0 0 . . . μn−1 ∗
0 0 . . . 0 μn

⎤

⎥⎥⎥⎥⎥⎦
.

Definition 1: The L-assumption for two Laplacian matrices
is defined as follows: the two Laplacian matrices L and H can
be made upper triangular simultaneously by a same unitary
matrix.

Remark 1: Section IV provides one solution of the L-
assumption from an easily verifiable topological perspective.
Note that if the L-assumption holds, then the two zero eigen-
values λn and μn of L and H can be made simultaneously
appeared as the last diagonal entries in V1 and V2, respectively,
(for the reason, refer Remark 12 in the Appendix).

C. On Relaxation Concern of the L-Assumption

The L-assumption is certainly not a necessary condition for
consensus or the DCR problems. But it is still unknown that, to
what extent, the L-assumption could be relaxed for solving the
DCR problems (for the pure consensus problem with nonequal
VCPC, refer to [1], [3], and [4]).

An interesting yet unexpected simple example would pro-
vide some challenges on this relaxation question, please refer
to [1, Example 1], in which the VCPC of the agents are mod-
eled by two independent Laplacian matrices, and each of the
corresponding digraphs GH and GL is just a directed spanning
tree with the unit weight on each edge, but the directions of
the edges in GH and GL are opposite, refer to the topologies
illustrated in [1, Fig. 2] (here the two Laplacian matrices of
the topologies do not satisfy the L-assumption).

This example is very simple and satisfies the cliché of
the connectivity condition (that the digraphs have spanning
directed trees). However, the system with the very simple
topologies (the two different Laplacian matrices) will never be
stable for any positive gains b, k, not to mention consensus.



1328 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 47, NO. 5, MAY 2017

IV. SOLVING THE L-ASSUMPTION FROM EASILY

VERIFIABLE TOPOLOGICAL PERSPECTIVE

Generally, it is very difficult to verify the L-assumption for
two arbitrary Laplacian matrices L and H, particularly if some
entries of L or H are either variables or unknown constants.

Here, we provide some sufficient conditions to ensure the
L-assumption, particularly from an easily verifiable topologi-
cal perspective, even for the Laplacian matrices L, H in which
some entries can be either variables or unknown constants.

Remark 2: This is another contribution in this paper on
matrix theory (i.e., the conditions for simultaneous upper-
triangularization of two independent Laplacian matrices).

A. Definition

Definition 2: The topology of a Laplacian matrix C ∈ R
n×n

belongs to the concatenated-directed-star (CDS) topology, if C
has the structure

C = ε1In − 1ε ∈ R
n×n (6)

where

ε := (ε1, ε2, . . . , εn) ∈ R
1×n, ε ≥ 0

is the arbitrary non-negative row vector, ε ≥ 0 means that all
εi ≥ 0 with at least one εi > 0. Note that εi > 0 can be any
positive value, not necessarily the unity.

From Definition 2, an all-to-all topology is a special type
of the CDS topology with ε > 0; a directed-star topology is
a special CDS topology with only one εi > 0 in ε, which
has only n − 1 directed edges from one agent i to agents
{1, 2, . . . , n}\i.

The geometric interpretation of the general topology is that:
for each index i, which index satisfying εi > 0, then there
are (n − 1) directed edges from agent i to all other agents
{1, 2, . . . , n} \ i, with the same edge weight εi. Each εi > 0
just corresponds to a directed-star topology, this is why the
word “concatenation” is used.

B. Property of the CDS Topology

Denote γ := (γ1, γ2, . . . , γn) ∈ R
1×n as an arbitrary vector

with constraint γ 1 = 1, denote γ(1) := [γ2, . . . , γn], and define
matrix T1 ∈ R

n×n as [3], [4] (T1 in [3] is denoted as T)

T1 :=
[

γ1 γ(1)

−1n−1 In−1

]
.

Consider the similarity transformation on an arbitrary
Laplacian matrix L, then

T1LT−1
1 =

[
0 ∗
0 L1

]

where L1 is independent of γ [4] (one may use any other
Ti, i = 1, 2, . . . , n, in [4] to perform the similarity transforma-
tion).

Lemma 3: Consider the Laplacian matrix with the CDS
topology

L = ε1In − 1ε ∈ R
n×n

then

L1 = ε1In−1.

Proof: Refer to the unique and elegant structure of
L1 in [4].

C. Results

Theorem 1: Consider two digraphs GL and GH . If any one
(GL or GH) belongs to the CDS topology, while another topol-
ogy (GH or GL) can be arbitrary, with arbitrary edge weights,
then the corresponding Laplacian matrices L, H of the digraphs
satisfy the L-assumption.

Proof: Refer to Proof of Theorem 1 in Appendix C.
Corollary 1: To ensure the L-assumption, the digraphs GL

and GH are not required to contain a same directed spanning
tree or to have a same numbered root-agent in their respective
directed spanning trees.

Remark 3: For the DCR of the system, each of GH and
GL should have a directed spanning tree as a prerequisite
[1, Proposition 2].

V. RESULTS FOR THE DCR PROBLEM (3)

This section provides the solutions of the DCR problem (3)
and the algorithm in a general case, and then provides the
analytical results for different types of nonequal VCPC, finally,
the interesting patterns of the convergence rate contours of
b and k for the DCR problem (3).

For system (1) with nonequal VCPC, always assume that:
the L-assumption holds, and each of GL and GH has a directed
spanning tree.

A. General Case

For j = 1, 2, . . . , n− 1, define

�j(b, k) := −ṽ2
j k2 + fj(b)k + gj(b)

Cj(b, k) := 4ũjk +
(

u2
j + v2

j

)
b2 − 8ujr0b+ 8r2

0

where

fj(b) := ũj(ujb− 2r0)
2 + ujvjṽjb

2

gj(b) := −r0(ujb− r0)
((

ujb− 2r0
)2 + v2

j b2
)

and

umin := min
i=1,2,...,n−1

ui

b0 := max
j=1,2,...,n−1

{
2r0

uj

}
= 2r0

umin
. (7)

Proposition 1: For the DCR (3) of system (1), a necessary
and sufficient condition on the gains is that, there exists an
index set I(b, k) ⊂ {1, 2, . . . , n − 1} (as a function of b and
k) such that

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

�j(b, k) = 0, j ∈ I(b, k)
Cj(b, k) ≥ 0, j ∈ I(b, k)
�j(b, k) > 0, j = 1, 2, . . . , n− 1, j /∈ I(b, k)
Cj(b, k) > 0, j = 1, 2, . . . , n− 1, j /∈ I(b, k)
b ≥ b0
k > 0.

(8)
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Algorithm 1 Numerical Solutions of b, k for Inequalities (8)
1: given L, H, r0, and thus b0 [refer to (7) for its calculation]
2: given an upper limit bmax of b, i.e., b ∈ (b0, bmax)

3: � i.e., calculate a valid solution for the designated interval
4: for b = b0 do
5: calculate a solution of variable k for (8) with current value b:

• κ0 is a possible solution of (8) for all j with ṽj = 0
• κ1, κ2 are possible solutions of (8) for all j with ṽj �= 0

6: denote κ0 = κ1 = 0, κ2 = κ (κ is a large enough constant)
7: for j = 1 do
8: if ṽj = 0 then
9: calculate k0 from �j(b, k0) = 0, and kc from Cj(b, kc) = 0

10: if k0 ≥ kc and k0 > κ0 then
11: κ0 ← k0
12: else
13: return, no valid solution
14: end if
15: else if ṽj �= 0 then
16: calculate solutions k1, k2 for k from �j(b, k) = 0
17: if k1, k2 > 0 then � assume k1 ≤ k2
18: if k1 ∈ [κ1, κ2] or k2 ∈ [κ1, κ2] then
19: κ1 ← max{κ1, k1}, κ2 ← min{κ2, k2}
20: else
21: return, no valid solution
22: end if
23: else
24: return, no valid solution
25: end if
26: end if
27: j← j+ 1
28: end for
29: reassign kc = max{kj}, where Cj(b, kj) = 0 for all j with ṽj �= 0.

Only when κ2 ≥ max{κ0, kc}, inequalities (8) have solutions:
• κ2 is one solution;
• κ1 is a solution if κ1 ≥ max{κ0, kc};
• κ0 is a solution if κ0 ≥ max{κ1, kc}.

30: b← b+ ε, until b > bmax � ε > 0 is an incremental constant
31: end for

Proof: Refer to Proof of Proposition 1 in Appendix C.
Remark 4: One sufficient condition is that: I(b, k) is

a constant set that is independent of b and k (thus,
denoted as I).

Remark 5: Note that b0 may not be the infimum or the
“greatest lower bound” of b in (8), since �j(b, k) = 0 may
have no solution for b = b0 or b → b0 [which requires at
least f 2

j (b)+ 4ṽ2
j gj(b) ≥ 0].

For given L, H and r0, Algorithm 1 provides numerical
solutions of k (as a function of b) for inequalities (8) for a
designated interval b ∈ (b0, bmax), where b0 is defined in (7)
and bmax is the user-defined value. For b = b0, one needs to
consider if fj(b) = 0 when ṽj = 0.

B. Analytical Results for Different Types of Nonequal VCPC

Proposition 2: If the eigenvalues of H are all real. Then,
system (1) has the DCR (3), if b > b0 and k is a
function of b

k = max
j=1,2,...,n−1

{
r0

ũj
(ujb− r0)

(
1+ v2

j b2

(ujb− 2r0)2

)}
. (9)

Proof: Refer to Proof of Proposition 2 in Appendix C.
Definition 3: Denote 	 as the index set such that

uj = umin, ∀j ∈ 	.

Denote 	 = {1, 2, . . . , n− 1} when u1 = u2 = · · · = un−1.

Corollary 2: Trajectory (9) as the function of b and k has
the following properties:

1) For b→ b0, by definition in (7), then:
a) if there is one vj �= 0 with j ∈ 	, then k→∞;
b) if vj = 0 for all j ∈ 	, then

k = max
{

k̂0(b), k̃0(b)
}

<∞ (10)

where

k̂0(b) := max
j/∈	

{
r0

ũj
(ujb− r0)

(
1+ v2

j b2

(ujb− 2r0)2

)}

k̃0(b) := max
j∈	

{
r0

ũj
(ujb− r0)

}
= max

j∈	

{
r2

0

ũj

}
.

2) If b is sufficiently large, then

k ≈ max
j=1,2,...,n−1

{
r0

ũj
(ujb− r0)

(
1+ v2

j

u2
j

)}

which is approximately a linear function of b.
Proposition 3 in the following is the result on whether b =

b0 is the infimum to ensure (3).
Proposition 3: Assume that the eigenvalues of H are all

real. Then, for b = b0:
1) if the eigenvalues of L are all complex (except λn = 0),

then the system will never have the DCR (3) for any
k > 0;

2) if vj �= 0 for one j ∈ 	, then the system will never have
the DCR (3) for any k > 0;

3) for 	 �= {1, 2, . . . , n − 1}, a necessary and sufficient
condition for the DCR (3) is that

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

vj = 0, j ∈ 	

k ≥ max
j/∈	

{
r0
ũj

(ujb0 − r0)

(
1+ v2

j b2
0

(ujb0−2r0)
2

)}

k ≥ max
j∈	

{
r2
0

ũj

} (11)

4) for 	 = {1, 2, . . . , n − 1}, a necessary and sufficient
condition for the DCR (3) is that

⎧
⎨

⎩

vj = 0, j = 1, 2, . . . , n− 1

k ≥ max
j=1,2,...,n−1

{
r2
0

ũj

}
.

(12)

Proof: Refer to Proof of Proposition 3 in
Appendix C.

Remark 6: In Propositions 2 and 3, the values of b and k
for the DCR (3) constitute a piece-wise continuous trajectory.
For (9), we have:

1) if one vj �= 0 with j ∈ 	, then k→∞ (Corollary 2) as
b→ b0, which is consistent with the nonexistence of k
in items 1) and 2) in Proposition 3;

2) if vj = 0 for all j ∈ 	, then (9) [refer to (10)], with
b → b0, is the lower bound of k in items 3) and 4) in
Proposition 3.

Remark 7: Note that ujb0 > 2r0 for j /∈ 	.
Corollary 3: If the eigenvalues of L and H are all real.

Then, to ensure the DCR (3), a necessary and sufficient
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condition on the gains is that

b > b0, k = max
j=1,2,...,n−1

{
r0

ũj

(
ujb− r0

)}

b = b0, k ≥ max
j=1,2,...,n−1

{
r0

ũj

(
ujb0 − r0

)}
. (13)

Proof: For b = b0, inequalities (11) reduce to be
⎧
⎪⎨

⎪⎩

k ≥ max
j/∈	

{
r0
ũj

(ujb0 − r0)
}

k ≥ max
j∈	

{
r2
0

ũj

}

which are equivalent to (13), since

r0

ũj
(ujb0 − r0) = r2

0

ũj
, for j ∈ 	.

Condition b > b0 is derived from Proposition 2. The results
hold.

Remark 8: Trajectory of b, k for (3) is piece-wise continu-
ous. If 	 = {1, 2, . . . , n− 1}, then (13) becomes

k ≥ max
j∈	

r2
0

ũj

which is consistent with (12).

C. Patterns of the Convergence Rate Contours
for the DCR (3)

There are four types of the patterns of the convergence
rate contours of b and k for the DCR (3), which are closely
related with different types of the spectra of the two Laplacian
matrices L and H.

1) Condition: If H has complex eigenvalues.
Pattern: This type of the pattern of b and k is illustrated
in Fig. 1(a), and note that b0 may not be the infimum
of b (Remark 5).
Example: Refer to �1(b, k) = 0 in Example 1.

2) Condition: If the eigenvalues of H are all real; while L
has complex eigenvalues, and there is one vj �= 0 with
j ∈ 	.
Pattern: This type of the pattern of b and k is described
by (9), with k → ∞ as b → b0, as illustrated in
Fig. 1(b).
Example: Refer to the first part of Item 1 in Corollary 2.

3) Condition: If the eigenvalues of H are all real; while L
has complex eigenvalues, and vj = 0 for all j ∈ 	.
Pattern: This type of the pattern of b and k has two parts,
as illustrated in Fig. 1(c), which are described by (11)
[corresponding to the dotted line in Fig. 1(c)] and (9)
[corresponding to the solid line in Fig. 1(c)]; the two
lines are continuous, and b0 is the infimum of b.
Example: Refer to the second part of item 1 in
Corollary 2.

4) Condition: If the eigenvalues of L and H are all real.
Pattern: This type of the pattern of b and k is given
in Corollary 3, and illustrated in Fig. 1(d). b0 is the
infimum of b.

(a) (b)

(c) (d)

Fig. 1. Illustration of four types of patterns of b and k for ensuring the
DCR (3). The x-axis represents the gain b, with b ≥ b0; the y-axis represents
the gain k. For Fig. 1(a), b0 may not be the infimum of b. For Fig. 1(b)–(d),
b0 is the infimum of b.

VI. RESULTS FOR THE DCR PROBLEM (4)

A. General Case

Proposition 4: A necessary and sufficient condition for (4)
is that ⎧

⎪⎪⎨

⎪⎪⎩

�j(b, k) ≥ 0, j = 1, 2, . . . , n− 1
Cj(b, k) ≥ 0, j = 1, 2, . . . , n− 1
b ≥ b0
k > 0.

(14)

Proof: Refer to Proof of Proposition 4 in Appendix C.
Remark 9: Note that b0 may not be the infimum of b

in (14), since �j(b, k) ≥ 0 may have no solution for b = b0
or b→ b0.

For solutions of inequalities (14): if H has complex
eigenvalues, deriving analytic solutions for b, k is complex;
numerical solutions provide practical alternatives (similar to
[1, Algorithm 1]). If the eigenvalues of H are all real, ana-
lytic solutions can be derived in an elegant way, which refers
to the following results.

Example 1: For system (1) given in [1, Example 2], i.e.,
n = 4

L =

⎡

⎢⎢⎣

0 0 0 0
−1 1 0 0
−1 0 1 0
−1 0 0 1

⎤

⎥⎥⎦, H =

⎡

⎢⎢⎣

1 0 0 −1
−1 1 0 0
0 −1 1 0
0 0 −1 1

⎤

⎥⎥⎦.

To determine gains b and k to ensure the DCR (4) with r0 = 1.
Here gj(b) = −b3+5b2−8b+4, j = 1, 2, 3. fj(b) = b2−4b+4,
and j = 1, 2. f3(b) = 2b2 − 8b+ 8. Thus, b ≥ 2r0 = 2, and

�j(b, k) = −k2 +
(

b2 − 4b+ 4
)

k − b3

+ 5b2 − 8b+ 4, j = 1, 2

�3(b, k) =
(

2b2 − 8b+ 8
)

k − b3 + 5b2 − 8b+ 4

Cj(b, k) = 4k + b2 − 8b+ 8, j = 1, 2

C3(b, k) = 8k + b2 − 8b+ 8.

From [1, Algorithm 1] with the additional solutions for
�j(b, k) = 0, one gets the results of b, k (Fig. 2), which
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Fig. 2. Illustration of �j(b, k) ≥ 0. The two curves C1(b, k) = 0 and
C3(b, k) = 0 are below the curve �1(b, k) = 0.

Fig. 3. Illustration of rmax as a function of b and k, and the contour plot.

are consistent with the calculation of the contour line
(with value −1) of rmax as a function of b and k (Fig. 3).
The values of b and k for �1(b, k) = 0 ensure the DCR (3)
with r0 = 1. Refer to Example 2 for the analytical results.

Remark 10: The digraphs GL and GH are not required to
have a same directed spanning tree or to have a same root
agent in their respective directed spanning trees to ensure the
DCR (Example 1).

Proposition 5: If the eigenvalues of L are all real, then, to
ensure the DCR (4), a necessary and sufficient condition on
the gains is that b and k satisfy inequalities

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

b ≥ max
j∈S

{
2r0
uj

(
1+ ṽ2

j

ũ2
j
+ |ṽj|

ũj

√
1+ ṽ2

j

ũ2
j

)}

b ≥ b0

k ∈ ⋂
j∈S

[
ζj − δj, ζj + δj

]⋂
(0,∞)

k ≥ max
j/∈S

{
r0
ũj

(ujb− r0)
}

k > max
j∈S

{
u2

j b2−2(ujb−2r0)
2

4ũj

}
, b ∈

(
b0,

4r0+2
3
2 r0

uj

)

(15)

where S is the index set of all complex eigenvalues of H
(i.e., ṽj �= 0 for j ∈ S), and

ζj := ũj(ujb− 2r0)
2

2ṽ2
j

δj := ũj(ujb− 2r0)

2ṽ2
j

√√√√(ujb− 2r0)2 − 4
ṽ2

j (ujb− r0)r0

ũ2
j

≥ 0.

Remark 11: The inequalities (15) for the DCR (4)
are derived by replacing the middle three inequalities
of (17) with

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

b ≥ b0
k ∈ ⋂

j∈S

[
ζj − δj, ζj + δj

]⋂
(0,∞)

k ≥ max
j/∈S

{
r0
ũj

(ujb− r0)
}
.

Note that δj ≥ 0 and ζj ≥ δj, due to the first inequality of (15).
Example 2: For Example 1, we determine the gains b, k

to ensure the DCR (4) with r0 = 1. From Proposition 5,
one has
⎧
⎪⎪⎨

⎪⎪⎩

b ≥ 4+ 2
√

2

k ∈
[

(b−2)2

2 − (b−2)
√

b2−8b+8
2 ,

(b−2)2

2 + (b−2)
√

b2−8b+8
2

]

k ≥ b−1
2 .

Note that (b − 2)2 − (b − 2)
√

b2 − 8b+ 8 − (b − 1) > 0,
one has
⎧
⎨

⎩

b ≥ 4+ 2
√

2

k ∈
[

(b−2)2

2 − (b−2)
√

b2−8b+8
2 ,

(b−2)2

2 + (b−2)
√

b2−8b+8
2

]
.

Note that the two curves

k = (b− 2)2

2
− (b− 2)

√
b2 − 8b+ 8

2

k = (b− 2)2

2
+ (b− 2)

√
b2 − 8b+ 8

2

constitute �1(b, k) = 0 in Fig. 2.
Corollary 4: If the eigenvalues of L, H are all real. From

Proposition 5, to ensure (4), a necessary and sufficient condi-
tion is

b ≥ b0, k ≥ max
j=1,2,...,n−1

{
r0

ũj

(
ujb− r0

)}
.

Example 3: Consider system (1) with n = 4 agents, and

L =

⎡

⎢⎢⎣

1 −1 0 0
0 1 −1 0
0 0 1 −1
0 0 0 0

⎤

⎥⎥⎦, H =

⎡

⎢⎢⎣

0 0 0 0
−1 1 0 0
−1 0 1 0
−1 0 0 1

⎤

⎥⎥⎦.

The system always achieves consensus for any b, k > 0, since

λ(A) =
⎧
⎨

⎩
−b± b

√
1− 4k

b2

2
,
−b± b

√
1− 4k

b2

2

−b± b
√

1− 4k
b2

2
, 0, 0

⎫
⎬

⎭.

Further, to determine the gains to ensure the DCR (4) with
r0 = 1. Then, from Corollary 4, one has b ≥ 2, k ≥ b− 1.
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Fig. 4. Illustration of �j(b, k) ≥ 0, j = 1, 2, 3, from numerical calculation.

B. Results for Equal VCPC

Corollary 5: For L = H. To ensure the DCR (4), a
necessary and sufficient condition is that: b, k satisfy inequal-
ities (14), in which

�j(b, k) := −v2
j k2 + fj(b)k + gj(b)

Cj(b, k) := 4ujk +
(

u2
j + v2

j

)
b2 − 8ujr0b+ 8r2

0

fj(b) := uj(ujb− 2r0)
2 + ujv

2
j b2

gj(b) := −r0(ujb− r0)
(
(ujb− 2r0)

2 + v2
j b2
)
.

Example 4: Determine b, k to ensure (4) with r0 = 1

L = H =

⎡

⎢⎢⎣

1 0 0 −1
−1 1 0 0
0 −1 1 0
0 0 −1 1

⎤

⎥⎥⎦.

Note that λ1 = 1 + i, λ2 = 1 − i, are complex eigenvalues,
λ3 = 2. Thus, b ≥ 2, and

�1(b, k) = �2(b, k) = −k2 +
(

2b2 − 4b+ 4
)

k

− 2b3 + 6b2 − 8b+ 4

�3(b, k) =
(

b2 − 4b+ 4
)

k − b3 + 5b2 − 8b+ 4

C1(b, k) = C2(b, k) = 4k + 2b2 − 8b+ 8

C3(b, k) = 8k + 4b2 − 16b+ 8.

From [1, Algorithm 1] with additional solutions of
�j(b, k) = 0, one gets the results of b and k as in Fig. 4,
which is consistent with the calculation of the contour line
(with value −1) of rmax (the illustration omitted here).

VII. CONCLUSION

In this paper, we investigate the DCR problems of cou-
pled double-integrator agents, provide further necessary and
sufficient conditions for the DCR problems, and characterize
different types of the patterns of the convergence rate contours
for the DCR, in terms of the damping and stiffness gains,
which properties are closely related to different types of the
spectra of the Laplacian matrices of the VCPC. The DCR
problems have important implications for generic cooperative
control problems, e.g., flocking, consensus, rendezvous, and
swarming.

The nonequal VCPC case is much different from the equal
VCPC case, the consensus analysis is a challenge for a general
nonequal VCPC case (refer to Section III-C).

Future work includes the DCR problems of a flocking sys-
tem with considerations of, e.g., coupling delays (refer to
Appendix A for an example), communication constraints, and
nonlinear dynamics of agents, etc. In applications, switched
topologies and noise may also exist; as such, what are the
results for the DCR problems? Other questions also remain
to be answered: the L-assumption reflects a relation between
the topologies GL and GH , so what is this relation (besides
Theorem 1)? For a general nonequal VCPC case, what are the
DCR conditions for the system if without the L-assumption?
These kinds of the problems are worth of further investigation.

APPENDIX A

For the DCR problems of flocking or consensus, the fol-
lowing is one example for the control input with coupling
delay:

ui =
∑

j∈Mi

−bwij
(
ẋi(t − τ)− ẋj(t − τ)

)

+
∑

j∈Ni

−kvij
(
xi(t − τ)− xj(t − τ)− aij

)

where τ > 0 models the coupling delay, the uniform delay,
and one can further consider nonuniform delays for the VCPC.

The nonequal VCPC case is much different from the equal
VCPC case. For example, consider four agents with the very
simple VCPC given in [4, eqs. (5) and (6)], solving the eigen-
values with respect to symbolic variables of the gains is still
difficult [4], not to mention a system of a larger number of
agents with general VCPC. Without the L-assumption, how to
solve the DCR is still a problem.

APPENDIX B

The following is some results in [1] for convenience of
reference. To ensure the DCR (2), a necessary and sufficient
condition is

⎧
⎪⎪⎨

⎪⎪⎩

�j(b, k) > 0, j = 1, 2, . . . , n− 1
Cj(b, k) > 0, j = 1, 2, . . . , n− 1
b > b0
k > 0.

(16)

If the eigenvalues of L are all real, to ensure the DCR (2), a
necessary and sufficient condition on the gains is that

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

b ≥ max
j∈S

{
2r0
uj

(
1+ ṽ2

j

ũ2
j
+ |ṽj|

ũj

√
1+ ṽ2

j

ũ2
j

)}

b > b0
k ∈ ⋂

j∈S

(
ζj − δj, ζj + δj

)

k > max
j/∈S

{
r0
ũj

(ujb− r0)
}

k > max
j∈S

{
u2

j b2−2(ujb−2r0)
2

4ũj

}
, b ∈

(
b0,

4r0+2
3
2 r0

uj

)
.

(17)
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APPENDIX C

A. Proof Preparation

Denote x := [
xT

1 − aT
1 , xT

2 − aT
2 , . . . , xT

n − aT
n

]T ∈ R
Nn,

where ai ∈ R
N , i = 1, 2, . . . , n, satisfy aij = ai − aj for

all i, j [4, Proposition 1]. System (1) can be written as

ẍ+ bL⊗ INẋ+ kH ⊗ INx = 0
(
ẍT , ẋT)T = A⊗ IN

(
ẋT , xT)T .

Define y := [yT
c , yT

e ]T = T1 ⊗ INx, where yc ∈ R
N , ye ∈

R
N(n−1)

ye =
[
xT

2 , xT
3 , . . . , xT

n

]T − 1⊗ x1.

The shaped-subsystem is

ÿe + bL1 ⊗ INẏe + kH1 ⊗ INye = 0 (18)

which is equivalent to system (1) in terms of formation and
stability. In (18), L1 and H1 are derived using the similarity
transformations

T1LT−1
1 =

[
0 ∗
0 L1

]
, T1HT−1

1 =
[

0 ∗
0 H1

]
(19)

where L1 and H1 are independent of γ [4] (one may use any
other Ti, i = 1, 2, . . . , n, in [4] to perform the transformation).

B. Proof

Proof of Theorem 1: Without loss of generality, assume that
the topology GL of L is the CDS topology, and the topology GH

of H is arbitrary, with arbitrary edge weights. That is, L has the
structure as described in Definition 2: L = ε1In − 1ε ∈ R

n×n,

and H is an arbitrary Laplacian matrix.
Consider the similarity transformations on L and H, we

have (19), in which L1 and H1 are independent of γ , refer
to the structure of L1 and H1 in [4]. Then, from Lemma 3,
L1 = ε1In−1.

1) For matrix H1, from Schur decomposition, there exists
a unitary matrix Ũ1 ∈ C

(n−1)×(n−1) (i.e., Ũ∗1 = Ũ−1
1 )

such that Ũ∗1H1Ũ1 = Ũ−1
1 H1Ũ1 is upper triangular

Ũ∗1H1Ũ1 = Ũ−1
1 H1Ũ1 =

⎡

⎢⎢⎢⎣

μ1 ∗ . . . ∗
0 μ2 . . . ∗
...

...
. . .

...

0 0 . . . μn−1

⎤

⎥⎥⎥⎦.

2) While for the same unitary matrix Ũ1, we have

Ũ∗1L1Ũ1 = Ũ−1
1 L1Ũ1 = ε1In−1

which is the identity matrix multiplied by the coefficient
ε1 > 0.

That is, L1 and H1 have a same unitary matrix Ũ1 in Schur
decomposition. And from the similarity transformations on the
Laplacian matrices L and H, we can conclude that the L-
assumption holds. For the Schur decompositions of L and H,
refer to the following remark.

Remark 12: From the transformation (19), we have the con-
clusion that: the L-assumption is equivalent to the condition
that there exists a unitary matrix U1 ∈ C

(n−1)×(n−1)

such that

U∗1L1U1 = U−1
1 L1U1 =

⎡

⎢⎢⎢⎣

λ1 ∗ . . . ∗
0 λ2 . . . ∗
...

...
. . .

...

0 0 . . . λn−1

⎤

⎥⎥⎥⎦

U∗1H1U1 = U−1
1 H1U1 =

⎡

⎢⎢⎢⎣

μ1 ∗ . . . ∗
0 μ2 . . . ∗
...

...
. . .

...

0 0 . . . μn−1

⎤

⎥⎥⎥⎦.

This explains why the Schur decompositions of L and H
in the L-assumption make the two zero eigenvalues λn and
μn appearing as the last diagonal entries of V1 and V2,
respectively.

Proposition A1: Denote λ2
j − (4k/b2)μj := aj + dji ∈ C,

where aj, dj ∈ R, then

aj := u2
j − v2

j −
4k

b2
ũj, dj := 2ujvj − 4k

b2
ṽj.

The real parts of the eigenvalues of A are

Re
{
�2j−1,�2j

} = −b

2
uj ± b

2
√

2
·
√

aj +
√

a2
j + d2

j

where j = 1, 2, . . . , n, no matter dj = 0 or dj �= 0.
Proof of Proposition 1: By Proposition A1, to guarantee (3),

a necessary and sufficient condition is that, the maximum
of the real parts of {�2j−1,�2j}, j = 1, 2, . . . , n − 1, is
equal to −r0

max
j=1,2,...,n−1

{
−b

2
uj + b

2
√

2

√
aj +

√
a2

j + d2
j

}
= −r0.

Equivalently, there exists a nonempty index set I(b, k) ⊂
{1, 2, . . . , n− 1}, which is a function of b, k, such that

−b

2
uj + b

2
√

2

√
aj +

√
a2

j + d2
j = −r0, for j ∈ I(b, k)

and

max
j/∈I(b,k)

{
−b

2
uj + b

2
√

2

√
aj +

√
a2

j + d2
j

}
< −r0.

And, similarly to the procedure of [1, Proof of Th. 2], the
result holds, the details are omitted here.

Proof of Proposition 2: For λ(H) ∈ R, then ṽj = 0 and
�j(b, k) = fj(b)k+gj(b), for all j, where gj(b) remains the same
in Section V, but fi(b) reduces to be fj(b) = ũj(ujb − 2r0)

2.
Thus

−gj(b)

fj(b)
=

r0(ujb− r0)
(
(ujb− 2r0)

2 + v2
j b2
)

ũj(ujb− 2r0)2

= r0

ũj
(ujb− r0)

(
1+ v2

j b2

(ujb− 2r0)2

)
.
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From Proposition 1, b ≥ b0, and considering the definition (7),
one has ujb ≥ 2r0, so ujb > r0, and thus −gj(b)/fj(b) > 0 for
all j.

1) From Proposition 1, condition �j(b, k) = 0 for j ∈
I(b, k), one has k = −gj(b)/fj(b); and thus k > 0 for
all j ∈ I(b, k). Note that Cj(b, k) ≥ 0 is equivalent to

k ≥ − (u2
j + v2

j )b
2 − 8ujr0b+ 8r2

0

4ũj
.

And note that

r0

ũj
(ujb− r0)−

⎛

⎝−
(

u2
j + v2

j

)
b2 − 8ujr0b+ 8r2

0

4ũj

⎞

⎠

= 1

4ũj

(
4r0ujb− 4r2

0 +
(

u2
j + v2

j

)
b2 − 8ujr0b+ 8r2

0

)

= 1

4ũj

(
v2

j b2 + (ujb− 2r0)
2
)

> 0.

Thus, k = −gj(b)/fj(b) implies Cj(b, k) > 0.
2) From Proposition 1, �j(b, k) > 0 for j /∈ I(b, k), then

k > −gj(b)/fj(b) and thus k > 0 for j /∈ I(b, k);
note that k > −gj(b)/fj(b) implies Cj(b, k) > 0
[1, Proof of Th. 4].

Thus, the result holds.
Proof of Proposition 3: From (7), b0 = (2r0/uj) for j ∈ 	.

For j ∈ 	, one has

fj

(
2r0

uj

)
= 0, gj

(
2r0

uj

)
= −4

v2
j

u2
j

r4
0 ≤ 0

thus, �j(b, k) ≤ 0 for j ∈ 	. Thus, for j ∈ 	, one has
�j(b, k) = 0 only when vj = 0. Items 1) and 2) are proved.

3) For 	 �= {1, 2, . . . , n− 1}. Note that

fj

(
2r0

uj

)
> 0, for j /∈ 	

and k needs to satisfy
{

k > 0, k ≥ max
j/∈	 −

gj(b0)

fj(b0)

}

to ensure �j(b0, k) ≥ 0. For j ∈ 	, vj = 0 is required to ensure
�j(b, k) = 0. And, Cj(b0, k) ≥ 0 is required for all j. Thus

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

vj = 0, j ∈ 	

k ≥ max
j=1,2,...,n−1,j/∈	

{
− gj(b0)

fj(b0)

}

Cj(b0, k) ≥ 0, j = 1, 2, . . . , n− 1
k > 0.

Note that

k ≥ max
j/∈	
{−(gj(b0)/fj(b0)

)}

implies both k > 0 and Cj(b0, k) ≥ 0, for j /∈ 	 (refer to
[1, Proof of Th. 4]).

And, Cj(b0, k) ≥ 0 with j ∈ 	 and vj = 0 implies that

k ≥ max
j∈	

{
−u2

j b2
0 − 8ujr0b0 + 8r2

0

4ũj

}
= max

j∈	

{
r2

0

ũj

}

where the last equal sign holds since uj = umin and b0 =
(2r0/umin).

4) The result of 	 = {1, . . . , n− 1} follows from item 3.
Proof of Proposition 4: By Proposition A1, to guarantee (4),

a necessary and sufficient condition is that, the maximum of
the real parts of {�2j−1,�2j}, j = 1, 2, . . . , n− 1, is no large
than −r0

max
j=1,2,...,n−1

{
−b

2
uj + b

2
√

2

√
aj +

√
a2

j + d2
j

}
≤ −r0.

And, similarly to the procedure of [1, Proof of Th. 2], the
result holds, the details are omitted here for a limited space.
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[16] P. F. Hokayem, D. M. Stipanović, and M. W. Spong, “On persistent cov-
erage control,” in Proc. 46th IEEE Conf. Decis. Control, New Orleans,
LA, USA, 2007, pp. 6130–6135.

[17] Z. Kan, A. P. Dani, J. M. Shea, and W. E. Dixon, “Network connec-
tivity preserving formation stabilization and obstacle avoidance via a
decentralized controller,” IEEE Trans. Autom. Control, vol. 57, no. 7,
pp. 1827–1832, Jul. 2012.

[18] W. Li and M. W. Spong, “Unified cooperative control of multiple agents
on a sphere for different spherical patterns,” IEEE Trans. Autom. Control,
vol. 59, no. 5, pp. 1283–1289, May 2014.

[19] C. N. Hadjicostis and T. Charalambous, “Average consensus in the
presence of delays in directed graph topologies,” IEEE Trans. Autom.
Control, vol. 59, no. 3, pp. 763–768, Mar. 2014.



LI: DCR PROBLEMS OF CONSENSUS OR FLOCKING OF DOUBLE-INTEGRATOR AGENTS 1335

[20] A. Papachristodoulou, A. Jadbabaie, and U. Münz, “Effects of delay
in multi-agent consensus and oscillator synchronization,” IEEE Trans.
Autom. Control, vol. 55, no. 6, pp. 1471–1477, Jun. 2010.

[21] A. Isidori, L. Marconi, and G. Casadei, “Robust output synchronization
of a network of heterogeneous nonlinear agents via nonlinear regulation
theory,” IEEE Trans. Autom. Control, vol. 59, no. 10, pp. 2680–2691,
Oct. 2014.

[22] W. Li, “Unified generic geometric-decompositions for consensus or
flocking systems of cooperative agents and fast recalculations of decom-
posed subsystems under topology-adjustments,” IEEE Trans. Cybern.,
vol. 46, no. 6, pp. 1463–1470, Jun. 2016.

[23] G. Antonelli, F. Arrichiello, F. Caccavale, and A. Marino, “A decen-
tralized controller-observer scheme for multi-agent weighted centroid
tracking,” IEEE Trans. Autom. Control, vol. 58, no. 5, pp. 1310–1316,
May 2013.

[24] S. L. Smith, M. E. Broucke, and B. A. Francis, “Curve shortening and
the rendezvous problem for mobile autonomous robots,” IEEE Trans.
Autom. Control, vol. 52, no. 6, pp. 1154–1159, Jun. 2007.

[25] J. Mei, W. Ren, and J. Chen, “Distributed consensus of second-order
multi-agent systems with heterogeneous unknown inertias and control
gains under a directed graph,” IEEE Trans. Autom. Control, vol. 61,
no. 8, pp. 2019–2034, Aug. 2016.

[26] M. M. Zavlanos, H. G. Tanner, A. Jadbabaie, and G. J. Pappas,
“Hybrid control for connectivity preserving flocking,” IEEE Trans.
Autom. Control, vol. 54, no. 12, pp. 2869–2875, Dec. 2009.

[27] S. Martin, A. Girard, A. Fazeli, and A. Jadbabaie, “Multiagent flocking
under general communication rule,” IEEE Trans. Control Netw. Syst.,
vol. 1, no. 2, pp. 155–166, Jun. 2014.

[28] A. Abdessameud and A. Tayebi, “On consensus algorithms for double-
integrator dynamics without velocity measurements and with input
constraints,” Syst. Control Lett., vol. 59, no. 12, pp. 812–821, 2010.

[29] K. H. Movric and F. L. Lewis, “Cooperative optimal control for
multi-agent systems on directed graph topologies,” IEEE Trans. Autom.
Control, vol. 59, no. 3, pp. 769–774, Mar. 2014.

[30] A. Nedić and J. Liu, “On convergence rate of weighted-averaging
dynamics for consensus problems,” IEEE Trans. Autom. Control, vol. 62,
no. 2, pp. 766–781, Feb. 2017.

[31] G. Chen and F. L. Lewis, “Leader-following control for multiple inertial
agents,” Int. J. Robust Nonlin. Control, vol. 21, no. 8, pp. 925–942, 2011.

[32] Y. Dong and J. Huang, “Leader-following consensus with connec-
tivity preservation of uncertain Euler-lagrange multi-agent systems,”
in Proc. IEEE Conf. Decis. Control, Los Angeles, CA, USA, 2014,
pp. 3011–3016.

[33] R. A. Horn and C. R. Johnson, Matrix Analysis. New York, NY, USA:
Cambridge Univ. Press, 1985.

[34] W. Ren and R. W. Beard, “Consensus seeking in multiagent systems
under dynamically changing interaction topologies,” IEEE Trans. Autom.
Control, vol. 50, no. 5, pp. 655–661, May 2005.

Wei Li (M’14–SM’15) received the Ph.D. degree in automatic control from
Shanghai Jiao Tong University, Shanghai, China, in 2008.

From 2009 to 2010, he was a Post-Doctoral Research Associate with
the Department of Electrical Engineering, University of Texas at Dallas,
Dallas, TX, USA. Since 2010, he has been an Associate Professor with the
Department of Control and Systems Engineering, Nanjing University, Nanjing,
China. His current research interests include robotics, autonomous mobile
robots, decentralized control, cooperative control of mobile robotic agents,
and wireless sensor networks.

Dr. Li is an Associate Editor of the Asian Journal of Control.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingBats
    /ZapfDingbatsITCbyBT-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


